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Preface 
This preface provides a brief introduction to the product, discusses the information in this 
document, and explains how this document is organized. It also provides information such 
as, the supporting documents for this guide and how to contact McAfee Technical Support. 

Introducing McAfee Network Security Platform 

McAfee® Network Security Platform [formerly McAfee® IntruShield®] delivers the most 
comprehensive, accurate, and scalable Network Access Control (NAC), network Intrusion 
Prevention System (IPS) and Network Threat Behavior Analysis (NTBA) for mission-critical 
enterprise, carrier, and service provider networks, while providing unmatched protection 
against spyware and known, zero-day, and encrypted attacks.  

McAfee Network Threat Behavior Analysis Appliance provides the capability of monitoring 
network traffic by analyzing NetFlow information flowing through the network in real time, 
thus complementing the NAC and IPS capabilities in a scenario in which McAfee Network 
Security Sensor, NAC Sensor, and NTBA Appliance are installed and managed through a 
single Manager. 

About the Guide 

This special topics guide helps you to deploy McAfee Network Security Sensor (Sensor)s 
as failover pairs. The guide provides detailed sections on determining optimal Sensor 
location, configuring Sensor ports, defining failover pairs, cabling and verifying the failover 
connection. 

Conventions used in this guide 

This document uses the following typographical conventions: 

Convention Example 

Terms that identify fields, buttons, tabs, 
options, selections, and commands on the 
User Interface (UI) are shown in Arial Narrow 
bold font. 

The Service field on the Properties tab specifies the 
name of the requested service. 

Menu or action group selections are 
indicated using a right angle bracket. 

Select My Company > Admin Domain > Summary.

Procedures are presented as a series of 
numbered steps. 

1. On the Configuration tab, click Backup. 
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Convention Example 

Names of keys on the keyboard are denoted 
using UPPER CASE. 

Press ENTER. 

Text such as syntax, key words, and values 
that you must type exactly are denoted 
using Courier New font. 

Type: setup and then press ENTER. 

Variable information that you must type 
based on your specific situation or 
environment is shown in italics. 

Type: Sensor-IP-address and then press 
ENTER. 

Parameters that you must supply are shown 
enclosed in angle brackets. 

set Sensor ip <A.B.C.D>

Information that you must read before 
beginning a procedure or that alerts you to 
negative consequences of certain actions, 
such as loss of data is denoted using this 
notation. 

Caution:

Information that you must read to prevent 
injury, accidents from contact with electricity, 
or other serious consequences is denoted 
using this notation. 

Warning:

Notes that provide related, but non-critical, 
information are denoted using this notation. 

Note:

Related documentation 

The following documents and on-line help are companions to this guide. Refer to Quick 
Tour for more information on these guides 

• Quick Tour 
• Installation Guide 
• Upgrade Guide 
• Getting Started Guide 
• IPS Deployment Guide 
• Manager Configuration Basics Guide 
• I-1200 Sensor Product Guide 
• I-1400 Sensor Product Guide 
• I-2700 Sensor Product Guide 
• I-3000 Sensor Product Guide 
• I-4000 Sensor Product Guide 
• I-4010 Sensor Product Guide 
• M-1250/M-1450 Sensor Product Guide 
• M-1250/M-1450 Quick Start Guide 
• M-2750 Sensor Product Guide 
• M-2750 Quick Start Guide 
• M-3050/M-4050 Sensor Product Guide 

vi 
 



McAfee® Network Security Platform 6.0 Preface 
 
 

• M-3050/M-4050 Quick Start Guide 
• M-6050 Sensor Product Guide 
• M-6050 Quick Start Guide 
• M-8000 Sensor Product Guide 
• M-8000 Quick Start Guide 
• Gigabit Optical Fail-Open Bypass Kit Guide 
• Gigabit Copper Fail-Open Bypass Kit Guide 
• 10 Gigabit Fail-Open Bypass Kit Guide 
• M-8000/M-6050/M-4050/M-3050 Slide Rail Assembly Procedure 
• M-2750 Slide Rail Assembly Procedure 
• M-series DC Power Supply Installation Procedure 
• Administrative Domain Configuration Guide 
• Manager Server Configuration Guide 
• CLI Guide 
• Device Configuration Guide 
• IPS Configuration Guide 
• NAC Configuration Guide 
• Integration Guide 
• System Status Monitoring Guide 
• Reports Guide 
• Custom Attack Definitions Guide 
• Central Manager Administrator's Guide 
• Best Practices Guide 
• Troubleshooting Guide 
• Special Topics Guide—In-line Sensor Deployment 
• Special Topics Guide—Virtualization 
• Special Topics Guide—Denial-of-Service 
• NTBA Appliance Administrator's Guide 
• NTBA Monitoring Guide 
• NTBA Appliance T-200 Quick Start Guide 
• NTBA Appliance T-500 Quick Start Guide 

 

Contacting Technical Support 

If you have any questions, contact McAfee for assistance: 

Online 
Contact McAfee Technical Support http://mysupport.mcafee.com. 

Registered customers can obtain up-to-date documentation, technical bulletins, and quick 
tips on McAfee's 24x7 comprehensive KnowledgeBase. In addition, customers can also 
resolve technical issues with the online case submit, software downloads, and signature 
updates. 
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Phone 
Technical Support is available 7:00 A.M. to 5:00 P.M. PST Monday-Friday. Extended 24x7 
Technical Support is available for customers with Gold or Platinum service contracts. 
Global phone contact numbers can be found at McAfee Contact Information 
http://www.mcafee.com/us/about/contact/index.html page. 

Note: McAfee requires that you provide your GRANT ID and the serial number of 
your system when opening a ticket with Technical Support. You will be provided with 
a user name and password for the online case submission. 
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C H A P T E R  1  

Background 
Most networks today have some amount of in-built redundancy. However, the extent to 
which a network can withstand a failure varies, depending on the environment. For 
example, one setup might have two fully redundant paths to and from the Internet, 
whereas another might have Primary and Secondary firewalls, but single points of failure 
elsewhere. 

Network devices traditionally provide redundancy at Layer 2 or 3 of the OSI model. That is, 
they take advantage of the existing switching or routing infrastructure to provide fault 
tolerance.  

The principle behind Hot Standby Router Protocol (HSRP - RFC 2281) and Virtual Router 
Redundancy Protocol (VRRP - RFC 2338), for example, is that two or more routers share 
a Virtual IP (VIP) address. One router takes on a primary role and “owns” the VIP; all traffic 
directed to the VIP routes through the primary when all is well. If the primary goes offline, a 
standby router is automatically promoted and takes over ownership. 

Because most network devices run at Layer 2 or higher, incorporating redundancy often 
requires a logical topology change. As a simple example, to add the aforementioned router 
redundancy, you have to reconfigure all downstream routers to use with the new VIP as 
their default gateway. 
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C H A P T E R  2  

Network Security Platform Failover Architecture 
McAfee® Network Security Platform was built with high availability in mind. In fact, those 
who initially become confused by the possibilities around McAfee Network Security 
Platform failover usually do so because the implementation is actually simpler than they 
assume initially. 

Note the following points regarding Network Security Platform failover architecture: 

• Sensors are invisible at Layer 2 and above; the monitoring ports do not even have 
MAC addresses. 

• Sensors configured for failover confirm a “heartbeat” once each second. 
• Sensors configured for failover share flow information in real time. 
As a result, you do not have to worry about Layer 2 and 3 topology changes when you 
introduce Network Security Platform failover into the environment; and in the unlikely event 
of a Sensor failure, failover is instantaneous and connection state is maintained. 
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C H A P T E R  3  

Sensor Failover Implementation 
A typical McAfee® Network Security Platform failover implementation includes the following 
steps: 

• Understanding the current network topology 
• Determining optimal Sensor location 
• Configuring the ports on each Sensor 
• Physically installing the Sensors 
• Defining McAfee Network Security Platform failover Pair 
• Cabling the heartbeat connection 
• Verifying the failover configuration 
In the sections that follow, we will consider each of these points in detail. 
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C H A P T E R  4  

Understanding the current network topology 
Understanding the current network topology is essential for the proper planning of McAfee® 
Network Security Platform failover solution. Rather, the more you understand about the 
existing data flow, the less likely you run into  obstacles during implementation. 

The most common network topologies can be summarized as follows: 

• Two paths - Active/Passive 
• Two paths - Active/Active 
• A single path 

Note: For usage scenarios regarding active/passive and active/active network 
topologies, see the section Network Scenarios for Sensor High Availability (on page 
33). 

Two paths - Active/Passive 

Most redundant links today are made up of active and passive paths. There are two ways 
in and out of the network, but only one way will actually be available at any given time. The 
path passing traffic is called the active path, and the one standing by in the event of a 
failure is called the passive path. 

HSRP, VRRP, Spanning Tree Protocol (STP), and Dynamic Routing Protocols, such as, 
OSPF, EIGRP, and BGP, are arguably the most common technologies used to automate 
network failover. Admittedly, many of these include options to balance traffic, but they are 
historically configured to allow for one path to pass traffic at a time. 

Two paths - Active/Active 

Some networks will maintain two active paths to and from the Internet. In addition to 
redundancy, these approaches can potentially double the available bandwidth, under 
normal conditions. 

In most cases, the two paths are not designed to share traffic unless there is a failure. 
When all is well, a flow will be established on one of the paths, and all packets from that 
flow will traverse the same path. 

In some cases, however, the network infrastructure is designed in such a way that cross 
both paths under normal circumstances. For example, inbound requests might come in on 
path A and outbound responses might go out on path B. Such traffic is said to be 
asymmetrically routed. 

Of course, if one path becomes unavailable, all traffic will be routed across the remaining 
path. 
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A single path 

Some networks do not include much or any redundancy. In this case, there is one or more 
single points of failure. 

If one of the non-redundant devices fails, the connection to the Internet will fail as well. 

Most companies that choose to invest in a redundant Network Security Platform solution 
also invest in redundant paths to and from their network. That is, there are numerous 
companies that have single points of failure, but insist on implementing Network Security 
Platform failover. 
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C H A P T E R  5  

Determining optimal Sensor location 
The previous section is mostly intended as a point of reference. The good news is that 
McAfee® Network Security Platform failover process is often identical, whether the network 
failover configuration is active-active, with or without asymmetric routing, active-passive, or 
even made up of a single path. 

The details are as follows: 

• Both McAfee® Network Security Sensors (Sensors) in a failover Pair are always in an 
active state. In this way, they are sure to protect a network on which the redundant 
path is active. 

• However, such an approach does not preclude the Sensors from protecting a network 
on which the Secondary path is passive; the Sensor on the passive path will not have 
much or any flow information to pass to its counterpart. 

• Sensors in a failover Pair scan independently, but use the information they share with 
each other during the scanning process. In this way, if a flow happens to be 
asymmetrically routed across both Sensors, each Sensor will end up with the full flow. 

Redundant Sensors on redundant paths 
Determining the optimal physical location for the Sensors on a redundant network is 
usually quite obvious. If you ignore the idea of McAfee Network Security Platform failover 
for a moment, the rule of thumb for Sensor placement is to install the Sensor along the 
same boundaries of trust that often guide firewall placement. In fact, most Sensor 
installations are either directly inside or directly outside the company firewall. Of course, 
like a firewall, a Sensor can be used deep inside an enterprise to isolate one segment of 
the network from the next. 
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The same basic rule applies to Network Security Platform failover. If the network currently 
has parallel firewalls connected to parallel switches, for example, it follows that you can 
introduce parallel Sensors between them. The following set of diagrams is a very simple 
“before and after,” to help clarify the logic: 

 
Figure 1: Determining optimal sensor location - Before 

Note: The dotted line represents a heartbeat link. 
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Figure 2: Determining optimal sensor location - After 

The key is to ensure the redundant Sensors will be scanning the same traffic at the same 
point in the network. If you were to instead place one Sensor outside the firewall on one 
path and the other Sensor inside the firewall on the other path, the outcome is what 
developers like to refer to as “undefined.” That is, there is no telling what false positives 
and false negatives, and even instability, such a setup might produce. 

Redundant Sensors on a single path 

Sensor failover is typically straightforward to implement in the more complicated 
environments because Network Security Platform was engineered to seamless slip onto 
networks with existing, redundant paths. The irony is that introducing a Sensor failover 
Pair onto a network with a single path often requires some additional thought: 

A pair of Sensors can run in parallel on a network that otherwise has no or little 
redundancy. For example, you might “sandwich” a pair of Sensors between a pair of 
switches and use STP to control the failover process. The drawback to relying on STP, 
however, is that you inherently complicate the Layer 2 infrastructure and STP convergence 
typically takes between 12 and 50 seconds; so it's not ideal. 
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Instead, consider the configuration in Figure “Stack” configuration for a single path: 

 
Figure 3: Stack Configuration 

In this scenario, the Sensors are “stacked” (one after the other) in much the same way you 
might daisy chain a pair of switches. 

Note: A crossover cable is required to make the connection between the Sensor 
monitoring ports. 

These Sensors are configured to run inline, failopen, and function as a failover Pair. 

The advantages of this redundant configuration over others on a network with a single 
path are as follows: 

• There is no dependency on the Layer 2 or Layer 3 topologies for Sensor redundancy. 
• If one Sensor fails, it fails open, and the other Sensor continues to scan with no 

interruption. 
• Because they are configured as a failover Pair, state will be maintained. 
The single disadvantage is that duplicate alerts will be generated for UDP and ICMP 
attacks. (More on this later in this document.) 
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Preventing duplicate alerts 

To prevent the failover Pair from forwarding the same alert twice, each node in the Pair 
adheres to the following rules: 

• The Sensor that received the attack packet on its monitoring port sends the signature 
alert to McAfee.® Network Security Manager (Manager). (The Sensor that gets a copy 
of the attack packet from its failover peer does not send an alert.) 

• The Sensor forwarding the alert also takes the configured response action, such as 
sending a TCP reset. 

• The Sensor that has been online the longest is responsible for sending all 
reconnaissance and DoS alerts to the Manager. 

• In the event that both Sensors have been up for exactly the same amount time, the 
Sensor with the higher value serial number will be responsible for sending all 
reconnaissance and DoS alerts. 

The reality check is that because the previous “stacked” configuration results in attacks 
arriving on the monitoring ports of both Sensors (unless blocking is enabled), this 
configuration will cause some duplicate alerts to be generated. The details are as follows: 

• There will be no issue with reconnaissance and DoS attacks because one Sensor in a 
failover Pair is always dedicated to send these alerts. 

• There will be no issue with TCP signature attacks either, thanks to the stateful nature 
of the scanning engine. That is, even though both Sensors will get the attack packet 
on their monitoring ports, the second Sensor will actually get the packet on its failover 
port first. When it subsequently gets the packet for a second time on its monitoring 
port, the packet will be recognized and treated as a duplicate packet. The duplicate 
packet will be forwarded along, but no alert will be generated. 

• However, because UDP and ICMP are not stateful, the same logic does not apply to 
those packets. Instead, UDP and ICMP attacks will create duplicate alerts in this 
configuration. 

Summary 

If the current network failover topology has been configured in a logical fashion, you will no 
doubt see a pattern as you research the existing infrastructure. In this case, follow that 
pattern when you add the Sensors. If the current topology does not follow a logical pattern, 
address the issue before you consider adding Network Security Platform failover, and 
avoid the possibility of Network Security Platform taking the blame for a flaw in the network 
design. 
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C H A P T E R  6  

Configuring the ports on each Sensor 
To function as a failover Pair, the two McAfee® Network Security Sensors (Sensors) must 
be the same model and have the same Sensor image (Sensor software version). 

Previously, you could create Sensor fail-over pair only if all the monitoring ports of the 
primary sensor were in Inline mode. Now, you can create Sensor fail-over pairs even if the 
monitoring ports are in different operating modes, that is some ports in Inline, some in 
SPAN, and some in Tap mode. For example, you can create an I-4010 fail-over pair with 
monitoring ports 1A-1B, 2A-2B, 3A-3B and 4A-4B deployed in Inline  mode and port 5A 
deployed in SPAN mode.  

In some Sensor models, a monitoring port is configured for the primary-secondary 
heartbeat. In such cases, the peer monitoring port is disabled. For example, in I-2700, 
monitoring port 4A is used for the heartbeat and when you create the failover pair, port 4B 
is disabled. 

Note that the port deployment modes of both the primary and secondary Sensors must be 
the same. For example, if port 5A is deployed in SPAN mode in the primary then 5A of the 
secondary must be deployed in SPAN mode as well. 

 
Figure 4: Sensors - Failover Pairs tab 

By design, there will always be a certain amount of independence among the Sensors. For 
example, the solution must be flexible enough to handle a network on which a primary 
path runs at 100 Mbps full duplex, but the secondary path runs at only 10 Mbps half 
duplex. 

This is the proper time to configure each port pair to fail open or closed. In previous 
Network Security Platform versions, you could only configure each Sensor in a failover 
Pair to fail closed. Now, you can configure one Sensor to fail closed and the second to fail 
open. 

Note: There is no special requirement for a minimum Sensor software version to be 
able to configure one Sensor to fail closed and the other to fail open.  

You can configure both the port speed and operating mode from the Configure Ports page 
of the user interface: 
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If you choose to fail closed on an Ethernet port pair (not GBICs), the user interface will 
remind you to cable the ports with the Network Security Platform dongles. 

Note: McAfee® Network Security Platform dongles ship with the Sensors. 

Potential pitfall 

When you configure a failover Pair, you must designate a “Primary” and “Secondary” 
Sensor. By design, the configuration of the Primary Sensor is copied to the Secondary 
Sensor, overwriting the original configuration on the Secondary. 

If you intend to configure both Sensors to fail closed or fail open, you configure the ports 
on the Sensor you intend to designate as the primary during the failover Pair creation 
process. 

If you intend to have one Sensor fail closed and the other fail open, however, you must 
revisit the Port Configuration page of one or both Sensors after the failover Pair creation 
and make the appropriate changes. 

A note on fail open functionality for GE ports 

Unlike the Fast Ethernet ports, the GE ports cannot fail open on their own. You must 
purchase an optical bypass kit for each port pair you wish to fail open. 

If a Sensor is rebooted, hangs, or fails to come up after a power on, the optical bypass kit 
takes over and ensures the link remains active. When configured as a failover Pair, this 
logic still applies, except in the case in which the Sensor port actually fails. In this case, the 
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bypass kit does not change to bypass mode. Instead, the port pair fails closed and the 
redundant link takes over. 

The details of optical bypass kits are currently beyond the scope of this document. See the 
documentation that accompanies the fail open kits (for example, the Gigabit Optical Fail-Open 
Bypass Kit Guide, which accompanies the Optical Fail-Open kit). 

A caution about active-passive failover 

The option to fail one Sensor closed and one Sensor open was intended for use with 
active-passive configurations. When the order in which the redundant paths will be used is 
known, you can safely configure the Sensor on the primary path to fail closed and the 
Sensor on the secondary path to fail open. The result is as follows: 

• If the Sensor on the primary path fails, it will force the secondary path to take over, 
which will ensure the link remains protected. 

• In the unlikely event that the secondary path has become active and the Sensor on it 
fails as well, traffic will no longer be scanned, but will continue to flow. 

You might prefer to shut down the Internet connection if the traffic on the secondary path 
cannot be scanned for intrusions. In this case, you would configure both Sensors to fail 
closed. 

On a network on which both paths are active, there is no way to predict the order in which 
the paths will fail. Configuring a Sensor to fail open in this context would at best negate the 
purpose of the Network Security Platform redundancy. Furthermore, if there were 
asymmetric flows on the paths, the remaining Sensor would not see all the packets from 
those flows and therefore be susceptible to false positives and false negatives. 
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How dongles work 
Dongles, included with all 10/100-port McAfee® Network Security Sensors (Sensors), are 
required when a 10/100 Sensor port runs in SPAN or inline fail-closed mode. 

All 10/100 ports on the Sensors are standard 10/100 Base-T Ethernet ports. As such, they 
make use of only 4 of the 8 wires in a Category 5/6 twisted pair cable: 

Pin Function 

1 Tx 

2 Tx 

3 Rx 

4  

5  

6 Rx 

7  

8  
 

Pins 1 and 2 are used to transmit (Tx) signals, pins 3 and 6 are used to receive (Rx) 
signals, and pins 4, 5, 7, and 8 are not used. 

When a port pair operates in inline fail-open mode, the signals are “crossed” to allow for 
the normal flow of traffic:

  
Figure 5: Inline fail-open mode - Signals crossed 

In this way, traffic that is received on the Rx pins on one port are sent on the Tx pins on 
the other port. 

Note: This is the same cross performed by a crossover cable. 
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A group of mechanical relays actually resides between each port pair: 

 
Figure 6: Mechanical Relays 

The relays come into play when the Sensor is shut down. Specifically, the relays provide a 
path for the signals on pins 1, 2, 3, and 6 to continue to pass when the Sensor is powered 
off. In short, the relays ensure that the Sensor will fail open. 

It is important to note that the relays provide a path for the signals on pins 1, 2, 3, and 6 
only. The signals on pins 4, 5, 7, and 8 are instead filtered out. 

When the Sensor runs in inline fail-closed mode, the Sensor uses pins 4 and 5 instead of 
pins 1 and 2 to transmit signals: 

 
Figure 7: Tx signals on pins 4 and 5 
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Again, the relays come into play when the Sensor is powered off: 

 
Figure 8: Mechanical Relay - Fail closed 

Because the relays only pass the signals on pins 1, 2, 3, and 6, however, the transmit 
signals on pins 4 and 5 are filtered out and the ports fail closed. 

So what does the dongle do? The answer becomes obvious when we compare the Sensor 
port pin-outs configured for fail-closed operation to standard Ethernet cable pin-outs: 

 
Figure 9: Pin-out comparison 

As the previous diagram indicates, a Sensor in fail-closed mode uses pins 4 and 5 to 
transmit signals, yet standard 10/100 Ethernet connections use pins 1 and 2 to transmit 
signals (pins 4 and 5 are not used). Without a mechanism to transpose the signals, traffic 
therefore comes to a halt. 

Note: The operating mode of the Sensor has no effect on the receive (Rx) signals, 
so they are not shown here for simplicity. 
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The sole purpose of the dongles is to transpose the transmit signals from pins 4 and 5 
(back) to pins 1 and 2 so the Sensor can communicate with standard Ethernet devices 
when powered on: 

 
Figure 10: Dongle transposes signals 

The inner workings of the dongle are shown in Figure Inner workings of dongle 

 
Figure 11: Inner workings of dongle 

When the transmit signals go from the fail closed port on the Sensor to the male end of the 
dongle, they do so on pins 4 and 5. When they go from the female end of the dongles to a 
standard 10/100 Base-T cable, however, they use pins 1 and 2, which is the Ethernet 
standard. 

The same approach is used to prevent loops from a Sensor port operating in SPAN mode. 
Imagine that ports 2A and 2B are each running in SPAN mode. When the Sensor is 
powered on, because each port is configured for SPAN mode, the Sensor software will 
prevent traffic from passing between the pair. But when the Sensor is powered off, the 
relays will, by design, allow transmit signals to pass over pins 1 and 2. To avoid this 
situation, which will only serve to confuse the remote devices (and even possibly create 
bridging loops), Sensor ports configured for SPAN mode also transmit on pins 4 and 5 and 
therefore require the dongles. 
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Physically installing the Sensors 
Installing McAfee® Network Security Sensors (Sensors) at this point may seem premature. 
After all, you will no doubt perform tests once the failover pair has been configured. The 
logic here is to confirm connectivity and proper scanning with as few variables as possible. 
If basic connectivity and scanning prove to be fine now, but fail after configuring the 
failover pair, you at least know the issue is specific to the failover pair. 

Ideally, you should test each Sensor individually. This includes, if need be, manually failing 
over the Primary path, so traffic will flow across the Secondary path. 

You can use common utilities like Ping and Traceroute (tracert.exe on Windows) to test basic 
connectivity. You can also look at the statistics from the Threat Analyzer for each Sensor 
port to confirm that traffic is properly flowing through it.    

 
Figure 12: Performance Statistics: Data View 

Note:  For step-by-step procedures on verifying how to verify traffic is flowing 
through the Sensor, see the System Status Monitoring Guide.

An easy and benign way to confirm that Network Security Platform is scanning for exploits 
is to trigger a FTP directory traversal signature. 
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The “attack” looks as follows: 

 
Figure 13: FTP traversal “attack” 

The highlighted section is the command that actually trips the signature. 

The corresponding attack will look similar to the alert in Figure FTP traversal alert. 
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Figure 14: Show details of Specific attack 

If you are interested in HTTP tests, you can instead try the following URLs from your 
favorite browser: 

http://serveraddress/inetpub/scripts/root.exe 
http://serveraddress/inetpub/scripts/cmd.exe 

Note: These exploits are specific to IIS. 

 

Caution: These URLs are synonymous with Code Red and Nimda exploits, so they 
may trigger anti-virus software on the Web server as well. 

 

Warning: Use these tools for Network Security Platform testing purposes only. McAfee in no 
way condones use of attack traffic for any reason other than testing product 
connectivity and communication. 
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Reality check - Asymmetric routing 

In the case in which the network has two active paths that route asymmetrically, these 
initial intrusion tests might not be successful and you may even see false positives. 

In such a case, you can instead temporarily assign the All inclusive with audit policy to the 
interface(s) at hand to help confirm the scanning process, or skip testing for now and hope 
all goes well in the steps to follow. 
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Defining the Network Security Platform Failover Pair 
Once McAfee® Network Security Sensors (Sensors) are known to be working 
independently, we are ready to define a failover Pair. It is by way of the failover Pair 
configuration that we ensure the Sensors share flow information under normal conditions 
and also fail over as required. 

In Figure Failover Pair creation, we have specified the Sensor model in question (I-4010), 
named the Failover Pair, FO-Pair-4010, and selected the two intended Sensors: 

 
Figure 15: Creating a Failover pair 

Again, the one important consideration is that the current configuration of “primary” Sensor 
will be copied over that of the “secondary” Sensor during the Pair creation process. 

Note: The creation of a failover pair happens in real time. There is no need to 
explicitly update the configuration. 

When it comes to scanning roles, however, you can safely ignore the terms Primary 
Sensor and Secondary Sensor here. Remember that both Sensors are always scanning 
actively. 
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Once complete, the display of the user interface will change to reflect the existence of the 
new failover pair: 

 
Figure 16: Update configuration 

A new failover pair node now exists in the resource tree (left pane) in Figure Failover Pair 
administration. That node contains icons for each interface taking part in the failover 
process. Also within the failover pair node is a list of its member Sensors. 

Most configuration options are hereafter done at the failover pair node level. For example, 
you can now apply a policy, update the configuration, or even create an ACL rule at the 
failover pair node level and it will automatically propagate to each of the member Sensors. 
On the other hand, you still configure the port settings, view interface statistics, and 
upgrade the Sensor software at the Sensor node level. So the easiest way to get a feel for 
the failover pair configuration process is to examine the user interface once the pair has 
been created. 

Note: The Sensors must be running the same software version to run in a failover 
configuration. However, you upgrade software at a Sensor level, even those that are 
part of a failover pair. The recommended upgrade procedure is to therefore upgrade 
the software version on both Sensors, and then reboot them sequentially. That is, 
once the upgrade process is complete on both, reboot the first, confirm that it has 
rebooted without error, and reboot the second. 
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It is very easy to see the details of the port status across all Sensors from the View Details 
page at the Sensors level: 

 
Figure 17: Sensor status and operational details 

For additional details, you can dive down on the current failover status for a given interface 
from the View Details page of that interface: 

 
Figure 18: CIDR Interface Details Example 

In the previous figure you will notice that the logical operational status of the interface is 
UP, but the operational status for the secondary Sensor is DOWN. This means the failover 
pair is working as planned, but there is an issue with the physical Sensor. (As it turns out, 
the wires have been pulled from the 3A/3B port pair on the secondary Sensor here.) 
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Cabling the heartbeat connection 
There is no standard heartbeat port across all McAfee® Network Security Sensor (Sensor) 
models. Instead, the port or ports you use to connect the two Sensors for failover depends 
directly on the model at hand. The details are as follows: 

Sensor model Port(s) used for heartbeat connection 

I-4010 6A and 6B (HA1 and HA2) 

I-4000 2A and 2B 

I-3000 6A and 6B (HA1 and HA2) 

I-2700 4A 

I-1400 R1 (response port) 

I-1200 R1 (response port) 
 

Sensor model Port(s) used for heartbeat connection 

M-8000 3A and 3B (HA1 and HA2) 

M-6050 4A (HA1—note that port 4B remains unused) 

M-4050 2A 

M-3050 2A 

M-2750 10A 

M-1450 4A 

M-1250 4A 

N-450 10A and 10B 

Initial hints 

Consider these hints when cabling: 

• The I-3000, I-4000, I-4010, models require two ports to share flow information at a 
high throughput level. 

• Only port 4A is actually used for the heartbeat connection on the I-2700 model. Port 
4B is disabled when in failover mode. 

• Ports 6A and 6B are labeled HA1 and HA2, respectively, on the I-3000 and I-4010 
models to indicate their use in the failover process. (HA stands for High Availability.) 

• To cable the heartbeat connection on the I-1200 and I-1400 Sensors, connect the 
Response ports of the primary and secondary using a crossover cable. 
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GBIC cabling 

All Sensor models other than the I-1200 and I-1400 use a standard GBIC, Small Form-
factor Pluggable (SFP) GBIC, or 10GbE Small Form-factor Pluggable (XFP) GBIC to make 
the heartbeat connection. 

Before you attempt to cable failover with a GBIC, complete the following steps: 

1 Determine the appropriate GBIC (standard, SFP, or XFP) for the model at hand. 
2 Determine the connector type required to plug the fiber optic cable into the chosen 

GBIC. 
3 Determine the correct GBIC module type and cable to support the distance between 

the Sensor pair. 

Note: If you are using copper GBICs, then use Category 6 Enhanced (Cat 6e) 
straight cable. 

The table below addresses the first two steps. It builds off the previous table to include 
columns for the port type and corresponding cable connector type: 

I-series Sensor data:

Sensor model Port(s) used for heartbeat connection Port type Cable connector type

I-4010 6A and 6B (HA1 and HA2) SFP  LC 

I-4000 2A and 2B GBIC SC 

I-3000 6A and 6B (HA1 and HA2) SFP  LC 

I-2700 4A GBIC SC 

I-1400 R1 (response port) Ethernet RJ45 

I-1200 R1 (response port) Ethernet RJ45 
 

M-series Sensor and N-450 Sensor data: 

Sensor 
model 

Port(s) used for heartbeat connection Port 
type 

Cable connector 
type 

M-8000 3A and 3B (HA1 and HA2) XFP  LC 

M-6050 4A (HA1—Note that port 4B or HA2 
remains unused) 

XFP  LC 

M-4050 2A XFP  LC 

M-3050 2A XFP LC 

M-2750 10A SFP LC 

M-1450 4A Copper  RJ45 

M-1250 4A Copper  RJ45 

N-450 10A and 10B SFP LC 
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Important notes 

• The monitoring ports and failover ports use the same GBIC. (There is no special GBIC 
required for the heartbeat connection.) 

• All GBICs and fiber optic cables are sold separately from the Sensors. 

Note : McAfee only officially supports GBICs purchased from McAfee price list. 

Cabling guidelines and examples 

The following is a quick summary of the rules for cabling the heartbeat connection: 

• The cabling must always cross the Tx and Rx channels between the Sensor heartbeat 
ports. It is for this reason the I-1200 and I-1400 Sensors, for example, require a 
crossover cable between their failover pairs. 

• When 2 ports are used on each Sensor for the heartbeat connection, you must always 
cable between identical port names. For example, port 2A on Sensor 1 should always 
be cabled to port 2A on Sensor 2 (not 2B). 

Some sample hardware requirements and setup hints are given in the following sections: 

I-1200 and I-1400 examples 

A pair of I-1200 or I-1400 Sensors located within 100 meters or less of each other would 
require: 

• One (1) CAT 5 crossover cable 
Connect the crossover cable to each response port. 

I-2700 examples 

A pair of I-2700 Sensors located within 550 meters of each other would require: 

• Two (2) standard SX GBICs 
• One (1) SX fiber optic cable with SC connectors 
You need 2 GBICs and a single cable because I-2700 Sensors only use port 4A for 
Sensor-to-Sensor communication. 
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The key to a successful fiber optic connection is to make sure the cable is crossed 
between the Sensors: 

 
Figure 19: Running Cables 

In the previous photo, for example, the white connector is on the left side of the GBIC in 
the top Sensor and on the right side of the GBIC in the bottom Sensor. 

I-4000 example 

A pair of I-4000 Sensors located within 10 Km of each other would require: 

• Four (4) standard LX/LH GBICs 
• Two (2) LX/LH fiber optic cables with SC connectors 
The cabling logic here is similar to the logic used with the I-2700 model. The key difference 
is that the I-4000 uses ports 2A and 2B for the heartbeat connection. It follows that you 
take the same approach as above, but do it twice. Specifically, you cross the cable from 
port 2A on the first Sensor to port 2A on the second Sensor, and then repeat the step 
between port 2B on the first Sensor and 2B on the second Sensor. 

I-3000 and I-4010 examples 

A pair of I-3000 or I-4010 Sensors located within 100 Km of each other would require: 

• Four (4) SFP ZX GBICs 
• Two (2) ZX fiber optic cables with LC connectors 
The approach to cabling here is the same as it is for the I-4000, except the I-3000 and I-
4010 use ports 6A and 6B (HA1 and HA2) for the heartbeat connection. 

Warning: Network Security Platform has been known to work fine with ZX GBICs. 
However, McAfee does not sell or actively test with ZX GBICs. 

 

 

TX GBICs 

McAfee also offers a TX module type for both the standard and SFP GBICs. The TX 
module type is used to connect to twisted pair (copper). With the TX module, the required 
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cable connector type is indeed RJ45 and the maximum distance is that of standard twisted 
pair (100 meters). 

If desired, TX modules can be used to provide the failover connection. This is not 
traditionally done, however, because the SX modules are less expensive and have a 
greater maximum distance. 

Note: The TX module can only be used at 1000 Mbps: there is currently no option to 
run the TX module at 10/100 Mbps. 

Cabling failover through a network device 

Do not cable the heartbeat connection through an external network device! 

To keep overhead low and throughput high, the Sensors do not include layer 2 or 3 
headers on the packets they pass over the heartbeat connection, and they pass data 
larger than the standard Ethernet maximum frame size (1518 bytes). 

If you attempt to place a network device, such as a switch or router, between the heartbeat 
ports, the heartbeat connection will fail. 
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Verifying the failover configuration 
The final steps are to: 

• Confirm McAfee® Network Security Sensors (Sensors) are communicating over the 
heartbeat connection 

• Test the failover setup 
 

 

Confirming Sensor communication 

Once the failover pair has been configured, failover peer status errors will appear on the 
System Health Status page until you cable the heartbeat connection: 

 
Figure 20: Faults of Type: Warning Message for the Manager 

Item Description 

  1 Click link for specific fault detail. 

  2 Action buttons. 
 

The status of the communication between the Sensors can be monitored on the 
Sensors/View Details page of the Web-based user interface or directly from the CLI of 
either Sensor. 

The Sensors represented by the previous screenshot might therefore be properly cabled, 
but just need to be rebooted. 
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From within the CLI, you can instead run the command  from either Sensor. The output 
includes the failover Enabled and Peer Status fields. The former indicates whether the 
Sensor at hand has been configured to be part of a failover pair, and the latter shows the 
current state of the communication between the two Sensors: 

 
Figure 21: show failover-status 

In Figure show failover-status, the Sensor is part of a failover pair, and the pair is successfully 
communicating over the heartbeat connection. 

Testing failover setup 

Once communication between the Sensors has been confirmed, the failover configuration 
should be tested. 

The way in which the configuration is best validated will vary from setup to setup, but these 
tests should be similar to the ones performed after the Sensors were physically installed 
on the network. 

The key differences this time include the following: 

• In the specific case in which the network at hand has two active paths that route 
asymmetrically, the intrusion tests that previously failed should now be successful 
because both Sensors are analyzing all packets from all flows. 

• Existing session state should not be lost when a Sensor goes offline. 
The most precise way to confirm that the session remained intact after the “failure” is to 
capture and analyze packets. A more rudimentary test is to open a browser and start a 
large download while one Sensor is taken offline. If the state is successfully kept, there will 
be no fatal interruption in the download process. 

If the state is lost, confirm that the Sensors are indeed communicating with each other. 

If the Sensors are not communicating, try the following steps in the order shown: 
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1 Cold start both Sensors. 
2 Reconnect the cabling between them. 
3 Recreate the failover pair. 
4 If GBICs are used, confirm that McAfee supplied them. 

Caution: Non-McAfee GBICs are known to create problems. If the GBICs used are 
not from McAfee pricelist, temporarily swap them out for those that are before 
spending more time troubleshooting. 

If they are communicating: 

1 Capture packets simultaneously on both redundant paths. This will provide a full 
picture of the data flow, and no doubt insight into the problem. 
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Network Scenarios for Sensor High Availability 
In the below use-case scenarios, the term Active/Passive refers to network topology and 
not the Sensor High Availability (HA) configuration. In Sensor HA, both the Sensors are in 
Active/Active state meaning both the Sensors will process traffic received on their 
respective monitoring ports. 

 

I-4010 Sensor in Load balanced Configuration 

Scenario: 
Two I-4010 Sensors are in load-balanced configuration. Each Sensor is monitoring an 
active 1GB full duplex link - 500 Mbps in both directions- so each Sensor is handling 
1Gbps of traffic. That is the total 2 Gbps throughput for each Sensor is utilized.   

Will the total throughput that the Sensors need to handle is more, i.e. will the pair scan 4 
Gbps of traffic when combined?  

Solution: 
When used in the High Availability mode, the total aggregate throughput of Sensor pair 
remains the same as in the standalone mode. i.e., Total throughput capability of the pair 
<= the quoted throughput rate of the single Sensor. This remains the same when the total 
traffic is not evenly distributed across the Sensors.  

For example, an I-4010 will scan for 2Gbps in standalone mode, as well as HA mode.  

If X is the throughput of one Sensor and Y is the throughput of the second Sensor, 

X +Y <= the quoted throughput rate of the Sensor model. Suppose X = 2Gbps and Y = 
2Gbps, so the total is 4 Gbps, which exceeds the limit of the total throughput capability of 
2Gbps that the pair can handle. 

Both Sensors share all data they receive on their monitoring ports with their peers and, 
most importantly, both Sensors process the data they receive from their peers. So when 
you count how much data an individual Sensor in HA mode is seeing per second, you 
have to include both the data it is receiving on its monitoring ports as well as the data it is 
receiving from its peer via the HA / interconnect ports. 

I-4010 Sensor in Active/Active HA mode 

Scenario: 
Suppose there are two I-4010's in active/active HA mode with 500Mbps of traffic in both 
directions (full duplex), then how does the pair work? 
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Solution: 
Each 4010 can scan up to 2 Gbps at any time -standalone or part of an HA pair. 

In the above case, the aggregate throughput for the pair would be 2Gbps - processed on 
each Sensor. 

As long as the traffic on the monitoring ports of the Sensor on both the active links stays at 
or below an aggregate rate of 2 Gbps, the deployment works fine. 

I-4010 Sensor in Active/Passive HA mode 

Scenario: 
Suppose there are two I-4010's in active/passive HA mode with 1 Gbps throughput in full 
duplex (500Mbps of traffic in both directions), then how does the pair work? 

Solution: 
In the above case, the aggregate throughput for the pair would be 2Gbps - 2 Gbps on the 
active Sensor and 0 Gbps on the passive Sensor. 

In this scenario, the Sensor on the active link receives 1 Gbps of traffic on its monitoring 
ports and nothing on its HA ports, because the other Sensor is on the passive link. The 
Sensor on the Active link sends a copy of the 1 Gbps of traffic to its peer and processes 
the same traffic without issue- because 1 Gbps is only 50% of the single Sensor 
throughput. 

The 500 Mbps of traffic in each direction, i.e., total 1 Gbps of traffic is well under what the 
I-4010 Sensor can handle. Even if the 1 Gbps link is fully saturated, the total would be 2 
Gbps in full duplex and this can be handled by the Sensor. 
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