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Getting Started

About This Guide

VMware vCloud® Director™ enables customers to build a private cloud-based infrastructure-as-a-service (laaS)
offering within their organization. By providing a secure, on-demand ability for end users to deploy workloads,
companies can realize a level of agility previously thought impossible.

This VMware vCloud Director 5.1 Evaluation Guide is designed to provide guided, hands-on evaluation of the
most compelling and relevant features of vCloud Director. It walks through a series of procedures, each building
upon the previous. When the evaluator has completed the process, they will have a working configuration that
illustrates the key concepts that should be understood before deploying a production cloud solution with
vCloud Director.

Because this guide is to be leveraged for evaluation purposes, it has been written to require the least amount of
hardware resources possible. This enables users who do not have a dedicated test lab to still fully evaluate the
capabilities and concepts of vCloud Director. This purpose-built evaluation environment should not be
considered as a template for deploying a production environment.

Intended Audience

This guide is intended for IT professionals familiar with VMware vSphere® who are new to vCloud Director. It is
expected that the reader is comfortable with common computing and networking topics.

Evaluation Help and Support

This guide is not meant to substitute for product documentation. For detailed information regarding installation,
configuration, administration and usage of VMware® products, refer to the online documentation. You can also
consult the online VMware knowledge base if you have any additional questions. If you require further
assistance, contact a VMware sales representative or channel partner.

The following are links to online resource, documentation and self-help tools:
VMware vSphere and VMware vCenter Server™ resources:

Product overview:
http://www.vmware.com/products/vsphere/overview.html

Product documentation:
http://www.vmware.com/support/pubs/vsphere-esxi-vcenter-server-pubs.html

White papers and other resources:
http://www.vmware.com/products/vsphere/mid-size-and-enterprise-business/resources.html

VMware vCloud Director resources:

Product overview:
http://www.vmware.com/products/vcloud-director/overview.html

Product documentation:
http://www.vmware.com/support/pubs/VCD_pubs.html

White papers and other resources:
http://www.vmware.com/products/vcloud-director/resources.html
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The Journey to Private Cloud

Cloud-based infrastructure environments are a frequent topic of discussion within IT organizations today. This
interest stems from several sources. Customers who have broadly adopted virtualization are looking for ways to
further increase their agility. Others are interested in achieving a significant reduction in operating costs by
deploying a cloud solution. Still others have heard about cloud infrastructure technologies and are trying to
understand what benefits it can bring to their organization.

The journey that companies have taken with virtualization started with the need to virtualize applications to
reduce server sprawl. Initially, they looked to virtualize applications of low importance, such as those in a
preproduction environment. As time passed, they took the next step in the virtualization journey by virtualizing
more critical applications in their production environments. They soon realized significant reductions in
personnel and hardware costs along with increased utilization of computing resources. This led many companies
to adopt a “virtualization first” policy, where new applications are considered for deployment in a virtualized
environment before a physical one.

With the adoption of virtualization well underway, companies are now looking forward to the next step in their
virtualization journey: the deployment of a private cloud.

According to a survey of more than 2,000 ClOs taken by Gartner Executive Programs in January 2011, cloud
computing ranked #1in their technology priorities. It can be inferred that CIOs are now trying to evolve their
current environments into a highly agile infrastructure to enhance enterprise efficiency, reduce expenditures,
and improve the process of implementing or updating business applications.

Simply stated, agility means being able to react more rapidly to business demands. This entails the ability to
quickly respond to requirements for environments that routinely change, as well as to similarly enable
environments that are commonly viewed as static. This is the main purpose of a private cloud-based
infrastructure: to enable agility in the delivery of IT services.

Being virtualized does not equate to the benefits provided by a private cloud. Examining a large number of
virtualized datacenters provides the following two distinct characteristics:

+ A high degree of shared infrastructure - Companies have architected their virtualized environments with
storage and network connectivity across large numbers of servers. This enables them to take maximum
advantage of the features in VMware vSphere, such as VMware vSphere vMotion®, VMware vSphere
High Availability (vSphere HA) and vSphere Distributed Resource Scheduler™ (vSphere DRS).

» The processes utilized to bring new applications and workloads online in a virtualized environment mimic the
same processes used in physical environments.

IT agility aligns demand (what users require to do the best possible job) with supply (the resources IT can offer).
Ideally, a company evolves to provide services as a supply that will meet the demand of users at any given time.
The risk of not making this evolution is that the demand will find another source of supply.

An IT organization can see short-duration, high-demand workloads leak to external providers when its own
supply of resources is unable to meet the demand of its users. Users that go “outside IT” do so to meet deadlines
when they are unwilling or unable to wait out the IT provisioning process. In doing so, however, they are
exposing the company to unintentional risks.

The easiest way to prevent this is to provide a sufficient supply of IT resources—delivered within a secure
environment and shielded from risk—to meet user demand. This is the premise of a private cloud: creating a way
for companies to securely automate the matching of user demand with available supply. In doing so, companies
can realize the benefits of 1aaS, where end users can have resources allocated on demand in a self-service model.

An interesting by-product of enabling self-service is the change in end-user behavior in regard to the quantity of
resources requested. When end users must go through a lengthy or difficult process to request servers and
applications, they tend to overrequest and are not willing to relinquish what they have obtained.
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When enabled to get what they need quickly and easily, end users are more likely to make more realistic
resource requests and to return the resources when finished.

The transition to virtualization began with specific workloads. The evolution into the cloud also begins in this
manner. To start, identify workloads that have a low management or governance need and that are required
frequently. A good source for this type of workload is testing and development or preproduction environments.

For example, in a typical development environment, multiple developers often require similar environments for
short periods of time. These environments can be hosted in a virtualized environment, though they tend to
require refreshes as new product releases are made. This continual need to create environments for the
developers and to manage them after they are created can place a large burden on the IT staff of an
organization. By shifting to a self-service model for these workloads, an IT staff can save considerable time while
also using this experience to hone its capabilities to deliver IT as a service (ITaas).

Although the first step in the journey to the cloud might involve low-governance workloads, they are not the
ultimate goal. A private cloud solution can meet the needs of many applications and provides users with new
ways of looking at how applications and services are provided and utilized.

As an example, consider a typical ERP system, which tends to have long development cycles with fairly minimal
changes. A private cloud certainly will help in the development effort by provisioning resources on demand.
Because this can be done so quickly, end users can also perform actions that previously were considered
difficult. They can quickly test new applications or deploy new analytic packages. If successful, they can examine
the feasibility of incorporating them into the ERP solution. If not, it’s a simple matter to destroy the environment
and provision a new one, with no trace of the new software.

The agility provided by a private cloud is not solely about how quickly one can deploy something. It is also about
how quickly one can test something—and tear it down if it fails. Not trying something simply because it would
cost too much in time and personnel resources is not a viable excuse any more.

The journey to the private cloud mimics the journey to virtualization in another critical way. As companies
moved from virtualizing low-impact applications to doing so with more business-critical ones, the capabilities
provided by virtualization were changing the way they deployed and managed applications. The zero-downtime
migration capabilities of vMotion and failure handling of vSphere HA meant clustering between multiple running
systems no longer made sense. The shift to a more agile infrastructure will drive similar changes. Business
applications that might be considered as having a low frequency of change might very likely be reexamined in
the light of the capabilities of a private cloud. Applications will remain mission critical, but the concept of making
routine changes to better support the business will become far less daunting.

Understanding the VMware vCloud Suite

The VMware vCloud Suite is a combination of products designed to enable an IT organization to build and
manage a private cloud based on a vSphere environment. The product suite consists of several components,
including the following:

VMware vSphere is the industry-leading virtualization platform and enabler for cloud computing architectures.
vSphere enables IT to meet SLAs for the most demanding business-critical applications, at the lowest TCO.

VMware vCloud Director provides the automation and user portal capabilities needed to enable self-
provisioning and management of workloads across one or more vSphere environments. This enables businesses
to migrate gradually to cloud computing while continuing to leverage existing vSphere investments.

VMware vCloud Networking and Security - Dynamic virtual and cloud infrastructure requires an integrated
approach to networking and security. With this goal in mind, VMware offers these capabilities in a single
solutioncalled VMware vCloud Networking and Security, which incorporates the capabilities of VMware vShield
Edge™ and VMware vShield™ App with Data Security while offering many additional features and
enhancements. These include VXLAN; a more flexible load balancer; performance, usability and high-availability
enhancements to vShield Edge; and VMware vCloud Ecosystem Framework for third-party integration.
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In an effort to ease customer transition from vShield Edge 5.0 to vCloud Networking and Security 5.1and ensure
continuity, the user interface and documentation for vCloud Networking and Security still reference existing
vShield product names when discussing capabilities.

VMware vCenter™ Chargeback Manager™ provides accurate cost measurement and reporting on virtual
machine usage. When it is used as a part of a self-service private cloud environment, business owners can now
have complete transparency into and accountability for the services they are consuming.

VMware vCloud Connector™ enables customers to migrate vSphere workloads to private and public clouds. Its
comprehensive user interface enables a single view across multiple cloud environments.

VMware vCenter Site Recovery Manager™ Server (SRM Server) enterprise provides for automated disaster
recovery planning, testing and execution.

VMware vCenter Infrastructure Navigator™ enables application discovery, dependency mapping and
management.

VMware vFabric™ Application Director™ provides a multitier application service catalog publishing and
publishing system.

VMware vCenter Operations Enterprise™ enables administrators to monitor the performance of their
environment, alerting them to potential issues before they become critical. This is an invaluable tool for capacity
planning and optimization of a cloud environment.

The VMware vCloud API ensures compatibility between public and private clouds—it’s the same API published
by both private and public clouds. By using the vCloud API, moving from a purely public or purely private cloud
to a hybrid cloud is significantly simplified.

With this portfolio of cloud-aware products, VMware amplifies value with cloud computing by reducing IT costs,
increasing business agility and preserving IT governance.

The VMware solution ensures flexibility and interoperability for the cloud. Asan enterprise moves to a cloud-based
infrastructure, customers can amplify the benefits of virtualization and move selected workloads within their
datacenter cloud or to one of the many vCloud-enabled public clouds in the VMware partner ecosystem.

This suite also helps an organization achieve a cloud model that is uniquely theirs—a private, public or hybrid
environment precisely aligned with their individual business goals. When enterprises are able to deploy
workloads in the best environment for their business needs, they increase agility without compromising security,
reliability or governance.

vCloud Director Physical Components
A basic vCloud Director deployment consists of a number of components. These include the following:

vCloud Director

A single instance of vCloud Director is known as a “cell.” A cell consists of thevCloud Director components
installed on a supported operating system (OS). In larger implementations, multiple cells can be deployed with a
front-end IP load balancer to direct end-user traffic to the correct cell.

vCloud Director Database

vCloud Director stores information about managed objects, users and other metadata in a database. The current
release of vCloud Director supports Oracle Database and Microsoft SQL Server for database platforms. In most
environments, vCloud Director and database components are installed on separate virtual machines for proper
load handling. In cases where multiple vCloud Director cells are deployed, all cells communicate with the same
database. Because the database is a critical component of vCloud Director, it is very important that the database
be highly available.
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VMware vCenter Server

Each vCloud Director cell can connect to one or more vCenter Server instances to access resources for running
workloads. Each attached vCenter Server instance provides resources, such as CPU and memory, which can be
leveraged by vCloud Director.

vSphere Hosts

VMware vSphere ESXi™ hosts provide the compute power for vCloud Director. vSphere hosts are placed in
groups of resources, such as clusters or resource pools. These groups and their associated storage are then
made available to vCloud Director.

vCloud Networking and Security Manager

vCloud Networking and Security Manager provides a central point of control for managing, deploying, reporting,
logging and integrating vShield as well as third-party security services. Working in conjunction with

vCenter Server, vCloud Networking and Security Manager enables role-based access control and separation

of duties as part of a unified framework for managing virtualization security. To support the automated
management of vCloud Networking and Security Edge Gateway in a vCloud Director environment, an instance
of vCloud Networking and Security Manager is required for each vCenter Server attached to vCloud Director.

vCloud Director Logical Components

Server virtualization abstracted away the concept of the physical server. This removed the complexity of specific
storage or network interfaces and replaced them with a generalized, abstracted hardware layer that was
presented to one or more virtual machines.

vCloud Director takes this abstraction to a new level and creates a virtual datacenter. Rather than individually
selecting a target vSphere host or cluster, datastore and network port group, users deploy workloads into
preallocated containers of compute, storage and networking resources known as virtual datacenters (VDCs).
This dramatically simplifies the provisioning process and removes many of the manual configuration steps. To
the consumer, these are seemingly infinite and elastic pools of resource that can be expanded quickly and easily.

In creating these VDCs, corporate IT has the option to offer multiple service-level alternatives to optimize the use
of compute and storage resources. For example, all development users can be placed into a VDC containing
resources with performance characteristics lower than those of a production environment. Meanwhile, UAT/QA
users can operate in a VDC with resource performance characteristics much closer to production specifications.

vCloud Director introduces a number of logical components to support the notion of a VDC that is presented to
end users. The following are the main logical components:

Provider Virtual Datacenter

A provider VDC is a logical grouping of compute and storage resources. The provider VDC groups together a set
of vSphere hosts and a set of one or more associated datastores. This logical grouping is then made available for
consumption by organizations. Provider VDCs can leverage the Storage Profiles feature of vSphere to provide
multiple classes of storage to differing organizations.

Organizations

One of the key capabilities of a vCloud Director private cloud is secure multitenancy. The organization concept is
one of the key building blocks of this. A vCloud Director organization is a unit of administration that represents a
collection of users and user groups. An organization also serves as a security boundary, because users from a
particular organization have visibility only to other users and resources allocated to that organization.
Organizations can be as simple as different functional areas inside a business or as complex as unique
companies being hosted by a provider.

Organization Virtual Datacenter

An organization VDC is a logical grouping of resources from one or more provider VDCs that an organization is
allowed to access. Depending on back-end (provider VDC) configuration and needs of the organization, one or
more sets of resources backed by different provider VDCs might be present. This enables different performance,
SLA or cost options to be available to organization users when deploying a workload.
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VApps

A VMware vSphere vApp™ is an abstraction that encapsulates all of the virtual machine and internetworking
needs of an application. vApps can be as simple as a single virtual machine or as complex as a multitier business
application. Templates can be created from a vApp to enable one to be easily redeployed multiple times by

an organization’s users. These vApp templates can be shared among users in the organization or

between organizations.

For example, a typical enterprise application can consist of virtual machines hosting a database server, various
application servers and several Web servers. These virtual machines are networked together to facilitate
communication between the application components. A vApp encapsulates all of this into a single object. After
the vApp has been created, a template of it can be produced to facilitate the deployment of other application
instances in a standardized manner. An end user wanting to deploy another instance of this application simply
deploys another vApp from this template.

Catalogs

Organizations use catalogs to store vApp templates and media files. The members of an organization that have
access to a catalog can use the catalog’s vApp templates and media files to create their own vApps. A system
administrator can allow an organization to publish a catalog to make it available to other organizations.
Organization administrators can then choose which catalog items to provide to its users.

o 1 [ m
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Typical vCloud Director Deployment

The size and scale of vCloud Director deployments vary greatly. There are, however, several architectural
features that are common across most deployments.

Management Cluster

In most implementations, all of the infrastructure components needed for vCloud Director are deployed in a
management cluster. The management cluster consists of two or more vSphere hosts, enabling high availability
and downtime avoidance. Running within the management cluster are virtual machines hosting vCloud Director,
the vCloud Director database, vCloud Networking and Security Manager and one or more vCenter Server instances
that are attached to vCloud Director and manage a number of vSphere hosts. Often there also is a single

vCenter Server instance inside the management cluster, configured to manage the management cluster.

In the following diagram, a simple management cluster with two ESXi hosts is shown. Within this management
cluster, virtual machines are configured for vCloud Director, vCloud Director database and two vCenter Server
instances. One of the vCenter Server instances provides services for the management cluster by managing the
two vSphere hosts and the virtual machines running on them. The other vCenter Server instance is attached to
vCloud Director and manages a set of hosts that provide the resources to be consumed by vCloud Director.

vCenter Server
(for Management Cluster)

Management Cluster

Datastores
(for Management Cluster)

Resource Cluster

A vCenter Server instance that is attached to a vCloud Director instance manages one or more vSphere hosts.
These vSphere hosts provide compute and storage resources that are configured in one or more clusters. These
clusters must be configured to use automated vSphere DRS.
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The collection of vCenter Server instances that are attached to vCloud Director and the resources (compute and
storage) is referred to as a resource cluster. It is here that the workloads provisioned from vCloud Director are
run. This is shown in the following diagram:

vCenter Server
(Attached to vCD)

Resource Cluster

vCD Workloads
vShield Manager

VM
e

':' (\(V(N(V(V(Vf

>

Datastores .
(for vCD) ESXi

Evaluation Lab Configuration Details

In the creation of this guide, an attempt was made to simplify the environment as much as possible. Although
the evaluation environment available to a user might differ from the one in this guide, it is important that all
customers understand how the lab used here was constructed and why procedures were done in this way.

Architecture Overview
Logically, the environment used for this evaluation guide is split into two parts.

The first logical part is the management cluster, which provides hosting for the vCloud Director infrastructure
components. These include the vCloud Director instance, vCloud Director database, vCloud Networking and
Security Manager, and vCenter Server instance under control of the vCloud Director that manages hosts in the
resource cluster. An additional vCenter Server instance is used to provide management for the management
cluster, because all of the components have been virtualized.

In this evaluation guide, the management cluster comprises two ESXi hosts. This enables the use of vSphere HA,
providing availability services for the virtual machines within the management cluster. If two vSphere hosts are
not available for the management cluster, the management components detailed in this guide can be run on a
single host. This, of course, limits the ability to enable vSphere HA.
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To simplify the evaluation process further, this guide leverages the benefits provided by the virtual appliances
for both vCenter Server and vCloud Director. Use of these appliances eliminates the need to configure additional
databases, because each of the appliances provides an embedded database.

The second logical part of this evaluation environment is the resource cluster. It comprises a set of vSphere hosts
that actually host the workloads for vCloud Director. In this evaluation environment, four additional vSphere
hosts are used for this purpose. These vSphere hosts are managed by the vCenter Server instance located in the
management cluster that is to be attached to the vCloud Director instance.

vCenter Server
(for Management Cluster)

Datastores ’ ¢ LN
(for Management Cluster), N~ .
’ ~
’ N
’ ~
’ N

P S
I Resource Cluster I
1 vCD Workloads !
1 1
1 1
1 1
1 1
1 1
1 1
1 1
.. 1
1 1

Datastores 1
1 ESX Hosts

- (for vCD) ke
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Compute Hardware Requirements

The management cluster requires at least one physical host powerful enough to host the virtual machines that
will be deployed. Two ESXi hosts were used for redundancy in the creation of this guide.

The resource cluster requires four physical hosts of sufficient power to host two standard Linux virtual machines
at a minimum.

Network Requirements

One physical network is utilized in this guide. This network must have connectivity to external systems used for
testing as well as software download.

The external network must have a pool of IP addresses able to be used for connectivity. It also must have a
Dynamic Host Configuration Protocol (DHCP) server located on it that is able to provide DHCP services as
needed. In addition, it must support multicast packets.

Four IP addresses are required for each of the main virtual machine components, in addition to the addresses
used by the physical hosts themselves. Each address must be resolvable through DNS by a Fully Qualified
Domain Name (FQDN). The following table lists the relevant information used for this guide.

FQDN ROLE NOTES

vc-I-Ola.corp.local vCenter Server One IP address is required.
to be attached to
vCloud Director

vcd-0la.corp.local vCloud Director vCloud Director requires two
network interfaces. One is used
for HTTP traffic; the other is used
for the console proxy traffic.

The FQDN name should resolve
to the HTTP interface.

vsm-0Ta.corp.local vCloud Networking and Security One IP address is required.
Manager

Storage Requirements

The environment used for this guide has three datastores, each 100GB in size, for a total of 300GB of storage
available. They are configured as shared datastores that are available to all hosts used in the evaluation
environment. Various types of storage, including SSD and SAS disks, back these datastores. Although having
different types of storage available is not required, it enables users to create multiple tiers of service offerings
based upon the storage type.

To complete the procedures presented in this guide, users must have a minimum of 100GB of storage in a shared
datastore accessible by the hosts in the resource cluster. If they want to deploy a highly available management
cluster, they also must have shared storage accessible by the hosts in the management cluster.

vCloud Director requires that vSphere DRS be enabled in fully automated mode. This requires that shared
storage be attached to all of the hosts, so users must ensure that the storage they employ is visible from all of
the hosts in the resource cluster.
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Software and Licensing Requirements

Users must have licenses for vCloud Director installation. vCenter Server and vSphere hosts can be run using an
evaluation license for a period of time. This enables users to experiment with all the features of the product
before deciding on a perpetual license.

Users must have access to the binaries for vCloud Networking and Security Manager, vCenter Server and
vCloud Director Appliance. They also must have a copy of a CentOS 6.3 LiveCD .iso image to use for testing.

Software Configuration

It is expected that users have already configured the following management and resource cluster components
before beginning the procedures listed in this guide:

Management cluster - A vSphere environment has been created that is managed by an instance of
vCenter Server that contains at least one vSphere 5.1 host.

Resource cluster - Four vSphere 5.1 hosts have been installed.
In both cases, it is assumed that the appropriate storage and network connectivity is configured.

Because vCloud Director fully leverages secure communications between the various components, it is
important that the time on all the systems, including the vCloud Director database, is synchronized to a common
time source. Configure each virtual machine to use Network Time Protocol (NTP) to maintain the clock within a
2-second drift of each other.

Security Considerations

The various software components that this guide uses have predefined usernames and passwords. As a best
practice, these passwords should be changed from the default settings as soon as possible to enable the most
secure environment.

Evaluation Procedures

The evaluation is divided into five sections. Each section presents a series of tasks to be completed. Completion
of these tasks enables users to evaluate the core functionality of vCloud Director.

Divide Provider
Create the Group Resources
Infrastructur: into a Provider vDC VRS e
S © © into Organizations
> Develop Service
Offerings “

Because this guide is intended to walk users through an evaluation of vCloud Director, the procedures given
build upon each other. Therefore, the procedures are to be performed in the order presented unless
otherwise noted.
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This guide also was designed to enable evaluating vCloud Director with limited resources. Accordingly, some of
the procedures do not conform to best practices to be followed when deploying vCloud Director in a production
environment. Whenever possible, procedures that directly conflict with best practices are called out. In short,
the procedures listed here are for evaluation purposes only.

Infrastructure Installation

In this section, you will install and configure the components that will provide the foundation upon which you will
build a private cloud. This includes installation of vCloud Director, vCloud Networking and Security Manager, and
the vCenter Server instance that will be attached to vCloud Director.

In this guide, the vCloud Director and vCenter Server appliances are used. This enables you to quickly get an
environment for evaluation purposes up and running.

The vCloud Director Appliance uses SUSE Linux Enterprise Server for VMware, based upon SUSE Linux
Enterprise Server 11 Service Pack 2. Although thevCloud Director Appliance supports the use of an external
Microsoft SQL Serveror Oracle Database as the vCloud Director database, it also includes an internal Oracle
Database Express Edition 11g Release 2 (Oracle Database XE) that can be used. This guide leverages the benefits
of the internal database. You can obtain more information about the supported external databases by accessing
theVMware Product Interoperability Matrixes at http://partnerweb.vmware.com/comp_guide2/sim/interop_
matrix.php?

Installing the vCenter Server Appliance

The first step in building an environment to evaluate vCloud Director is to install the vCenter Server instance that
will be associated with vCloud Director. This vCenter Server instance and the resources it maintains will become
the foundation of resources used within vCloud Director.

In this guide, we utilize the VMware vCenter Server Appliance™ for this purpose. Using the vCenter Server
Appliance eliminates the complexity of deploying a complete solution. It will be deployed as a virtual machine
that resides within the management cluster configured.

T mamive vephae et ]

m‘ Edit View Inventory Administration Plug-ins Hel
MNew 3

“| Deploy OVF Template... Q—i
Export r
Report *
Browse VA Marketplace... %
e ' Tgsplaa?::s Dot
Exit

Administration
28 [> | @

To begin, utilize the VMware vSphere Client™ connected to the vCenter Server instance for the management
cluster and select the Deploy OVF Template option.
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' Deploy OVF Template - - .L.

Source
Select the source location.

Source

OVF Template Details

Name and Location
Host [ Cluster

Resource Pool

Disk Format Deploy from a file or URL

Ready to Complete

-vCenter-Server-Appliance-5. 1.0.5100-739730 OVF 10.ovalled Browse. .. |
Enter a URL to download and install the OVF package from the Internet, or
specify a location accessible from your computer, such as a local hard drive, a
network share, or a CO/OVD drive,

You will be prompted for the file to deploy. Select the vCenter Server Appliance.ova file and click Next
to continue.

’ Deploy OVF Template . - ._.

OVF Template Details
Verify OVF template details.

Source

OVF Template Details :

Name and Location Product: VMware vCenter Server Appliance
Host f Cluster Version= 5.1.0.5100

Resource Pool

Disk Format Vendor: VMware Inc.

Properties

Ready to Complete Publisher: & VMware, Inc.

Download size: L9GB

Size on disk: 4,1 GB (thin provisioned)
85.0 GB (thick provisioned)
Description: VMware vCenter Server Appliance

Version 5.1 of YC running on S5LES 11

The next screen gives you some information about the virtual machine template you are about to deploy for the
vCenter Server Appliance. Click Next to continue.
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. ’ Deploy OVF Template - . .

Mame and Location
Spedify a name and location for the deployed template

Source Name:
OWF Template Details ed-01a
Name and Location
Host / Cluster The name can contain up to 80 characters and it must be unigue within the inventory folder.
Resource Pool
Disk F t
. or.ma Inventory Location:
Properties
Ready to Complete S @ mgmt-ve
mgmt datacenter

The OVF deployment wizard then prompts you for the name of the vCenter Server Appliance to be deployed.
In this guide, we name it ve-1-01a.

Click Next to continue. You will be asked to select the host or cluster within the management cluster to deploy
the appliance to. Select the appropriate option and click Next to continue.

. ’ Deploy OVF Template - - -

Disk Format
In which format do you want to store the virtual disks?

Source Datastore: Idamstorel
OWF Template Details

Name and Location .

tame and Lacation Available space (GE): I 1221
Host / Cluster space (&8)

Disk Format
Properties

Ready to Complete ¢ Thidk Provision Lazy Zeroed
" Thidk Provision Eager Zeroed

¢ Thin Provision

Next, define the datastore in the management where the deployed appliance will reside and select a
provisioning method. Click Next to continue.
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(|
@ Deploy OVF Template EIE

Properties
Customize the software solution for this deployment.

Source
OVF Template Details
MName and Location

Host { Cluster

Networking Properties

Disk Format Default Gateway
Properties The default gateway address for this VM. Leave blank if DHCP is desired.
Ready to Complete |192 168.10.1

DNS

The domain name servers for this VM (comma separated). Leave blank if DHCF is desired.

[182.168.10.20

Network 1 IP Address
The IP address for this interface. Leave blank if DHCP is desired.

|122.168.10.21

Network 1 Netmask
The netmask or prefix for this interface. Leave blank if DHCP is desired.

|255.255.255.0]

Next, define the network configuration for the appliance. These values must match the network configuration
that is present in your environment. The preceding example represents what is used in this guide.

[ EEEEEEEE———

&) Deploy OVF Template oo s
Ready to Complete
Are these the options you want to use?
Source
OVF Template Details When you dick Finish, the deployment task will be started.
Mame and Location Deployment settings:
H?St Cluster OVFfile: C:\Users\Administrator\Downloads\RTM\WC VA - 7957304,
E—'Sk Fo;mat Download size: 1.9 GB
roperties ) ;
5 disk: 85.0 GB
Ready to Complete zeenals
MName: ve-l-01a
Folder mgmt datacenter
HostfCluster: 192.168.10.65
Datastore: datastorel
Disk provisioning: Thick Provision Lazy Zeroed
Metwork Mapping: "Network 1" to "M Netwark"
Property: gateway = 192.168.10.1
Property: DNS = 1592.168.10.20
Property: ip0 = 192.168.10.21
Property: netmask0 = 255.255.255.0
Ird
Help < Back | Finish I Cancel |

On the summary page, review the information to ensure that it is correct. Select the Power on after deployment
check box to power on the appliance after the deployment has completed. Click Finish to start the deployment.
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T L .
P (2 18% Deploying ve-1-01a (== =] | |

Deploying vcd-01a

I

7| g9

Deploying disk 1 of 2 from C:YUsers\Administrator\Downloads \RTMWC
VA -
799730 WMware-vCenter-Server-Appliance-5. 1.0, 5100-799730-syst. ..

B minutes remaining

™ Close this dialog when completed

nistration
5 g # E
Roles Sessions Licensing System Logs W

A window will be displayed that shows the progress of the appliance deployment. Wait until this is complete
before continuing.

Installing the vCloud Director Appliance

In this guide, we use the vCloud Director Appliance. As with the vCenter Server Appliance, using the
vCloud Director Appliance reduces the complexity that would be involved with a production deployment.
The vCloud Director Appliance is not supported for production environments. For the PoC environments
that the vCloud Director Appliance is targeted at, it’s expected to be used on a limited infrastructure scale.
As a result, the vCloud Director Appliance has been verified in single-cell deployments with two attached
vCenter Servers and 100 virtual machines. This will be more than adequate for the purposes of this guide.

m

File | Edit View Inventory Administration Plug-ins Helj

Mew »

| Deploy OVF Template... |l
Export g
Report 2 I%
Browse VA Marketplace...

: VMs and Dg
e ' Templates Datz
Exit |
Administration

As with the vCenter Server Appliance, deploying the vCloud Director Appliance starts with selecting the Deploy
OVF Template... from the vSphere Client connected to the management vCenter Server.
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- Deploy OVF Template

Source
Select the source location.

Source
OVF Template Details
Mame and Location
Host / Cluster
Resource Pool
Disk Format Deploy from a file or URL

Ready to Complete — - ——
811661\wCloud-Director WA-T2-5.1.0.0-811661 OWF 10.0ve i Browse... |

Enter a URL to download and install the OVF package from the Internet, or
spedfy a location accessible from your computer, such as a local hard drive, a
network share, or a CD/DVD drive.

After specifying the location for the vCloud Director Appliance file, click Next to continue.

= Deploy OVF Template

OVF Template Details
Verify OVF template details.

Source
OVF Template Details
End User License Agreement Product: Sl
Mame and Location Version: 5.1.0.0
Host [ Cluster
Resource Pool Vendor: VMware, Inc.
Disk Format
Properties Publisher: & VMware, Inc.

Ready to Complete
Download size: 1.5GB

Size on disk: 2.5 GB (thin provisioned)
30.0 GB (thick provisioned)

Description:

A summary of the appliance is displayed. Click Next to continue.
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() Deploy OVF Template = -E- s

End User License Agreement
Accept the end user license agreements.

Source

OVF Template Details
End User License Agreem:

Orade Technology Network Developer License Terms -
Name and Location for Crade Database Express Edition
Haost [ Cluster
Resource Pool
Disk Format Export Controls . )
) Export laws and regulations of the United States and any other relevant local export laws and
Properties regulations apply to the programs. You agree that such export control laws govern your use of the
Ready to Complete Program (induding technical data) and any services deliverables provided under this agreement,

and you agree to comply with all such expert laws and regulations (induding "deemed export™ and
"deemed re-export” regulations). You agree that no data, information, program and or materials
resulting from services {or direct product thereof) will be exported, directly or indirectly, in viclation
of these laws, or will be used for any purpose prohibited by these laws induding, without limitation,
nudlear, chemical, or biological weapons proliferation, or development of missile technology.

Accordingly, you confirm:

“You will not download, provide, make available or otherwise export or re-export the Programs,
directly or indirectly, to countries prohibited by applicable laws and requlations nor to ctizens,
nationals or residents of those countries,

“You are not listed on the United States Department of Treasury lists of Spedally Designated
Mationals and Blocked Persons, Spedially Designated Terrorists, and Spedally Designated Marcotic
Traffickers, nor are you listed on the United States Department of Commerce Table of Denial
Orders.

- You will not download or otherwise export or re-export the Programs, directly or indirectly, to
persons on the above mentioned lists.

- You will not use the Program for, and will not allow the Program to be used for, any purposes
prohibited by applicable law, induding, without limitation, for the development, design, manufacture
or production of nudear, chemical or biological weapons of mass destruction.

Oracde Employees: Under no drcumstances are Orade Employees authorized to download software
for the purpese of distributing it to customers. Orade products are available to employees for -

? i b
Help | < Back MNext = Cancel

You then are presented with an End User License Agreement (EULA) that you must accept before continuing.
This EULA is specific to the embedded Oracle Database XE that is packaged with the vCloud Director Appliance.
After clicking the Accept button, click Next to continue.

() Deploy OVF Template o= ]

Name and Location
Specify a name and location for the deployed template

Source Name:

OVF Template Details vod-01a

End User License Agreement

Name and Location The name can contain up to 80 characters and it must be unique within the inventory folder.

Host f Cluster

=1 Pool
esource Pool Inventory Location:

Disk Format
Properties B @ mgmt-ve
Ready to Complete mgmt datacenter

The next step is to name the vCloud Director Appliance. In this guide, we use the name vcd-0la. Choose a
name and location to place the vCloud Director Appliance. Click Next to continue.
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The next screen prompts you to define the host and/or cluster to deploy the appliance to within the
management cluster. Select the appropriate value and click Next to continue.

[ |
(2 Deploy OVF Template =3 [Eol =5

Disk Format
In which format do you want to store the wirtual disks?

Source Datastore: Idamsborel
OVF Template Details

End User License Agreement
Mame and Location

Host { Cluster

Available space (GB): 371

Disk Format

NEtWDd_‘ Mapping ' Thick Provision Lazy Zeroed
Properties

Ready to Complete " Thick Provision Eager Zeroed

" Thin Provision

The next step is to define the format that you want to use to store the virtual disks of the appliance. Select an
option and click Next to continue.

M
(2 Deploy OVF Template [E=3 [Eol =

Network Mapping
What networks should the deployed template use?

Source
OVF Template Details Map the networks used in this OVF template to networks in your inventory
End User License Agreement
Mame and Location Source Netwarks | DestinationNetworks |
Host / Cluster Network 1 VM Network |
DickFormat Network 2 VM Network
Network Mapping
Properties
Ready to Complete
Description:
Network 1 and Network 2 are used for UIL/API access to vCloud Director and for console access to. .«
VMs deployed by vCloud Director,
Warning: Multiple source networks are mapped to the host network: VM Network

Next, define the network mapping. Each vCloud Director installation requires two IP addresses. One is used for
HTTP traffic and to connect to the vCloud Director user interface. The other is for the console proxy connection
that is used for all VMware Remote Console (VMRC) connections and traffic.

In a production environment, these IP addresses are configured in different networks. This enables the user to
separate the public-facing network that uses the HTTP IP address from the private network that uses the
console proxy IP address.

Using this screen, you can map the two network interfaces of the vCloud Director Appliance to specific networks
defined in your management cluster. In the preceding example, both of the vCloud Director network interfaces
are mapped to the same network on the management cluster. Because this is not a best practice for a
production environment, a warning is generated.

Click Next to continue.
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D |
(2 Deploy OVF Template - ]

Properties
Customize the software solution for this deployment.

Source

OVF Template Details

End User License Agreement
Mame and Location

»

Database Properties

Host { Cluster Database provider

Disk Format Choose to deploy with the internal database (Orace) or an external database (Orade or
Metwork Mapping Microsoft SQL Server)

Properties - =

Ready to Complete

External database (if you selected the internal database, skip to the
Networking Properties section below)

Database address
Address of external database

Database port
Part number for vCloud Director to use to communicate with external database

Database user
Username for vCloud Director to use to connect to external database

Database password
Password for database user

Enter password I

Confirm password |

Help < Back | MNext = I Cancel

|

On the properties page, you can specify attributes for a vCloud Director Appliance deployment. It is divided into
sections denoted by blue headers. The first section for Database Properties enables you to choose what type of
database vCloud Director will use. You can specify an internal or external database. If you select an external
database, you can continue to the next section and define the properties for the Microsoft SQL Server or Oracle
Database to be used. By selecting the internal database, you utilize Oracle Database XE, which comes bundled
with the vCloud Director Appliance.

This guide uses the internal database option. For this reason, you can skip the section for the external database
properties. Use the scroll bar to scroll to the Networking Properties section.
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|
(27 Deploy OVF Template [E=5 [E=E ==
Properties
Customize the software solution for this deployment.

Source

OWF Template Details
End User License Agreement Networking Properties

Mame and Location

Host / Cluster

Default Gateway
The default gateway address for this VM. Leave blank if DHCP is desired.

Disk Format

Metwork Mapping 192.1568.10.1
Properties

Ready to Complete DNS

The domain name servers for this VM (comma separated). Leave blank if DHCP is desired.

192.168.10.20

Metwork 1 IP Address

IP address for this interface. Leave blank if DHCP is desired. Note: The lower of the two IP
addresses assigned to Metwork 1 and Metwork 2 will be used for UTfAPT access to vCloud
Director. The higher of the two IP addresses will be used for console access to WMs
deployed by wCloud Director.

|192.168.10.22 §

Hetwork 1 Netmask
The netmask or prefix for this interface. Leave blank if DHCP is desired.

|255.255.255.0

m

Metwork 2 IP Address

IF address for this interface. Leave blank if DHCP is desired. Note: The lower of the two IP
addresses assigned to Network 1 and Network 2 will be used for UTfAPT access to wCloud
Director, The higher of the two IP addresses will be used for console access to VMs
deployed by wCloud Director.

|192.168.10.23l

Help | < Back | Mext = I Cancel

In the Networking Properties section, you define the values to configure the networking services on the
vCloud Director Appliance. These include the default gateway addresses, DNS servers and IP addresses used
with the associated netmasks.

There are two IP addresses that must be defined, as previously mentioned. These are specified as Network 1P
Address and Network 2 IP Address.

NOTE: The vCloud Director Appliance automatically chooses the lower of the two IP addresses to use for HTTP
traffic. In other words, the lower of the two IP addresses is the IP address that you use to access the vCloud
Director Web interface.

Provide the values for the Networking Properties section and then click Next to continue.
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(TR
(27 Deploy OVF Template [E=5 [E=E ==
Ready to Complete
Are these the options you want to use?
Source
OVF Template Details When you dick Finish, the deployment task wil be started.
End User License Agreement Deployment settings:
Mame and Location OVFfile: C:\Users\Administrator\Downloads\RTMWCD VA - 811.. =
HF'—StM Download size: 1.5 GB T
m . Size ondisk: 30.0 GB
Froperties Name: ved-01a
Ready to Complete Folder mamt datacenter
Host/Cluster: 192.168.10.65
Datastore: datastorel
Disk prowvisioning: Thick Provision Lazy Zeroed
MNetwork Mapping: "Metwork 1" to "WM Network"
Network Mapping: "Network 2" to "VM Network” E
Property: ved.db.type = internal
Property: ved.db.addr =
Property: ved.db.port =
Property: ved.db.user=
Property: ved.db.oracle.sid = ord
Property: ved.db.mssgl.name = MSSQLSERVER
Property: ved.db.mssql.instance =
Property: gateway = 192.168.10.1
Property: DNS = 152.168.10.20 T
Property: ip0 = 192,168.10.22
Propertv: netmaskd = 255.255.255.0 a2
4 1 b
Help < Back | m Cancel

At this point, you are presented with a summary screen to review the information that you provided. Verify that
the information is correct and select the Power on after deployment option. Click Finish to start the
deployment.
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@ mgmt-vc - viphere Client
File Edit View Inventory Administration Plug-ins Help

ﬁ |9 Home

Inventory
p 1) 14% Deplaying vcd-0la =l &
Q Deploying ved-01a
Search Deploying disk 1 of 1

Administration l lll

5 minutes remaining
% ™ Close this dialog when completed
Raoles Sessions Licensing System Logs vCenter Server

Settings

Observe the status provided and wait for the deployment to finish.

Installing the vCloud Networking and Security Manager

vCloud Networking and Security Manager provides network services to vCloud Director and to vCenter Server.
A unique instance must be installed for each vCenter Server instance used by vCloud Director.

T g et

File | Edit View Inventory Administration Plug-ins Helj

Mew »

| Deploy OVF Template... |l
Export S
Report 2 %
Browse VA Marketplace...
SIS ST ' TiTnspllzr;gs ot
Exit |

Administration

28 [> ] [

Deploy the vCloud Networking and Security Manager by selecting the Deploy OVF Template... option from a
vSphere Client connected to the vCenter Server managing the management cluster.
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Vet

(%7 Deploy OVF Template [E=5(E=E|"

Source
Select the source location.

Source

OVF Template Details

MName and Location
Host f Cluster

Resource Pool
Disk Format Deploy from a file or URL

Ready to Complete - - — —
VAMWMware-vShieldManager-5. 1.0-80 7847 ove i Browse. .. |

Enter a URL to download and install the OVF padkage from the Internet, or
specify a location accessible from your computer, such as a local hard drive, a
network share, ar a CD/OVD drive.

As you have done previously for the other components, select the appropriate file for the vCloud Networking
and Security Manager and click Next to continue.

() Deploy OVF Template =3 EoR 55

OVF Template Details
Verify OVF template details.

Source

OVF Template Details )

End User License Agreement Product: vShield Manager

Mame and Location Version: 5 1.0-807347

Host [ Cluster

Resource Poal Vendor: YMware, Inc.

Disk Format

Ready to Complete Publisher: & VYMware, Inc.
Download size: 1.2GE
Size on disk: 1.7 GB (thin provisioned)

60.0 GB (thick provisioned)

Description: wShield Manager is the centralized network management
compeonent of wShield, and is installed as a virtual appliance on
any ESX™ hostin your vCenter Server environment. Install
wShield Manager on an ESX host separate from your vShield
components. Using the vShield Manager user interface or vSphere
Client plug-in, administrators install, configure, and maintain
wShield components. The vShield Manager user interface
leverages the YMware Infrastructure SDK to display a copy of the
wSphere Client inventory panel, and indudes the Hosts, Clusters
and Metwaorks views,

Help | < Back | Mext = I Cancel
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You then are presented with an information screen that displays details about the template to be deployed.
Click Next to continue.

(%)) Deploy OVF Template =8 E=E =55

End User License Agreement
Accept the end user license agreements.

Source
QVF Template Details
End User License Agreemt  [\uyapE END USER LICENSE AGREEMENT A
MName and Location
Huost f Cluster PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOLIR E|
Resource Pool USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE
’ IMSTALLATION OF THE SOFTWARE.
Disk Format
Ready to Complete IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE SOFTWARE,

YOU (THE INDIVIDUAL OR. LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER
LICENSE AGREEMENT ("EULAT). IF YOU DO NOT AGREE TO THE TERMS OF THIS ELILA, YOU MUST
MNOT DOWMLOAD, INSTALL, OR. USE THE SOFTWARE, AND YOU MUST DELETE OF. RETURN THE
UNUSED SOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30) DAYS
AND REQUEST A REFUMD OF THE LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOFTWARE.

EVALUATION LICEMNSE. If You are licensing the Software for evaluation purposes, Your use of the
Software is only permitted in a non-production environment and for the period limited by the
License Key. Motwithstanding any other provision in this EULA, an Evaluation License of the
Software is provided "AS-15" without indemnification, support or warranty of any kind, expressed
or implied.

1. DEFINITIONS.

1.1 "Affiliate™ means, with respect to a party, an entity that is directly or indirectly controlled by or
is under comman control with such party, where “control™ means an ownership, voting or similar
interest representing fifty percent (50%) or more of the total interests then outstanding of the
relevant entity (but only as long as such person or entity meets these requirements).

1.2 "Documentation” means that documentation that is generally provided to You by VMware with
the Software, as revised by VMware from time to time, and which may indude end user manuals,
operation instructions, installation guides, release notes, and onine help files regarding the use of
the Software.

1.3 "Guest Operating Systems™ means instances of third-party operating systems licensed by You,
installed in a Virtual Machine and run using the Software.

i+ | ot |

Help | < Back Next = Cancel

Next you are presented with a EULA from VMware. After clicking the Accept button, click the Next button to
continue.
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) Deploy OVF Template e[ (S

Mame and Location
Specify & name and location for the deployed template

Source Marme:

OVF Template Details

OVF Template Details Ivsrn—Ola|

End User License Agreement

Name and Location The name can contain up to 80 characters and it must be unigue within the inventory folder,

Host [ Cluster
Resource Pool

Disk Format Inventory Location:
Ready to Complete B @ mgmt-vc
mamt datacenter

The next screen enables you to specify a name for the vCloud Networking and Security Manager and a location
where it will be stored. This guide uses the name vsm-01a for the vCloud Networking and Security Manager.
Enter your chosen name and click Next to continue.

At the next screen, select the host or cluster on which to run the vCloud Networking and Security Manager.
Click Next to continue.

(5 Deploy OVF Template - - -

Disk Format
In which format do you want to store the virtual disks?

Source Datastore: Idamshore 1
OVF Template Details

End User License Agreement -
Available space (GE): I 7.1
MName and Location space (GB)

Host | Cluster
Disk Format
Ready to Complete % Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed

™ Thin Provision

At the next screen, select a disk format option and click Next to continue.
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O —

(2 Deploy OVF Template [E=NECh =

Ready to Complete
Are these the options you want to use?

?#nfémmate Details When you didk Finish, the deployment task will be started.
End User License Agreement  Deployment settings:
Name and Location OVFfile: C:\Users\Administrator\Downloads\WAM\WMwarevshigld..
Hp_st% Download size: 12 GBE
ﬁm&mpﬂe Size ondisk: 17 GB
Name: vsm-01a
Folder mgmt datacenter
Host/Cluster: 152.168.10.65
Datastore: datastorel
Disk provisioning: Thin Provision
Network Mapping: "VSMgmt"to "M Network"

™ Power on after deployment

Help = Back | Finish I Cancel

On the summary page, select the Power on after deployment option and review the information presented.
If satisfied, click Finish to start the deployment of the vCloud Networking and Security Manager.

@ mgmit-ve - vsphere Client

Fil
: @Z%Dephyingusm-ﬂla EIE

E Deploying vsm-01a
Im

Deploying disk 1of 1

. ®

MNetworking
™ Close this dislog when completed

P
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Observe the deployment process and wait until it finishes.

Configuring the vCenter Server Appliance
To utilize the vCenter Server Appliance after the initial deployment, you must complete the initial configuration.
Muware vCenter Server Appliance 5.1.0.5100 Build 799730
o0 manage your appliance please browse to https:--192.168.10.2Z1:5480-
elcome to UMuware vCenter Server fAppliance
Juickstart Guide: (How to get vCenter 3erver running quickly)l
1 - Open a browser to: https:--192.168.10.21:5480~-
Z — hccept the EULA

3 - Select the desired configuration mode or upgrade
4 — Follow the wizard

The configured appliance will be ready to use.
In case of upgrade the appliance will reboot and may change
itz network address.

Mogin | Use Arrow Keys to navigate
3et Timezone (Current:UTC) and <ENTER> to select your choice.

To do this, you must use a Web browser and point it to the address you used for the vCenter Server Appliance.
In case you didn’t note it previously, you can open a console window to the appliance. This will display the URL
that you can use to connect to it.

Firefox = '

€= | 7} 192.168.10.21 | https://192. 168, 10,21: 5480/ #core. Login

s

ﬂoﬁ' VMware vCenter Server Appliance

Login

Usernanﬂe:hoot |

Password:|--.... |

After you enter the URL into the browser of your choice, you are presented with a login page where you can log
in with the default username root and default password vmware.
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vCenter Server Setup

Accept EULA -
Configure Options VMWARF END USER LICENSE AGRFEMENT
Database settings PLEASE NOTE THAT THE TEEMS OF THIS END USER LICENSE AGREEMENT

SHALL GOVERN YOUR USE OF THE SOFTWARE, EEGARDLESS OF ANY
TERMS THAT MAY APPEFAR DURING THE INSTALLATION OF THE
Active Directory settings SOFTWARE.

550 settings

Review configuration IMPORTANT-READ CARFFULLY: BY DOWNLOADING., INSTALLING. OR
USING THE SOFTWARE, YOU (THE INDIVIDUAL OF. LEGAL ENTITY) AGREE TO
BE BOUND BY THE TERMS OF THIS END USER LICENSE AGREEMENT
(“EULA™). IF YOU DO NOT AGREE TO THE TEEMS OF THIS EULA, YOU MUST
NOT DOWNLOAD, INSTALL, OR USE THE S0FTWAEE. AND YOU MUST
DELETE OF. EETURN THE UNUSED SOFTWARE TO THE VENDOE FEOM
WHICH YOU ACQUIFED IT WITHIN THIETY (30) DAYS AND REQUEST A
REFUND OF THE LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOFTWARE.

Configure

EVALUATION LICENSE. If You are licensing the Software for evaluation purposes,
Your use of the Software is only permitted in a non-production environment and for
the period limited by the License Key. Notwithstanding any other provision in this  _

P e

Cancel ‘ ‘ = Prev || MNext = |

At the initial login, you are presented with a EULA to accept. Select the check box to accept the EULA and click
Next to continue.
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vCenter Server Setup

Accept EULA To configure this virtual appliance with a static IP address, you must first configure the
Configure Options hostname. To do this, cancel this wizard, go to the network address settings. and enter
the hostname. Once the hostname is configured, relaunch and complete this setup

Database settings wizard.
S50 settings Ifthe hnstname is already configured, or if you do not want to use a static IP address,
select an option below.

Active Directory settings i
I*: Configure with default settings
Review configuration
Configure o Upagrade from previous version
¥ Use default 550 configuration

" Upload configuration file
Browse_

" Set custom configuration

| Cancel | ‘ = Prey H Mext =

The next step in the configuration of the vCenter Server Appliance enables you to specify different configuration
options. If you are using static IP addresses for the vCenter Server Appliance, you must cancel the setup wizard
at this time to configure the host name settings before continuing. After that is complete, you can restart this
wizard from the home page. If you're not using static IPs, it is not necessary to cancel the wizard.

Click Next to move to the next step using the setup wizard.

vCenter Server Setup

Configure Options vCenter Database: (&

Database settings Type: embedded
Host:

550 settings Port:

Active Directory settings | Instance:

Revi fio Login:

eview configuration DB Reset: no

Caonfigure g50:
Deployment type: embedded
Administrator account:
Is a group:

Lookup senvice:

Lookup service thumbprint:

550 Database:

Type: embedded
Host:
Part:

4
Inetanra:

Cancel ‘ | = Prev H Start |

In this guide, we selected the default options. As a result, we do not have any other inputs to provide. Click Start
to begin the initial configuration process.
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vCenter Server Setup

Configure Options
Database settings

550 settings

Active Directory settings
Review configuration
Configure

w" Configuring database
w" Configuring S50
w" Starting vCenter Server

Cancel ‘ | =< Prav H Close

After you have started the vCenter Server instance, click Close to exit the setup wizard.

At this point, you should be able to use the vSphere Client to connect to this vCenter Server instance.

Performing Additional vCenter Server Appliance Configuration

To take full advantage of the procedures presented within this guide, you must perform additional configuration
of the vCenter Server Appliance. This entails the configuration of the clusters, hosts, networking and storage
that is used.

It is assumed that you are already familiar with these topics, so they are not covered in detail. However, to assist
you in the configuration as it is presented in this guide, some guidelines are given here.

=] vc-1-01a - vSphere Client

File Edit View Inventory Administration Plug-ns Help

‘E} Home [ gf] Inventory b @ Hosts and Clusters

+ +
@& & 85
= @ ve-l-01a esx-0la.corpJocal VMware ESXi, 5.1.0, 769734 | Evaluation (56 days remaining)
= [f Cloud Datacenter
= ﬁ Cluster A Getting Started | Summary ' Virtual Machines ' Performance JesiilME il Tasks & Events | A

esy-0la, Jocal
E eﬂ-gza_m_|wa| Hardware View: |Datastores Devices

= ﬁ Cluster B Processors Datastores
[ esx-01b.corplocal

b esx-02b.corp local Memary Identification < | Status | Device
v Storage i@ OBronzeDatastore @& Normal SCST_EBI
MNetworking a esx-01a-loal & Normal WMware
Storage Adapters a Gaold Datastore & Normal SCST_E]
Metwork Adapters BB SilverDatastore & Normal SCST_BI
Advanced Settings
Bruner Manansmeant

First, configure two clusters and add two hosts to each cluster. When you create each cluster, ensure that you
configure the vSphere DRS automation level to be Fully Automatic.

Ensure that all of the hosts have access to three datastores. In this guide, we have named these datastores to
represent the storage tier that they will be providing. In the preceding figure, the Gold, Silver and Bronze
datastores are shown.
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Manage Storage Capabilities

Storage capabilites are a group of parameters that a datastore guarantees. Capabilities can be system-defined and
user-defined. Supported storage systems assian system-defined capabilities to datastore and you cannot modify them. You
can add, remove, and edit user-defined storage capabilities, and assodate them with datastores.

Name | Description | Type |
High Speed Fastest Storage Iz er-defined |

Average Speed Average Speed Storage |ser-defined Remove

Low Speed Slowest Storage IIser-defined = |

Configure storage profiles for the storage and ensure that the Storage Profiles feature is enabled. In this guide,
three storage capabilities have been defined, to represent the speed of the storage used. For example, this
might represent the use of solid-state drives, Fibre Channel (FC) -connected storage and iSCSI-based storage.
These capabilities have been assigned to the datastores as shown in the following table:

DATASTORE STORAGE CAPABILITY
Gold Datastore High speed

Silver Datastore Average speed

Bronze Datastore Low speed

Similarly, three storage profiles have been created: Gold, Silver and Bronze.

3 vc-1-01a - vSphere Client

File Edit Wiew Inventory Administraton Plug-ns Help

ﬁ E |Eﬁ Home [+ !i Management [ % WM Storage Profiles [ @ vcd-01a

{F} Create VM Storage Profile [ Edit VM Storage Profile [ Delete VM Storage Profile

B [f7 VM Storage Profiles

% Bronze e Rtk Summary | VM Storage Profiles

Gold

& silver i i i
What is the VM storage profiles view?
The WM storage profiles view is the area of
Client where you manage storage capabilitig

Each of these storage profiles has been associated with a storage capability. This is shown in the following table:

STORAGE PROFILE STORAGE CAPABILITY
Gold High speed

Silver Average speed

Bronze Low speed
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¥ vc-1-01a - vSphere Client e
File Edit View Inventory Administration Plug-ns Help
lome nventory losts an usters earch Inventory
&5 B H b gf] Inventory b [l Hosts and Cluste Search Invent
. +
& @ &
=] a ve-0la esx-01a.corplocal VMware ESXi, 5.1.0, 769734 | Evaluation (56 days remaining)
= [ Cioud Datacenter
2l Cluster Getting Started | Summary | Virtual Machines | Performance (S rE . Tasks &Events | Alarms | Permissions | Maps | Storage Views | Hardware Status
esx-0la.corp.local
% esx-02a.corp.local Hardware View:  vSphere Standard Switch| [vSphere Distributed Switch
= [l Cluster B Processors Networking Refresh Properties...

@ esx-01b.corp.local

B esx-02b.corp.lacal :;T:;z ¥ Distributed Switch: vds-01-Site-A Manage Virtual Adapters... Manage Physical Adapters... ;I
+ Networking vds-01-Site-A @
Storage Adapters
Network Adapters ® Mamt Network 0 % B vds-01-uplinks )
Advanced Setongs VLAN ID: - 1| | @ dvuplink (1 NIC Adapter)
Power Management El'vMkemel Ports (1) 7 | =& dvuplink2 (1 NIC Adapter)
Software wmkD : 192.168.10.40 L ) ]| | ®EE dvUplink3 {1NIC Adapter)
Virtual Machines (0) [ la dvUplink4 (1 NIC Adapter)
Licensed Features —
Time Configuration 1§ Storage Network 9| B
DNS and Routing VLAN ID; —
Authentication Services E1VMkemel Ports (1)
Power Management wmk1 : 192.168.20.40 [i R ]
Virtual Machine Startup/Shutdown Virtual Machines (0)
Wirtual Machine Swapfile Location —
Security Profile © vMotion Network ) %
Host Cache Configuration VLAN ID: -
System Resource Allocation [E1VMkernel Ports (1)
Agent VM Settings wmk2 : 192.168.30.40 [ ] (]
pdvanced setings Virtusl Machines (0)

For networking purposes, a VMware vSphere Distributed Switch™ has been created with some standard port
groups. It is connected to all the hosts.

Performing vCloud Networking and Security Manager Configuration

We now must perform the initial configuration of the vCloud Networking and Security Manager.

tration Plug-ins Help

ntory @a WMz and Templates

G &G R e

mgmt-vc, mgmt-vc.corpocal VMware vCenter Server, 5.1.0, 799731

Getting Started | Datacenters  RUGOEINGEGIE Hosts | Tasks & Events | Alarms | Permissions

MName | Ctate | Ctatus | Host Prmr'lsinnedSpace|
G vclola o rmal 192.168.10.65 93,23 GB
G ved-0ia Power Y ma 192.168.10.65  32.69 GB
(B vwsmila | Guest . 192.168.10.65 6523 GB
Snapshot »

E Open Console
If\ﬁ

Edit Settings...
3 g

=]

To start, use the vSphere Client connected to the vCenter Server that manages the management cluster. Open
the console to the vCloud Networking and Security Manager deployed earlier.
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sgtc/rc.dsinit.d rc: End -etc/rc.d-rc3.ds398local start

[ 98.964558]1 e188B: mgvt MIC Link is Up 1888 Mbps Full Duplex, Flow Cowntrol: N
one

manager login: admin
Password:

Manager> enable
Password:

Manager# setup

Use CTRL-D to abort configuration dialog at any prompt.
Default settings are in square brackets '[1°.

IP Address (A.B.C.D): 192.168.18.24

Subnet Mask (A.B.C.D): 255.255.255.8

Default gateway (A.B.C.DJ): 192.168.14.1

Primary DNS IP (A.B.C.D): 192.168.108.28
Secondary DNS IP (A.B.C.D):

Harning: Secondary DNS not set.

DNS domain search list (space separated): corp.local
0ld configuration will be lost

Do you want to save new configuration (ysInl): y
Please logout and login back again.

Manager# _

When it is connected to the console, log in with the username admin and the password default. Type the
command “enable” to enter the privileged mode.

Provide the password default again. At the prompt, type “setup” to start the initial configuration process.

When prompted, enter the appropriate values for the vCloud Networking and Security Manager IP address,
netmask and DNS information.

To save the new configuration, verify the information entered and answer “y” when prompted. At the prompt,
type the command “exit” to log out. Then close the console window.

At this point, we can use a Web browser and connect the vCloud Networking and Security Manager user
interface using the IP address specified to complete the initial configuration. It might take a couple of minutes for
the previous step to complete before you can access the vCloud Networking and Security Manager user interface.

2 Login - Windows Internet Explorer

VMware' vShield Manager*

User name

bpomn ]
Passvord T
[ Logi |

Ine. All rights reserved.

When connected to the vCloud Networking and Security Manager interface, log in with the username “admin”
and the default password “default.”
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vShield Manager - ws Internet Explorer

% = [& itps://192. 168.10. 24 ackonlems.doPoeration=login O =] 15l certfcate..] | B | 4| | X | & shiekt Manager

View: [Host & Clusters B[R] Settings & Reports

Configuration

Updates : Systemn Events Audit Logs

General Support Backups SSL Certificate

Lookup Service [ Edit l

For vCenter versions 5.1 and above, you may configure Lookup Service and provide the S50 administrator credentials to register vShield
Manager as a solution user. It is alsa recommended to set the NTP server for S50 canfiguration to wark correctly.

Lookup Service URL: Not Configured

vCenter Server [ it |

Connecting to a vCenter server enables vShield Manager to display the VMware Infrastructure inventory.
HTTPS port (443) needs to be open for communication between vShield Manager, ESX and VC. For a full list of ports required, see section
"Client and User Access" of Chapter "Preparing for Installation” in the "wShield Installation and Upgrade Guide".

wvCenter Server: Not Configured

DNS Servers [ Edit |

To resolve all objects referenced using a hostname, you must provide one or more DNS servers common to vCenter, ESX hosts and other
vSphere components.

Primary Server: 192.168.10.20
Secondary Server: Mot Configured

Tertiary Server:  Not Configured

NTP Server [ Edit |

Specify NTP server below. For S50 configuration to work carrectly it is required that the time on wSM server and NTP server should be in sync.
It is recommended to use the same NTP server used by the S50 server.

NTP Server: Not Configured

Syslog Server [ Edit l

You can specify the IP address or name of the syslog server that can be resolved using the above mentioned DNS Server(s).
Syslog Server:  Not Configured

Port: Not Configured

At a minimum, we must associate this vCloud Networking and Security Manager instance with the vCenter Server
that we deployed for use by vCloud Director. Ideally, you would configure all of the options presented on the

configuration screen. To configure any of the parameters, simply click the edit button next to it. Click the edit
button next to vCenter Server.
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vCenter Server Information -.Eg.

Specify the hostname or the IF address of the vCenter server and provide the administrator
credentials to connect.

wShield Manager will be registered as an extension to the vCenter server

Changing the vCenter address may result in unpredictable behavior Flease update only if vou
change IF of yvour current viCenter Server

vCenter Server: Ed | 192.168.10.21 |

Administrator Username: =« | root |

Password: *l******l |

@ Assign vShield 'Enterprise Administrator’ role to this user
|:| Modify plug-in script download location {(May be required for NAT environments)
vZhield Manager IF: Port:

[ OK || Cancel ]

You will be prompted to enter information needed to connect to the vCenter Server instance. This includes the
host name or IP address and the login credentials. Enter the appropriate information as needed. The default
login credentials for the vCenter Server Appliance are “root” and “vmware.”

Select the Assign vShield ‘Enterprise Administrator’ role to this user check box. Click OK to continue.

At this point, you will be prompted to confirm the authenticity of the vCenter Server that you are connecting to.
Click Yes to continue.

¥ vc-1-01a - vSphere Client

File Edit View Inventory Admi

88 [0
Inventory
QU ¥

Search Hosts and Clu
Administration
Roles Sessions
Management
s @
Scheduled Tasks Events
Solutions and Applications

.

vShield

You can confirm that the vCloud Networking and Security Manager association to the vCenter Server instance
was successful by using the vSphere Client and validating that the option for vShield is displayed under
Solutions and Applications.
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VXLAN Preparation

VXLAN provides capabilities to dynamically create thousands of networks on top of an existing network
infrastructure as well as create a stretched layer 2 domain across clusters that might reside in different networks.

To use VXLAN with vCloud Director, the VXLAN fabric first must be prepared. Before continuing, ensure that
your network is capable of supporting multicast packets and that there is a DNS server accessible.

Connect to the vCenter Server instance you deployed earlier to be used by vCloud Director with the vSphere Client.

¥} vc-l-01a - vSphere Client

=1 S
Fle Edit View Inventory Administaton Plugins Help
|Q Home b g8 Inventory b [l Hosts and Clusters ‘wsaar(hlnv'emuw |Q|
(e A =
B [ vel-01a
= [ |Cloud Datacenter

= [ Cluster A

[ esx-Dia.corp.local
[ esx-D2a.corp.local

= g Gt ® (camectuty | segment 10 |
[ esx-01b.corp.local

[ esx-02b.corp.local

Preparation  Metwork Scopes  Networks Edges

Network Connectivity for VXLAN Traffic

Resalve Edit...
All hosts in a cluster must be connected to a distributed switch to enable WXLAN networking

Hosts & Clusters Status Vmknic IP Addr...

Distributed Switch WLAN Teaming Policy MTU

Select the datacenter object in the left-hand pane. You will notice a new tab in the right-hand pane labeled
Network Virtualization. Select this tab and click the Preparation link. There are two steps in the preparation of

the VXLAN fabric: defining the connectivity and defining the segment IDs. These two options are displayed after
you have clicked the Preparation link. Select the Connectivity tab and click the Edit button.

Prepare Infrastructure For VXLAN Networking @
Select participating Select participating clusters
clusters Select one or more clusters to participate in V¥LAMN networking. For
] each cluster, designate a distributed switch to transport WXLANM traffic.
Specify transport
attributes
Use Cluster A | Distributed Switch WLAN

M @} Cluster A vds-01-Site-A |~ |[o

This brings up a window that enables you to select the clusters that will use the VXLAN fabric. Select both of the

clusters and the Distributed Switch that you created earlier when you prepared the vCenter Server. If you must
specify a VLAN ID, do this as well. Click Next to continue.
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Prepare Infrastructure For VXLAN Networking @
Select participating Specify transport attributes
clusters

The following switches were designated for transporting WVxLAN

. traffic. Please specify a VLAN preferred MTU setting for each switch.
Specify transport

attributes

Distributed Switch Teaming Policy MTU {bytes)

T Cr—

The next screen enables you to select the MTU size and the Teaming Policy to be used for the Distributed
Switch selected. The teaming policy is highly dependent on the type of network used in your evaluation
environment. In this guide, the teaming policy is set to Fail Over. Ensure that you select an option compatible
with your environment. Leave the MTU setting at 1600 and click Finish to continue.

7] vc-1-01a - vSphere Client 5] =
File Edit View Inventory Administraton Plug-ns Help
E |é} Home b gf Inventory b [l Hostsand Clusters |W5earch1nventor\; |Q
oW = o
B & vel0la Cloud Datacenter
& [ [Cloud Datacenter
=] @ Cluster A Started | Summary | Virtual Machines | Hosts | IPPools | Performance | Tasks &Events | Alarms ' Permissions | Maps ' Storage Views [Nl G Lk vShield

[ esx-01a.corplocal
[{ esx-02a.corplocal

El [ Cluster 8 | connectivity | Segment 1D
[ esx-01b.corp.local

B esx-02b.corp.local

Preparation Network Scopes Metworks Edges Refresh

Segment IDs & Multicast IP Addresses allocation (system wide setting) l Edit... 1

The pool of segment ID used to allocate to each vWire and their assigned multicast IP addresses

Segment ID pool: 5000-5400

Multicast address range:  224.1.1.50-224.1.1.70

Next, select the Segment ID tab and click Edit. This will display a pop-up window where you can enter the range
of segment IDs to use for the segment ID pool and the multicast address range.

The values that you use will depend on the network configuration of the environment you are working in. After
you ensure that the values are acceptable for your environment, click OK to apply the changes.

Cloud Datacenter

Started | Summary | Virtual Machines | Hosts | IP Pools | Perfformance | Tasks &Ewvents | Alarms | Permissions | Maps | Storage Views QUEOGRUGAEeulhy. vShield

Preparation MNetwork Scopes MNetworks Edges Refresh

[ Connectivity | Segment ID ]

Network Connectivity for VXLAN Traffic | [@ Normal | & J Resolve | [ Edit... |
All hosts in a cluster must be connected to a distributed switch to enable WXLAN networking
Hosts & Clusters Status Wmknic IP Addresses Distributed Switch WLAN Teaming Policy MTU
v ﬁcluster B + Ready DHCP wds-01-Site-A 0 Fail Over 1600
Q esx-01b.corp. + Ready wmk3:192.168.10.203
Q esx-02b.corp. + Ready wvmk3:152.168.10.200
v ﬁcluster A + Ready DHCP vds-01-Site-A 0 Fail Over 1600
@ esx-01a.corp. + Ready wmk3:192.168.10.201
E esx-02a.corp. « Ready vmk3:192.168.10.202
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Select the Connectivity tab again and verify that the status is labeled as Ready. You will notice that the vmknics
have acquired an IP address from the DHCP server.

vCloud Director Initial Setup

Before you can start using vCloud Director, you must complete the initial installation that is presented the first
time you log in to the vCloud Director interface. The default username for the vCloud Director Appliance is
“root” and the default password is “vmware.”

VMware vCloud Director Setup @ |

g VMware vCloud Director

Welcome
m Welcome to the vCloud Director Setup wizard

License Agreement

This wizard initializes the vCloud Director database with a license key, system administrator account, and related
Licensing information. After the wizard completes, you can use the vCloud Director Web Console to complete the initial provisioning
of your Cloud.

Create a Administrator Account  1nis wizard guides you through the following steps:
System Settings 1. Review the end user license agreement

Ready to Complete 2. Enter the license key.

3. Create the system administrator account.

4. Specify a few system settings

Connect the vCloud Director by using the URL https://<address>/cloud, where <address> is equal to the lowest
IP address that you specified when deploying the vCloud Director Appliance.

This will display the initial setup wizard for vCloud Director. Click Next to continue past the Welcome page.

VMware vCloud Director Setup @ | x)

g VMware vCloud Director

License Agreement
Welcome

You must read and accept the End User License Agreement below by clicking Yes before continuing.
License Agreement

VMWARE EMD USER LICENSE AGREEMENT B
Licensing

PLEASE MOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERM YOUR USE OF THE

Create a AdmInisIrator ACCoUnt | gnenyape REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE INSTALLATION OF THE SOFTWARE.

System Settings
IMPORTANT-READ CAREFULLY: BY DOWMNLOADING, INSTALLING, OR USING THE SOFTWARE, YOU (THE

Ready to Complete INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE AGREEMENT
(‘EULA™). IF YOU DO NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT DOWNLOAD, INSTALL, OR USE
THE SOFTWARE, AND YOU MUST DELETE OR RETURN THE UNUSED SOFTWARE TO THE VENDOR FROM WHICH
YOU ACQUIRED IT WITHIN THIRTY (30) DAYS AND REQUEST AREFUND OF THE LICENSE FEE, IF ANY, THAT YOU
PAID FOR THE SOFTWARE.

EVALUATION LICENSE. If You are licensing the Software for evaluation purposes, Your use of the Software is only
permitted in a non-production environment and for the period limited by the License Key. Motwithstanding any other
provision in this EULA, an Evaluation License of the Software is provided "AS-1S™ without indemnification, support or
warranty of any kind, expressed or implied.

1. DEFINITIONS.

“Affiliate™ means, with respect to a parly, an entity that is directly or indirectly controlled by or is under common control
with such party, where “control” means an ownership, voting or similar interest representing fifty percent (50%) or more
ofthe total interests then outstanding of the relevant entity (but only as long as such person or entity meets these

reguirements).

1.2 *Documentation” means that documentation thatis generally provided to You by VMware with the Software, as
revised by VMware from time to time, and which may include end user manuals, operation instructions, installation

(*) Yes, | accept the terms in the license agreement.

() Mo, | do not acceptthe terms in the license agreement.

On the next page, click Radio to accept the EULA. Click Next to continue.
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ViMware vCloud Director Setup

g VMware vCloud Director

Licensing
Welcome
Enter your VCD license key,
License Agreement

License key

Create a Administrator Account

Now you will be asked to provide your vCloud Director license key. Enter a valid license key and click Next to continue.

VMware vCloud Director Setup

g VMware vCloud Director

Create a Administrator Account

Welcome

Specify the login credentials and account information of the site-wide system administrator.
License Agreement

Use the system name and installation 1D to identify the YCD for which this administrator is responsible.
Licensing

Create a Administrator Account Credentials

System Settings

Username: administrator #
Ready to Complete Password: s &
Confirm password; | === &
Contact Info
Full name: Eval User #
Email address: root@corp.local =

The next page enables you to define the user account to be used for the cloud administrator. Specify a username
and password and complete the remaining identification fields. Click Next to continue.

VMware vCloud Director Setup

g VMware vCloud Director

System Settings

Welcome
Specify the system settings that uniguely identify this installation of VMware vCloud Directar.
License Agreement
. . Systemname: | ved-01a %
Licensing

'We use this name to create a folder in vSphere that is used by this vCloud Director cluster.
Create a Administrator Account

Installation 1D: |1 B‘ e
System Settings
To prevent MAC address conflicts, each vCloud Director cluster on your network must have a different System ID.

Ready to Complete
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The wizard then enables you to specify the name and installation ID for this vCloud Director instance. This guide
calls the vCloud Director instance ved-01a. The Installation ID can be left at the 1 default, because there are no
other vCloud Director instances deployed. If there were, each instance would require a unique installation ID.
Click Next to continue.

On the next screen, review the information you provided. Click Finish to exit the wizard.

= VMware vCloud Director - Windows Internet Explorer

& - [E oz B 2][ carthate. | |5 47 [ %] |2 vaoudowectr

(e VMware vCloud Director

Log in to the vCloud Director user interface using the same URL you used previously and specifying the login
credentials for the cloud administrator account defined earlier.

Attaching to Virtual Center

With vCloud Director up and running now, the first step in building a private cloud environment is to attach the
vCloud Director to the vCenter Server instance created earlier. This will provide vCloud Director with the
resources that it will abstract later for use by end users.

After logging in to vCloud Director as the cloud administrator, select the Attach a vCenter option under
Quick Start.
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Name this vCenter
Hame this vCenter

Enter the connection information, name, and description for the newvCenter as you want it to appear in VCD.
Connect to vShield Manager

Ready to Complete Hostname or IP address: | 192.168.10.21 £
Fort Number 443— &
Username: root #
Passwaord i =
vCenter name: ve-Hila &
Description:

vSphere Web Client URL: '~/ Use vSphere Services to provide this URL

‘&) Use the following URL:

hitp:/f192.168.10.21:9443/vsphere-client

http: p lient

This will bring up a wizard that enables you to specify the information required to associate the vCenter Server
instance you created earlier with this vCloud Director instance. Enter the appropriate information as shown in
the preceding screenshot. Click Next to continue.

Attach New vCenter @ | ®

Connect to vShield Manager
Name this vCenter

vShield Manager is required for network services in VCD. Enter the connection information for the vShield Manager thatis
Connect fo vShield Manager associated with this vCenter. Make sure that vShield Manager is already registered with the vCenter.

Ready to Complete

Hostname or IP address: | 192.168.10.24 #
User name: admin &
Password: |“*““ | &

Enter the necessary information to connect to the vCloud Networking and Security Manager. Click Next to
continue.

You then will be provided with a summary of the information that you entered. Review the information and
click Finish to complete the wizard.
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Defining the Provider Virtual Datacenter

In this section, you will start the process of configuring vCloud Director and defining the resources that will be
consumed by the organizations.

Creating a Provider VDC

After a vCenter Server has been attached to vCloud Director, the resources that it provides can be added to
a provider VDC. A provider VDC provides the capability for multiple vCenter Servers to be connected to
vCloud Director and creates a layer of abstraction for all of these resources.

One way to think about this is that provider VDCs represent the pools of resources that later will get divided up
among the various organizations within your vCloud Director environment. You can consider the resources that
make up a provider VDC as, in essence, an offering available to your consumers.

& VMware vCloud Director - Windows Internet Explorer
% * |B8 https://192. 168. 10.22/cloud) #/adminHome? P =] certfcate... 5|44 X | |7 voloud Drector
4 » VMware vCloud Director administrate

System

[m Home |@Manage&hﬂonitor |%ﬁdministraﬁon ]

Some basic Cloud entities appear to be missing. The Quick Start section can guide you throuah the preparatory steps.
After you provision Cloud resources from your vCenter, you can set up your first organization.

Quick Start
First, provision your Cloud resources... Then allocate resources to an organization...
@ 1 Attach another vCenter @ 5 Create a new organization
0 2 Create a Provider VDC 0 6 Allocate resources to an organization
& 3 Create an external network 7 Add a catalog to an organization
@ 4 Create a network pool

On the home screen for vCloud Director, click the Quick Start link for creating a provider VDC.
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Add Provider VDC Q@ | =
Name this Provider VDC
Name this Provider VDC
A Provider VDC is a group of compute, memory, and storage resources from one vCenter. You can allocate portions of a
Select Resource Pool Provider VDC to your organizations using vCloud Director.
Add Storage MName:
Ready to Complete PVDC_01 &
Description:
[¥] Enabled
Disabling a provider WOIC prevents the use of its compute and storage resources for the creation of organization VDCs. Running vApps
and powered on virtual machines continue to run, but you cannot create or start additional ones.
Highest supported hardware version: Hardware Version 9 H
The highest supported hardware version for virtual machines in organization VDCs based on this provider YDC. HW7 is the highest
supported hardware version for ESX 4.x hosts, so if this provider VOC will use a resource pool that containg both ESX 5.x and ESX 4 x
hosts, VMware recommends that you select HW7.

This brings up a wizard that will walk you through the process of creating a provider VDC. The first part of this
process is to give a name to the provider VDC to be created. In this guide, we will create multiple provider VDCs.
To facilitate ease in recognition, name the first provider VDC PVDC_OL1.

Because we will be using this provider VDC immediately, Select the Enabled check box.
To enable maximum flexibility, ensure that the Highest supported hardware version is set to Hardware Version 9.

Click Next to continue.

Add Provider VDC @ | ®

Select Resource Pool
Hame this Provider VDC
Resource pool supplies the Provider VDC with compute and memory resources and vCenter services, such as high

Select Resource Pool availability (HA) and fault tolerance (FT). You can add more than one resource pool to a provider VDC to increase the

resources available to its Pay-As-You-Go and Allocation Pool VDCs.
Add Storage

Select avCenter Server and a resource pool:
Prepare Hosts

vCenter 1la Resource Pool 1la vCenter Path
Ready to Complete

ve-l-01a Cluster A Cluster A

ClusterB Cluster B

The following external networks are available to the resource pool you selected:

Metwork Gateway Subnet DMNS

Selected resource pool: Cluster A

[ Back |[_ et ]| Frisn

The wizard then prompts you to select the resource pool that will be used. First, select the vCenter Server that
you associated with the vCloud Director instance. Then the resource pools available for selection will appear in
the adjacent table. For this provider VDC, select Cluster A and click Next to continue.
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Add Provider VDC @ | ®
Add Storage
Name this Provider VDC
Select storage profiles this provider VDC will offer.
Select Resource Pool
All
Add Storage M e
Storage Profile Datastores m
Prepare Hosts
* (Any) Bronze Datastore, esx-01a-local, esx-02a-local, Gold Datas
Ready to Complete
Bronze Bronze Datastore
Gold Gold Datastore
Silver Silver Datastore

§ Add = Remove

‘Storage Profile Cratastores
Gold Gold Datastore
Silver Silver Datastore
| Back || wewt || Fnisn || cancer |

The next step in the wizard enables you to select the storage that this provider VDC will supply. In vCloud Director 5.1,
all storage is represented as a storage profile. This information is refreshed from the vCenter Server instance
every 5 minutes by default. If you do not see the storage profiles that you defined, quit the wizard and perform
the steps again after 5 minutes.

If you do not have the ability to use storage profiles or did not configure them, you will notice a storage profile
labeled Any, which represents all of the available storage.

Select the Gold storage profile and click Add to add the storage profile. Repeat for the Silver storage profile.
This will enable this provider VDC to supply multiple tiers of storage.

Click Next to continue.

Add Provider VDC @ | ®
Prepare Hosts
Mame this Provider VDC
To use the selected resource pool's hosts in vCloud Director, the system needs to install the vCloud Director agent on
Select Resource Pool each host. This installation requires root privileges for each host.
Add Storage There are 2 host(s) that need to be prepared.

Prepare Hosts ) One credential for all hosts:

Ready to Complete root User Name: root

Password: TEEEEES

\_J A different credential for each host

Host Status root User Name Password
@ esy-01a.corp.local O
root
@ esx-02a.corp.local (]

root

Next, you must specify the root login credentials for the vSphere hosts that are part of the cluster that you
selected earlier. This enables vCloud Director to install an agent on each of the hosts.

Specify the correct information needed and click Next to continue.
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Add Provider VDC @ | &9

Ready to Complete

Name this Provider VDC
You are about to create a provider VDC with these specifications. Review the settings and click Finish.

Select Resource Pool

Add Storage
Mame: PVDC_01

Prepare Hosts

E Enabled: true

Ready to Complete Highest supported hardware version:  Hardware Version 9
Resource pool: Cluster A
Storage Profiles: Gold, Silver
Prepare Hosts: 2 Hosts with common credentials for all hosts

You then can review the information provided in summary form. Ensure that the information is correct. Click
Finish to complete the wizard.

Create an Additional Provider Virtual Datacenter

For the purposes of this guide, repeat the previous steps to create another provider VDC called PVYDC_02.
Use the second cluster and assign the Bronze storage profile to this provider VDC.

Add Provider VDC

Ready to Complete
Hame this Provider VDC

You are about to create a provider VDC with these specifications. Review the settings and click Finish.
Select Resource Pool

Add Storage
Mame: PYDC_02
Prepare Hosts Enabled: true
Highest supported hardware version:  Hardware Version 9
Resource pool: ClusterB
Storage Profiles: Bronze
Prepare Hosts: 2 Hosts with common credentials for all hosts

The summary page for provider VDC PVDC_02 looks like the preceding example.
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Network Pools

Network pools provide a collection of undifferentiated networks that then are consumed by organizations to
provide connectivity within the cloud environment. vSphere network resources such as VXLAN, VLAN IDs and
port groups back a network pool.

4 » VMware vCloud Director administrator  (System Administr

System

[G} Home

[12l Manage & Monitor | &%, Administration

Some basic Cloud entities appear to be missing. The Quick Start section can guide you through the preparatory steps.
After you provision Cloud resources from your vCenter, you can set up your first organization.

Quick Start
First, provision your Cloud resources... Then allocate resources to an organization...
0 1 Attach another vCenter 0 5 Create a new organization
° 2 Create another Provider VDC O 6 Allocate resources to an organization
0 3 Create an external network 7 Add a catalog to an organization
° 4 Create another network pool

After the creation of the provider VDCs in the previous step, a green check mark appears next to step 4 of the
Quick Start section. It is present because vCloud Director automatically creates a network pool using the
VXLAN fabric you prepared earlier.

Defining an External Network

An external network is one that enables virtual machines in your cloud to connect outside of your cloud
environment. You can use it to provide access to a corporation’s intranet or the Internet or to establish an
IPsec VPN connection to an external network or another organization.

< » VMware vCloud Director administrator  (System Administr

System

[ﬁj Home |@ Manage & Monitor |%}ﬂdministration ]

Some basic Cloud entities appear to be missing. The Quick Start section can guide you through the preparatory steps.
After you provision Cloud resources from your vCenter, you can set up your first organization.

Quick Start
First, provision your Cloud resources... Then allocate resources to an organization...
° 1 Attach another vCenter O 5 Create a new organization
° 2 Create another Provider VDC O 6 Allocate resources to an organization
0 3 Create an external network 7 Add a catalog to an organization
° 4 Create another network pool

To create an external network, select Create an external network under Quick Start on the Home screen.
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New External Network @ | =
Select vSphere Network

Select vSphere Network
An external network uses a network in vSphere to connectto a network outside of your cloud. The network can be a public network such as the Internet, or even

Configure External Network an external IPSec-VPN network that connects to a given organization

Name this External Network Ifyou don't see the vCenter you need: attach a different vCenter

Ready to Complete SelectvCenter and vBphere Network
c c¢
vGenter 1a 10 WSphere Network 14 wan Datacenter m
vc--01a Mgmt Network 0 Cloud Datacenter
Storage Network 0 Cloud Datacenter
vMotion Network 0 Cloud Datacenter
M 4 1ol 4 4] 4 4 1-30f3 4 4]
These provider VDCs will connect to this new external network
PVDC_01
PVDC_02

This brings up a wizard. On the first page, select the vSphere network to be used for the external network. Select
Mgmt Network and click Next to continue.

New External Network @ | &

Configure External Network

Select vSphere Network
Specify the network settings for this new external network. You can have this network autornatically supply IP addresses to VMs in organizations by adding IP

Configure External Network address ranges or [P addresses using the Static IP Pool control

ST BT Gateway address Subnet Mask IP Pool {Used/Total) Primary DNS Secondary DNS. Static IP Pools

Ready to Complete

The next step using the wizard enables you to define the network settings used for the external network. Click
Add to configure the settings.

Add Subnet @] &
Gateway address 182.188.10.1 El
Metwork mask: 255.255.255.0 #
Primary DNS: 192.188.10.20
Secondary DNS:
DNS suffix corp.local
Static IP pool:

Enter an IP range (format: 192.168.1.2 - 192.168.1.100) or IP
address and click Add

152.168.10.60-192.168.10.9% Add #
192.168.10.60 - 192.165.10.99 Modify

Remove
Tatal: 40

o[ cmen |

Specify the information required to match your network configuration. You also must configure a range of IP
addresses that can be assigned to objects connecting to this external network.

When finished, click OK to close this dialog box and return to the wizard. You can see the information you
entered listed in the table. Click Next to continue.
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New External Network
Name this External Network
Select vSphere Network
Enter a name and description for the new external network.
Configure External Network
Metwork name: Corperate External Network] #
Hame this External Hetwork
Description:
Ready to Complete

Next, provide a name for this external network. Specify the name Corporate External Network and click Next
to continue.

Review the provided summary page and click Finish to complete the process of creating an external network.

Create an Organization

Now it is time to create the organizations to consume the resources previously configured in the provider VDC.
Create one organization in this section for a development team. This organization leverages the resources in the
provider VDC for the workloads they create.

4 » VMware vCloud Director administr

System

[ﬁ} Home |@ Manage & Monitor |%Administraﬂon ]

Some basic Cloud entities appear to be missing. The Quick Start section can guide you through the preparatory steps.
After you provision Cloud resources from your vCenter, you can set up your first organization.

Quick Start
First, provision your Cloud resources... Then allocate resources to an organization...
O 1 Aftach another vCenter O 5 Create a new organization
O 2 Create another Provider VDC 0 6 Allocate resources to an organization
O 3 Create another external network 7 Add a catalog to an organization
0 4 Create another network pool

To begin, select Create a new organization under Quick Start on the Home screen.
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Add Local Users
Catalog Publishing
Email Preferences
Policies

Ready to Complete

New Oroanization @ | (%)
Name this Organization
Name this Organization
An Organization is the fundamental VCD grouping. An Organization contains users, the vApps they create and the resources the vApps use.
LDAP Options An organization can be a department in your own company or an external customer you're providing Cloud resources to.

Organization name:

dev #
The unique identifier in the full URL with which users log in to this organization. ¥ou can only use alphanumeric characters.
Default organization URL:

hitps:4192. 168 10.22/cloud/org/dewvl

Organization full name:

Development £
Appears in the Cloud application header when users log in. An organization administrator can change this full name.

Description

An organization administrator can change this description.

The first step using the new organization wizard is to name the organization. As you type dev for the
organization name, the Default organization URL is created automatically. This is the URL that users within this
organization use to access the vCloud Director portal specific to their organization. Enter the name
Development for the organization and click Next to continue.

New Organization

@ | &

Name this Organization

LDAP Opfions

Add Local Users
Catalog Publishing
Email Preferences
Policies

Ready to Complete

LDAP Options

An organization can use an LDAP service as the directory of users and groups that can be added to the organization

What is the source of users for this organization?

=) Donotuse LDAP

The organization administrator creates WCD users who are private to the organization. Groups cannot be created.

) VCD systern LDAP senice
Use when this organization is a member of your Cloud provider company.

Distinguished name for OU:
Example: ou=Users, dc=example,dc=local
) Custom LDAP senvice

Use when you've arranged with the organization to use their own directory service. Before you can use this option, you must configure your Cloud
system LDAP service to link to their LDAP service.

The next step is to define an LDAP service to use for this organization. Although this guide does not use an
LDAP service, there are several options available to give administrators flexibility to manage large numbers of
users. Click Next to continue.
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New User @ | (0
Credentials
User name: dev_mgr &
Passwaord: i &
Confirm password: i &
[+ Enable
Role

Roles available to this user.

Organization Administrator

Crganization Administrator

Catalog Author

vApp Author
vaApp User
Conzsole Access Only

Phone:

IM:

Quotas

All VMs quota: Q (=) Unlimited
Running VMs quota: '/ (=) Unlimited

| iﬁ I Cancel

Because we are not configuring LDAP services, we can define users manually by adding local users. Click Add
Local Users to display a dialog box that enables you to define a local user for this organization. Name the user
dev_mgr and ensure that this user is associated with the Organization Administrator role. This gives the
assigned user full access to this organization. Other roles are available by default to provide varying degrees of
access for users. A cloud administrator also can create custom roles if necessary.

it
A

it
A

Click OK to close the dialog box. Click Next to continue.
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New Organization @ | E‘)

Catalog Publishing
Name this Organization
Will this organization supply catalogs to all other organizations?

LDAP Options
Can this organization publish catalogs that all other organizations can use?

Add Local Users -
\&)  Cannot publish catalogs

Catalog Publishing This case is typical for a customer organization that only uses services from your VCD.

Email Preferences ‘) Allow publishing catalogs to all organizations.

Use when this organization iz a member of your VCD service provider or a customer organization that provides catalogs to other organizations.
Policies Organization Administrators select the catalogs they want from the list of available catalogs.
Ready to Complete

You then can specify whether this organization can share catalogs with other organizations.

Catalogs are a collection of vVApps, VApp templates and media. An organization can create multiple catalogs. For
example, an organization might choose to create a catalog of vApps that contain a set of builds for a QA team to
test. The same organization might have another catalog containing .iso image files for the OS installation media

they use. Different organizations at times might find that they create catalogs containing many of the same items.

For this reason, it is more efficient from a storage and management standpoint for an organization to share the
contents of a catalog with other organizations in the cloud.

On this screen, you can enable an organization to share its catalogs with other organizations or specify that it
cannot. Leave the default setting Cannot publish catalogs selected to specify that the organization cannot
share a catalog with other organizations. Click Next to continue.

New Organization
Email Preferences
Name this Organization
Configure email preferences that are used to send notifications for this organization.
LDAP Options
Add Local Users SMTP Server
Catalog Publishing ) Use system default SMTP server
Email Preferences ') Setorganization SMTP server
Policies SMTP server name: &
Ready to Complete SMTP server port: 25
User name: Requires authentication
Password:

Notification Settings

=) Use system default notification settings

(] Set organization notification settings

Sender's email address: &

Email subject prefix

Send system notification to: . All organization administrators

The wizard then enables you to configure email settings for this organization. Click Next to continue.
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New Organization @ | E‘)
Policies

Name this Organization
Configure policies for this organization

LDAP Options.

Add Local Users Leases

Catalog Publishing Specify the maximum time thatvApps and vApp templates can run and be stored in this organization’s VDC(s).

Email Preferences VApp leases:

Policies Maximum runtime lease: 7 j Days v | #®

How long vA&pps can run before they are automatically stopped.

Maximum storage lease: 30 j Days v | #®

How long stopped vApps are available before being automatically cleaned up.

Storage cleanup: Move to Expired ttems H

vApp template lease:

Maximum storage lease: 90 j Days v | #

How long vApp templates are available before being automatically cleaned up.

Storage cleanup: Move to Expired ftems H

Default Quotas

Ready to Complete

These values suggestthe default quotas for how many VMs a User can store and power on in this organization. They can be changed by an
organization administrator,

All VMs quota: U = (&) Unlimited

I

| sack |[ mew || Fnish | cancer |

The next step using the wizard enables you to configure a series of policies for the organization. You can define
quotas for how many resources the organization can have, specify lease times for the resources, and set
password policies and limits for various activities. Leave the default settings for these and click Next to continue.

HNew Organization @ | E‘)
Ready to Complete
Name this Organization
You are aboutto create an Organization with these specifications. After you review the settings and click Finish, the system will send an
LDAP Options email to all users with instructions to log in.
Add Local Users Organization name: dev
B Organization full name:  Development
Catalog Publishing o
Description:
AT IR LDAP option: Do notuse LDAP
Policies Local users: 1
Ready to Complete Catalog publishing: Cannot publish catalogs.
Policies: vApp leases:

Maximum runtime lease: 7 Days
Maximum storage lease: 30 Days

Storage cleanup:  Flag for deletion
vApp template lease:
Maximum storage lease: 90 Days

Storage cleanup:  Flag for deletion

Stored VM quota: Unlimited
Running VM quota: Unlimited
Password lockout enabled: false
Invalid logins before lockout: 5

Back MNext | Finish | Cancel

You then are presented with a summary page that enables you to review the information provided. When you
are satisfied with the information, click Finish to create the organization.
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Allocate Organization Resources

Allocating resources to an organization involves making resources from the provider VDC available to an
organization VDC that is associated with the organization.

<« » VMware vCloud Director administrate

System

[ﬂj Home

[ Manage & Monitor | &% Administration ]

Some basic Cloud entities appear to be missing. The Quick Start section can guide you through the preparatory steps.
After you provision Cloud resources from your vCenter, you can set up your first organization.

Quick Start
First, provision your Cloud resources... Then allocate resources to an organization...
@ 1 Attach anothervCenter @ 5 Create another organization
@ 2 Create another Provider VDC @ 6 Allocate resources to an organization
0 3 Create another external network 7 Add a catalog to an organization
0 4 Create another network pool

To create an organization VDC, select Allocate resources to an organization under Quick Start on the Home screen.

New Organization VDC @ | @
Select Organization
Select Organization
An organization VOC provides an organization with the resources it needs
Select Provider VDC For which organization is this Organization VDC being created?
Select Allocation Model Al - e
Configure Allocation Model Gl 14 Full Name Desaription m
Allocate Storage & dev Development

Select Network Pool & Services
Configure Edge Gateway
Name this Organization VDC

Ready to Complete

Associate this organization VDC with the dev organization that you created earlier. Click Next to continue.
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Hew Organization VDC

)

Q | &
Select Provider VDC
Select Organization
You can allocate resources to an organization by creating an Organization VDC that is partitioned from a Provider VDC.
Selectthe Provider VDC.
Select Allocation Model Al - e
N Provider VOG 1a Processor {Used/Tatal) Memory (Used/Total) Storage {UsediTatal) M
Allocate Storage & Pvpc_o1 T e00% T 000% 0.38%
Select Network Pool & Services | | [ PvDC 02 T o0 | [ ooon | [ oasw |
Configure Edge Gateway
Name this Organization VDC
Ready to Complete
4 4 1-20f2 4 bl
The following networks are available to the Provider VDG you selected: m
Netwark Gateway Subnet DNS
J@ Corperate External Network 192.168.10.1 2552562550 182.168.10.20

Selected Provider VDC: PVDC_01, which has 1 resource pool(s)

Next, select the provider VDC that the organization VDC will draw its resources from. Select PVDC_01 and click

Next to continue.

O
Select Allocation Model

Configure Pay-As-You-Go Model
Allocate Storage
Select Network Pool 8 Services

Configure Edge Gateway

Hew Organization VDC @&
Select Allocation Model
Select Organization
The Organization VOC's allocation model allows you to contral the quality of the senvice you're providing and the cost of providing these resources
Select Provider VDC

Allocation Pool

Only a percentage of the resources you allocate are committed to the organization VDC. The system administrator controls overcommitment of capacity on the
following pages. When backed by a provider VDC that has muttiple resource pools, compute resources are Elastic.

Pay-As-You-Go

Resources are committed only when vApps are created in the organization VDC. The system administrator controls overcommitment of capacity on the following
pages. When backed by a provider VDC that has multiple resource pools, compute resources are Elastic.

Reservation Poal

All of the resources you allocate are committed to the organization VDC. Users can control the overcommitment of capacity at any time.

Now select an allocation model to use for this organization VDC. The following three methods are available to
control the quality of service and the costs associated with the resources that you will be allocating:

* Allocation Pool

Only a percentage of the resources you allocate is committed to the organization VDC. You can specify the
percentage. This enables you (the provider) to overcommit resources across multiple VDCs to different

organizations.
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e Pay-As-You-Go
Resources are committed only when users create vVApps in the organization VDC. You can specify a percentage
of resources to guarantee. This enables you (the provider) to overcommit resources. You can make a pay-as-you-go
organization VDC elastic by adding multiple resource pools to its provider VDC.

* Reservation Pool
All of the resources you allocate are committed to the organization VDC immediately. In this case, control of
overcommitment passes to the users in the organization. They can control overcommitment by specifying
reservation, limit and priority settings for individual virtual machines.

In this guide, we use the pay-as-you-go model of resource allocation. Select Pay-As-You-Go and click Next
to continue.

(3}

L

New Organization VDC @

Configure Pay-As-You-Go Model
Select Organization
In this model, compute resources are committed only when vApps are running in this Organization VDC.

Select Provider VDC

CPU quota: [OR[F] '—: (=) Unlimited GHz
Select Allocation Model

A safeguard that allows you te put an upper bound on the amount of CPU resources being used for this VDC.
Configure Pay-As-You-Go Model CPU resources guaranteed: 50 =) o

Allocate Storage . . . ; . P y
The percentage of CPU resources that are guaranteed to a virtual machine running within this erganization VDC. You can use this option to control overcommitment of

Select Network Pool & Services CPU resources.

vCPU speed: 1 s+ GHz
Configure Edge Gateway

This value defines what a virtual machine with one vCPU will consume at maximum when running within this organization VDC. A virtual machine with two vCPUs would
Name this Organization VDC consume a maximum of twice this value.

Ready to Complete Memory quota: Q[ '—: (#) Unlimited GB

A safeguard that allows you to put an upper bound on the amount of memory resources being used for this VDC.

Memory resources guaranteed:  [gp =] o

The percentage of memory that is guaranteed to a virtual machine running within this organization VDC. You can use this option to control overcommitment of memory
resources.

Maximum number of VMs: (=) 100 =1 () Unlimited

A safeguard that allows you to control the number of v&pps or WMs in this VDC.

The committed resources from Provider VDC, 'PVDC_01" using these allocation settings:

Metric Total Allocation Reservation Committed Reservation Used
CPU 8.26 GHz 0.00GHz (0.00% 0.00GHZ (0.00%) 0.00GHz (0.00%)
Memory 11.16 GB 0.00GB (0.00%) 0.00GB (0.00%) 0.00GB (0.

Move your mouse over each column header to see more information.
The typical number of vApps or VMs you can expect using these allocation settings at this time:

16 "small’ VMs: 10GHzCPU =1

CFUs * 1.0 GHz vCFU Rating, 512 MB RAM
8 'medium’' VMs 2.0 GHz CFU = 2 vCFUs * 1.0 GHz vCFU Rating, 1.0 G8 RAN

PEETETEvTE R AT 4 AT e & R R e P o

The next step using the wizard gives you the ability to configure the allocation model you selected to match the
needs of your environment. With the pay-as-you-go model, you can specify percentages of CPU and memory
resources that are guaranteed to the organization. Change CPU resources guaranteed and Memory resources
guaranteed to 50% to increase the resources guaranteed within this organization. Click Next to continue.
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New Organization VDC @ l ()
Allocate Storage
Select Organization You can control the storage allocation to the organization by setting a limit, enabling thin provisioning of storage and fast provisioning of virtual
Sel Provider VDC machines.
Select Allocation Model ol M ¢
Sto: Profils b Available S
Configure Pay-As-You-Go Model it bl = e [
Gold 298.80/299.75 GB
Allocate Storage
Silver 198.80/199.75 GB
Select Network Pool & Services
Configure Edge Gateway y
§ rdd | = Remove j 4 4 1-20f2 4 Pl
Name this Organization VDC
Reedy 1o Compiete Storage Profile Available Storage Storage Limit
Gold 298.80/299.75GB Q |59.95 'l: (&) Unlimited
Silver 198.80/199.75 GB O |39.95 B‘ (*) Unlimited
Defaultinstantiation profile: | Gold ] - ]
[¥ Enable thin provisioning
Enabling thin provisioning will save storage space by committing it on demand. This will allow over-allocation of storage.
[¥ Enable fast provisioning
Enabling fast provisioning can reduce the time it takes to create virtual machines by using vSphere linked clones. If you disable fast provisioning, all provisioning
operations will result in full clones.

After configuring the selected allocation model, you must allocate storage to the organization VDC. In this
example, we select the PVDC_0T1 provider VDC that we created earlier. This provider VDC contains only two tiers
of storage as defined by the Gold and Silver storage profiles. To provide these same tiers of storage to the
organization, select them and click Add.

It is not necessary to allocate all the tiers of storage present within a provider VDC to an organization VDC. This
enables you to have a single provider VDC that can supply different tiers of storage to several organizations.

A default instantiation profile can also be defined for the organization. When a new vApp is created within an
organization, the virtual machines that are contained within that vApp will be placed on the storage profile by
default. If necessary, the user can override this.

Check the Enable thin provisioning and Enable fast provisioning boxes. Click Next to continue.

New Organization VDC
Select Network Pool & Services
Select Organization
Select the network pool that provides vApp networks to this organization VDC and specify the vApp network quota from this pool
Select Provider VDC
Metwork pool:
Select Allocation Model
o AVXLAN ne reated when the containing Provider VDC is created.

Configure Pay-As-You-Go Model
Allocate Storage
Configure Edge Gateway

Name this Organization VDC

PVDC_01-VXLAN-NP
Network Quota | pype_pz-wxLAN-NP

Total available networks 0

Cluota for this organization: | 1024 B‘

& The configured quota is greater than the total number of networks available in the selected network pool. The maximum number|

can be provisioned is 0.

Ready to Complete

ird Panv Senvices

The next step enables you to select the network pool and services available to this organization VDC. As mentioned,
vCloud Director automatically created a network pool previously when you created the provider VDCs. Select the
network pool PYDC_01-VXLAN-NP to select the network pool created for the PVDC_ 01 provider VDC.

With the settings provided in this guide, there are 100,000 networks that can be defined. If you choose to set a
quota, you can also do that here.

Click Next to continue.
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New Organization VDC

Configure Edge Gateway
Select Organization

Configure this edge gateway to provide connectivity to one or more external netwarks.
Select Provider VDC

[ Create a new edge gateway
Select Allocation Model

Edge Gateway name:  Dewv_Ext_ GW E

Configure Pay-As-You-Go Model -
Description:

Allocate Storage

Select Network Pool & Services

Configure Edge Gateway Select an edge gateway configuration (=) Compact (_) Full

Compact and Full configurations provide identical security functions. The full configuration provides better performance and capacity. The
Configure External Networks compact configuration uses less memory and compute resources.

Configure Rate Limits [/ Enable High Availability

Select this to enable automatic failover to a backup edge gateway.
Create Organization VDC Network

Advanced Options:
Name this Organization VDC

["] configure IP Settings

SETIGIDETTERE Select this to manually set the external interface’s IP address.

[] Sub-Allacate IP Pools
Select this to allocate a set of IPs to be used by edge gateway services (NAT & Load balancer).

&) Configure Rate Limits
Select this to specify the inbound and outbound rate limits for each externally connected interface.

The next step offers the option to create an Edge Gateway for this organization. Select the Create a new edge
gateway check box. The configuration options for the edge gateway are then displayed. Provide a name for the
edge gateway and select a configuration model for it.

There are two configuration models: full and compact. There is no difference in functionality between the two.
The difference is in the performance they provide. Select the compact model for now. If you find you need better
performance, you can easily upgrade to the full model later.

Select the Enable High Availability check box for the edge gateway. This creates a secondary edge gateway
that will instantly provide services in the event that the primary edge gateway device fails.

There are also some advanced options that you can use to manually set the external IP address of the edge
gateway, to suballocate IP pools, and to configure rate limits on the inbound and outbound interfaces of the
edge gateway.

Select the Configure Rate Limits check box. Click Next to continue.
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MNew Organization VDC @ | @
Configure External Networks
Select Organization

Selectthe external networks to which the new edge gateway can connect
Select Provider VDC

Ifthe external network is not listed, you haveto  create a new external network
Select Allocation Model

Al - a
Configure Pay-As-You-Go Model
Name 1a IP Poal (Used/Total} uSphere Network i}

Allocate Storage

L Corperate External Network 0.00% Mamt Network
Select Network Pool & Services
Configure Edge Gateway
Configure External Networks
Configure Rate Limits § Add = Remove 4 4 11 of 1 » [N}
Create Organization VDC Network

Name IP Poel {Used/Total) vSphere Network Default Gateway

Name this Organization VDC

Jg Corperate External Network 0.00% Mgmt Metwark (O]

Ready to Complete

[ Use default gateway for DNS Relay.

Use the above selected default gateway for DNS relay. Together these parameters will be used for the gateways' default routing and DNS forwarding

To add the external network that you configured earlier to the organization VDC, select it and click Add.

vCloud Director 5.1 has the ability to use the edge gateway as a DNS Relay. This creates a level of abstraction
between the organization and the external networks. Selecting this option enables virtual machines created
within the organization to be pointed to the edge gateway to resolve DNS queries. Any changes to the external
DNS configuration will not require a reconfiguration of the DNS settings of the virtual machines.

Select the Use default gateway for DNS Relay check box to enable the DNS Relay feature. Click Next to continue.

MNew Organization VDC @ | @

Configure Rate Limits
Select Organization

Configure the inbound and outbound rate limits for each externally connected interface of this new edge gateway.
Select Provider VDC

" Enable External Networks Incoming Rate Limit ‘Outgoing Rate Limit
Select Allocation Model

O Jg Corperate External Network 1007 Mbps wui Mbps
Configure Pay-As-You-Go Model
Allocate Storage
Select Network Pool & Services
Configure Edge Gateway

Configure External Networks

Configure Rate Limits

We previously selected the ability to configure limits on the inbound and outbound traffic. The wizard now
enables us to configure those limits. Select the check box to enable the rate limits and specify the appropriate
values. Click Next to continue.
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Hew Organization VDC @ | &
Create Organization VDC Network
Select Organization Create a network within this organization VDC.
Select Provider VDC
[ Create a network for this vitual datacenter connected to this new edge gateway.
Select Allocation Model Metwork name:  Dev_Org_VDC_network #
Configure Pay-As-You-Go Model Description:
Allocate Storage _ - - o
[] Share this network with other VOCs in the organization.
Select Network Pool & Services This network would have access to the following external networks:
Configure Edge Gateway External Networis Default Gate... IP Addresses Incoming Rste Limit| | Outgoing Rate Limit
Configure External Networks Jg Corperate External Network v Automatic IP assignment - -
Configure Rate Limits
Create Organization VDC Network
Gateway address:  10.0.0.1 #
Name this Organization VDC
Network mask 255.0.0.0| #

Ready to Complete
[ Use gateway DNS

Select this option to use DNS relay of the gateway. DNS relay must be pre-configured on the gateway.

Primary DMS: 10.0.0.1
Secondary DMS:

DNS suffix: corp.local
Static IP pool:

Enter an IP range (format: 192.168.1.2 - 192.168.1.100) or IP address and click Add

10.0.0.100-10.0.0.199 Add

The wizard enables you to create an organization VDC network. Users within the organization can connect to
this network to enable communication for their vApps. Select the Create Organization VDC Network option.
In the text boxes provided, enter the name for the network, the gateway address and the netmask to be used.
Define the DNS suffix, if required, and a static network pool to use for this network.

Click Next to continue.

New Organization VDC

Select Organization Name this Organization VDC

Select Provider VDC Enter the name and description for this new Organization VDC.
Select Allocation Model

Configure Pay-As-You-Go Model

Allocate Storage dev-VDE-01 #
Select Network Pool & Services

Configure Edge Gateway

Configure External Networks

Configure Rate Limits

Create Organization VDC Network

[+ Enabled
Hame this Organization VDC

Ready to Complete

Mame:

Description:

Next, provide a name for the organization VDC and select the Enabled check box. Click Next to continue to the
summary page.

Review the information provided. Click Finish to complete the process of creating the organization VDC.
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Merging Provider VDCs

vCloud Director 5.1 has the ability to merge provider VDCs. This is helpful if you created multiple provider
VDCs and want to consolidate resources. To demonstrate this capability, we now will merge the two provider
VDCs that we created earlier into a single one.

4 » VMware vCloud Director administral

System
[ (i} Home | [ Manage & Manitar | &% Administration ]
Manage & Monitor ]:E Provider VDCs
& Organizations - Manage | Monitor
w Cloud Resources
Name 1a Status Enabl... Org VD... Datastor. ..
& Cloud Cells .
flig Provider VDCs R0 © v &1 82
Actions: PVDC_01
& Organization VDCs - o v @0 B
8]
D Edge Gateways pen
Mew Organization WDC...
- External Networks
Enable
== Network Pools
Disable
w v3phere Resources Delete
EvCenters Enable VXLAN
(& Resource Pools i3 Notify
[ Hosts Merge with... k
[ Datastores & Datastore Cli Properties
- . Mleef1

Click the Manage & Monitor tab. Then select Provider VDCs in the left-hand pane. Right-click PYDC_01
and select the Merge with... option.

Merge Provider vDC: PVDC_01 @ | (2
Select the Provider VDCs to merge with this one:
All hd C'
Name 1 a Datastor... Org VD... vCenter M

B PYDC_02 = F @0 & vel-01a

§ Add = Remove

Mame Datastor. . Org VD... wCenter
=K @50 1 ve-01a
Name and Description
MName: PVDC 01
Description:
Policies.

Highest supported hardware version: Hardware Version 9

[0k ) omea |

This brings up a screen where you can select the provider VDC that you want to merge with. Select
PVDC_02 and click Add. Click OK to start the merge.
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[ﬁ} Home |@Maﬂaga&l\loﬂilor ‘%Administra{mn J

Manage & Monitor J:é, Provider VDCs

& Organizations

& G Manage | Wonitor Al - @
« Cloud Resources
Name Status Enabl VD Datastor. Resource Po. wCenter
22Cloud Cells i o m
——"— [ pvpc_o1 " Merging Provider VDCs v @1 =F) @1 [ vet-01a
& Organization VDCs [l pvpc_oz2 “* Busy v @o B4 @1 [ ve-01a
You will see the status of the merge operation progress.
[ﬁ} Home | [zl Manage & Monitor |%Administraﬂun J
Manage & Monitor EE Provider VDCs
@ Organizations L - 24 Manage | Monitor Al - [ e]
w Cloud Resources
MCIUUdCE”S Name 1a Status Enabl Org VD. Datastor. Resource Po. vCenter D:D
v @1 Ba o2 [ veo1a

fls Provider VDCs

& Organization VDCs

= pvoc 01 ]
D

After it completes, you will have one provider VDC listed. PVDC_01 now contains all three datastores. Click the

name of the provider VDC for more details.

[m Home

Manage & Monitor

[ Manage & Monitor | &% Administration J

[f5 pvpc_ot

= Organizations

 Cloud Resources

2ACIoud Cells + 8-
+ [a Provider vDGs Name 1 Status
Recent ftems E2 Bronze v
Bs PVDC_01 B cou v
i Organization VDCs l% siver >

@ Edge Gateways

Organization VDCs  Hosts  Datastores | Storage Profiles | External Metworks  Resource Pools

Al - c¢e
Used Provisioned Requested m
[ oamw | [ oasw | [ ooew |
[ e | [ e | [ oo |
[ oamm | [ oasw | [ ooew |

Click the Storage Profiles tab. You will see that the provider VDC now contains all three previously defined
storage profiles. Click the Resource Pools tab. You will see that both clusters also have been added to the

provider VDC.
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Developing Service Offerings

After the organizations have been created, you can also create catalogs for the content that can be readily
consumed by members of the organizations. In this section, you will configure a vApp and learn how to make a
vApp template as well as how to perform other tasks to help populate your private cloud catalogs.

Creating a Catalog
A catalog is a collection of VApps, VApp templates and media that an organization uses. In this guide, we will
create a catalog for the development organization.

4 » VMware vCloud Director administrator  {System Adminis

System

[G} Home | [ Manage & Monitor | &% Administration

Guided Tasks
Provision additional Cloud resources Allocate additional organization resources
1 Attach another vCenter 5 Create another organization
2 Create another Provider VDC 6 Allocate more resources to an organization
3 Create another external network 7 Add a catalog to an organization
4 Create another network pool

To create a catalog, select the Add a catalog to an organization option under Guided Tasks on the Home screen.

New Catalog @ | 0
Select Organization

Select Organization
Selectthe organization for which this catalog should be created.

Hame this Catalog

All hd
Publish this Catalog ¢
Na 1 Desaipti

Ready to Complete e 4 ehen IID

5 dev
Select the dev organization. Click Next to continue.
New Catalog @ | ®

Name this Catalog

Select Organization
A catalog allows you to share wApp templates and media with other users in your organization. You can also have a private

Hame this Catalog catalog for vApp templates and media that you frequently use.

Pubdlish this Catalog Mame Dev_Internal &

Ready to Complete Description

Provide a name and a description for the catalog. Click Next to continue.
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New Catalog @ |

Publish this Catalog

Select Organization
You can publish this catalog to other organizations in your service providers VCD. If you are not yet ready to publish this

Name this Catalog catalog, you can publish it later.

Publish this Catalog

Ready to Complete L&) Dontpublish this catalog to other organizations

Other organizations will not see this catalog.

Publish to all organizations

Because we are creating the catalog as the cloud administrator, we have the option to share the catalog with other
organizations. Leave the default selected to restrict this catalog to only the dev organization. Click Next to continue.

Review the summary information and click Finish to complete the process of creating the catalog.

Importing Media
After a catalog has been created, we can add items to it so users can consume them. To start, add a media file.

4 » VMware vCloud Director

System

[f:j Home | [z Manage & Monitor %Administraﬁun]

Manage & Monitor ¢ Organizations

+ G-
Mame 14 Enabled VDCs

& dev ' &b 1

& Organizations
+ Cloud Resources
&4a Cloud Cells

im Provider VDCs

Click the Manage & Monitor tab. Select Organizations in the left-hand pane. Click the dev organization to access it.

4 » VMware vCloud Director administrator  (System Administrator) | Prefersnces | Help ~ | Logout

System dev X

[ﬁ} Home |G) My Cloud | Catalogs ‘% Administration ]

& Set up this organization Organizations

uick Access
a @ Org Settings

To start avApp, click Start. To use a powered on vApp, click on its thumbnail &8 Manage VDCs

ok AddwApp from Catalog ”* Build New vApp @ Import from vSphere e @ Content
% Manage vApps
& Addvapp
%ﬁ Build new vApp
Manage Catalogs
ﬁ New Catalog

Users & Groups

& administer Users
m Notify Users

This opens a new tab that shows the dev organization as it would look to a user accessing the organization URL.
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4 » VMware vCloud Director administrator  (System Administrator) | Preferences | Help ~ | Logout

Systemn | dev X

[ﬁ] Home ‘C) My Cloud ‘ Catalogs ‘%Administrﬁtmn ]

g

My Organization's Catalogs
E My Organization's Catalogs

[i#y Public Catalogs

I Catalogs | wApp Templates  Media

+ G- All Catalogs | - | [An ‘ - | e
Mame 14 Shar Fublish Owner Created On vApp Templat Media m
Dev-Internal o o & system 08/23/2012 9:32 PM 0 Bo

Click the Catalogs tab to access the catalogs available to this organization. You will see the catalog you created
listed in the table. Click Dev-Internal to display the contents of that catalog.

System | dev X

[ﬁ} Home ‘G}MyCmud ‘ Catalogs |%Mmmlstratmn ]

Catalogs Dev-Internal

[ My Organization’s Catalogs vApp Templates ‘ Media |

Recent ftems
& Devinterna bR E G All Catalogs |v‘ IAH ‘v| o
[ Public Catalogs Name 1a Status Publish... Owner vDC Crested On Storage Used m

Click Upload to upload a media file. This process requires that Java be installed for the Web browser you are using.
If it is detected that Java must be installed, you will be redirected to java.com to download the appropriate package.

3}

Upload Media @ | ()

Selectthe ISO or FLF media file.

Source

Media to upload: CAUsers\AdministratoriDownloads\Cent05-6.3-x86_64-LiveDVD.iso Browse.. | #

Destination

MName: Cent0s-5.3-x86_64 &

Description:

Virtual datacenter: |@ dev-vDC-01

Storage profile: ISih.rer | - |

Catalog: | Dev-Internal | A

| upload ][ Cancel ]

A window is displayed that enables you to specify the media to be uploaded. In this guide, we are uploading an
.iso image of CentOS that we will use later when creating a vVApp.

Select the location of the media file and provide a name that will be listed in the catalog for this media.

Because there is only one organization VDC for this organization, you cannot change the one where the media is
to be stored. In environments that contain multiple organization VDCs, you can specify location.
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You can select a storage profile that will be used to store the media. This enables you to locate your media on a
lower tier of storage and reserve the higher tiers for the workloads that will be running in your cloud. Select the
Silver storage profile and click Upload to continue.

Transfer progress

#a [BCentOs-6.3-x86_64 = l14% O ©

file:/C:/Users/Administrator/Downloads/Cent05-6.3-x86_64-LiveDVD.iso
Transferring files

A pop-up window will appear that will display the progress of your upload. Wait until it completes successfully.

System  dev X

[ﬂ} Home |G> My Cloud ‘ Catalogs |%Adm\mstraﬁnn ]

Catalogs Dev-Internal
~ [ My Organization’s Catalogs vApp Templates |E‘
Recent ffems
B DewInterna LS I 3 [AII(LStabgs |v‘ [An ‘v| ¢ o
E; Public Catalogs Name 1a Status Publish Owner VDG Crested On Storage Used m

[@ Cent0s-6.3-x86 Stopped - & system h dev-VDC-01 08/24/2012 6:30 AM 1.64 GB

When the import function is complete, you will see the .iso image listed in the catalog.

Building a vApp
Now we are ready to build our first vApp. A VApp is a collection of one or more virtual machines that run within
an organization.

4 » VMware vCloud Director

Systemn | dev X

[ﬁj Home |G} My Cloud | Catalogs |%Administration ]

&E- Set up this organization

Quick Access

To start a vApp, click Start. To use a powered on vApp, click on its thumbnail.

&k AddvAppfrom Catalog  “Gg Build NewwvApp T Import from vSphere

-~

On the Home page of the dev organization, click the Build New vApp option.
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Hew vApp

@|®

Name this vApp
Hame this vApp
AvApp is a cloud computer system that contains one or more virtual machines (WMs). Name and describe this vApp and setits leases

Add Virtual Machines

MName Linux_vApp £
Configure Resources
Description
Configure Virtual Machines
Configure Networking
Ready to Complete Leases

Runtime lease: |7 3 Expires on: 08/31/2012 6:56 AM P

How long this vApp can run before it is automatically stopped.

Storage lease: 30 3 Expires on: 09/23/2012 6:56 AM #

When thiz vApp is stopped, how long it is available before being automatically cleaned up.

Specify the name of the vApp. You can also modify the lease times for this vApp, but you cannot exceed the
lease time specified earlier for the organization. Click Next to continue.

New vApp

@ | (9

Name this vApp

new VM and install an operating system
Configure Resources
Configure Virtual Machines
Configure Networking

Ready to Complete

Add Virtual Machines

You can search the catalog for vitual machines to add to this vApp or add a new, blank V. Once the vApp is created, you can power on the

Lookin: I My organization's catalogs. ‘ - | All - e
Name 14 ©S Gold Master vApp Catalog Created On Disk Info m

§ Add == Remove 4 4 0-00f0 » ]
Name 035 Gold Master vApp Catalag Created On Disk Info

ok New Virual Machine...

On the next page, we can select a virtual machine template from a catalog to include within this vApp. Because
we just created the catalog, it has no templates in it yet. Click New Virtual Machine.
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Mew Virtual Machine @ | ®

Virtual Machine narme: finux-01 #

A label for this VM that appears in VCD lists.

Computer name: finux=01 ]

The computer name / host name set in the guest OS5 of this WM that identifies it on a

network.
This fiel is restricted to 15 characters for Windows, for non-Windows systems it can be
63 characters long and contain dots.

Description:

Virtual hardware version: IHardware \ersion 9 ‘ - ‘

Operating System Family: ) € Microsoft Windows = &% Linux ) Other

Operating System: [Cenms 4/5/6 (64-bit) | - |

Mumber of CPUs: H

[] Expose hardware-assisted CPU virtualization to guest 05
Select this option to support virtualization servers or 64-bit VMs running on this virtual machine.

Memory: 4 j felz] -

Hard disk size: |E j [GB |v|

Bus type: ILSI Logic Parallel (SCSI) | - |

Mumber of NICs: H

[ OK ” Cancel l

On this page, you can specify the attributes to be used for this virtual machine. Define the name of the virtual
machine and specify the other options as needed. Because we already have uploaded a LiveCD CentOS .iso
image into our catalog, we will use this. This requires setting the Operating System Family to Linux and the
Operating System to a value for CentOS.

Click OK to close this window. Click Next to continue.
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New vApp @ | &
Configure Resources
Name this vApp
Selectthe Virtual Datacenter (VOC) in which this vApp is stored and runs when itis started. Then, select what Storage Profiles this vApp's
Add Virtual Machines virtual machines will use when deployed
Virual Datacenter  |¢Eh dev-YDC-01 -
Configure Virtual Machines Virtual Machine Storage Profile Template VM Default Storage Profile
Configure Networking
finux-01 [ [-]
Ready to Complete
Specify the virtual machine name and the storage profile that it will use.
Click Next to continue.
New vApp @ | &
Configure Virtual Machines
Name this vApp
Mame each virtual machine and select the network to which you want it to connect. You can configure additional properties for virtual
Add Virtual Machines machines after you complete this wizard.
Configure Resources [C] show network adapter type
_ Adapter choice can affect both networking performance and migration compatibility. Consult the Viware KnowledgeBase for more information on
Configure Virtual Machines choosing among the network adapter support for various guest operating systems and hosts.
BT L Virtual Machine Computer Name  Primary NIC Network 1P Assignment
Ready to Complete
1 linux-01 linux-01 ¥ (@ NICO E_ Dev_Org_WDC_network IStatic - IP Pool | - ‘

On the next page, you can define the network rail to attach the NIC of the virtual machine to. Select the
organization VDC network that you created earlier. You can also define how the virtual machine will obtain an
IP address. Set this to Static - IP Pool, which you defined for the organization VDC network created earlier.
Click Next to continue.

New vApp @ | &

Configure Networking
Name this vApp
Specify how this vApp, its virtual machines, and its vApp networks connect to the organization VOC networks that are accessed in this vApp.

Add Virtual Machines
[+ Fence vApp
Configure Resources Fencing allows identical virtual machines in different vApps to be powered on without conflict by isolating the MAC and
IP addresses of the virtual machines.

Configure Virtual Machines
Mame Type Gateway Add... Metwork Mask Connection Routing DHCP Retain IF/ M...
Configure Networking
& Dev_0rg_VD| Organization VD{ 10.0.0.1 265.00.0 Fenced [+ naT = O
Ready to Complete [+ Firewall

The wizard then enables you to configure the network settings for the vApp. Select the Fence vApp option. This
enables multiple virtual machines in various vApps to be powered on without conflict by isolating the IP and
MAC addresses of the virtual machines.

After selecting this option, you will notice that the routing column enables you to effect services such as
Network Address Translation (NAT) and firewall.
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Click Next to continue to the summary page. Verify the information and click Finish to complete the wizard and
create the vVApp.

4 » VMware vCloud Director

System | dev X

[ﬁj Home |C> My Cloud | Catalogs |%ﬁdministraﬂon J

E;& Set up this organization

Quick Access

To start a vApp, click Start. To use a powered on vApp, click on its thumbnail.
&k AddvAppfrom Catalog  “gg Build Newvapp [ Import from vSphere

Linux_vApp

Stopped Open /

 Lease expires:30days @ . O

After the vApp has been created, you will see that the status is Stopped. Click the Open link to drill into the vApp.

< » VMware vCloud Director administrator {Systemn Administrator) | Prefe)

System | dev X
[ﬁj Home ‘G}MyCIoud | Catalogs |%ﬂdmimstraﬁon J
My Cloud * Linux_vApp Stopped
~ BEvApps | vApp Diagram | Virtual Machines  Networking
Recent ltems -~
ila Linux_vApp - Lo b S e W
s Actions: linux-01
i Expired ltems
Popout Console
[ElLogs [» PowerOn
Il Suspend
W Power Of
linux-01 ) Resel
% | Power On and Force Recustomization
Discard Suspended State
Eject CD/DVD k
Insert Floppy from Catalog... |
Eject Floppy
L bl A s T

On this screen, you will see a graphical representation of the vApp network configuration. Right-click the virtual
machine. An action menu is displayed. Select the Insert CD/DVD from Catalog... option. This enables us to use
the .iso image we previously uploaded to the catalog as if it were in the CD drive.
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Insert CD @ | &
Select the media file to insert in the VM.
Media available now:
All - d
Mame 1la Catalog Owner Created On Storage Used IID
[é CentOs-6.3-x86_64 Dev-Internal Ei system 08/24/2012 6:30 AM 1.64 GB
4 4 1-10f 1 4 Pl
Selected media:

Select the media for the CentOS LiveCD that you uploaded earlier. Click Insert.

ilogs ‘ &% Administration ]

% Linux vApp Running
J’ vApp Diagram | Virtual Machines  Networking

® % O 0 0 & &

linux-01

g

2 Dev_Org_VDC.. —4g

Click the green > icon to start the vApp and power on the virtual machine. You will notice that the thumbnail for
the virtual machine will refresh as the virtual machine begins its boot process.
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You can access the console for the virtual machine by clicking the thumbnail. If this is your first access attempt,
you will be prompted to install the VMRC browser plug-in.

Creating a vApp Template

A vApp template enables users in an organization to quickly deploy vApps that have already been configured.
By creating a collection of vApp templates, users can avoid the time required to set up and configure an
environment for use. It also can enable you as the administrator to define standardized versions of the vApps
you want users to deploy.

The use of fast provisioning (if enabled) with a vVApp template greatly accelerates provisioning of new vApps.
It might also cause you to see an object called a “shadow” virtual machine, because a linked clone cannot exist
on a different vCenter datacenter or datastore than the original virtual machine. If this occurs, vCloud Director
automatically creates and manages shadow virtual machines to support linked clone creation across vCenter
datacenters and datastores for virtual machines associated with a vVApp template. These shadow virtual
machines are exact copies of the original virtual machine created on the datacenter and datastore where the
linked clone is created.

To create a VApp template, we will use the vApp that you just created. From the organization Home screen, stop
the vApp by clicking the red stop icon.

4 » VMware vCloud Director

System | dev X

[G} Home |G} My Cloud ‘ Catalogs ‘ &% Administration

s Set up this organization
Quick Access

To start a vApp, click Start. To use a powered on vApp, click on its thumbnal

&k AddvApp from Catalog  “gg Build Newvapp  T5 Import from vs

Linux_vApp |
Actions: Linux_vApp
Open
o Start
@ suspend
Stopped o Stop

™ Lease expires: 30 da E Reset

Force Stop

Discard Suspended State

Enter Maintenance Mode

Exit Maintenance Mode

Share...

Change Owner

Upgrade Virtual Hardware WVersion

Addto Catalog... k

Copyto...

"

When it has stopped, right-click the vApp to bring up the Actions menu. Select the Add to Catalog... option.
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Add to Catalog: Linux_vApp @ | x
Add this wApp to catalog:
Mame: Linux_Live
Description:
Virtual datacenter: |(_]§B dev-yDC-01 | . |
Storage profile: |siver -]
Catalog: | Dev-Internal | v | This catalog is local to your organization.

Storage lease: 90 j |Day3 ~ | Expires on: 11222012 712 AM =

When this vApp is stopped, how long it is available before being
automatically cleaned up.

When using this template: (=) Make identical copy () Customize VM settings

This setting applies when creating a vApp based on this template. I is ignored when building a vApp using individual Vs from
this template.

[ OK ” Cancel l

You then can specify the various options for the vApp template. Provide a name and define the storage lease as
needed. You also can make an exact copy of the virtual machines or customize them when the template is used.
Customization of Microsoft Windows-based machines will require the installation of additional binaries within
the vCloud Director instance. Select the Make identical copy option and click OK to continue.

The vApp template now will be in the organization catalog. It can be used to deploy new vApps by selecting the
Add vApp from Catalog option.

Using Snapshots

Snapshots provide a means to make a point-in-time copy of a virtual machine or a vApp and all the virtual
machines it contains. This enables you to perform tasks such as destructive testing of a virtual machine, with the
ability to revert to the point in time when the snapshot was taken.

To demonstrate this, we first will create the means to quickly identify the effects of the snapshot. For this, we will
use the vApp that you created earlier. If the vApp is powered off, start it and open a console to the virtual machine.

linux-01

« » Applications Places System @ @ Z 111]'*;' @

Create Folder
Create Launcher...

Open in Terminal

Clean Up by Name
[+ Keep Aligned

Change Desktop Background

When you have a console to the virtual machine open, right-click the desktop and create a new document.
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linux-01
« > Applications Places System @@ f

=

Computer

centoslive's Home

N

—
Display

N

This file can detect the changes that occur within an environment when using snapshots.

Create Snapshot @ | 9

Create Virtual Machine Snapshot?
This will replace any existing snapshaot for this V.

[+] Snapshot the memory of the virtual machine

I OK || Cancel

Right-click the thumbnail for the virtual machine and select Create Snapshot. This brings up a window that gives
you the options to snapshot the memory of the virtual machine and/or to quiesce the guest file system. In this
example, you do not have VMware® Tools™ installed, so the Quiesce guest file system option is not available.
Select the Snapshot the memory of the virtual machine check box and click OK.
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Trash Properties

After the snapshot is complete, return to the virtual machine console. Delete the empty file you created earlier
by right-clicking it and selecting the Move to Trash option.

Return to the vCloud Director user interface and right-click the virtual machine. Select the Revert to Snapshot
option. Return to the virtual machine console. You will see the empty file again, because you took the snapshot
prior to deleting the file.
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Conclusion

Next Steps
With VMware vCloud Director, you can do the following:

* Increase business agility by empowering users to deploy preconfigured services or build a complete application
stack with a few clicks.

* Maintain security and control over a multitenant environment with policy-based user controls and
VMware vCloud Networking and Security 5.1 security technologies.

* Reduce costs—through increased resource pooling and automation—by efficiently delivering resources to
internal organizations as virtual datacenters.

* Follow an evolutionary path to the cloud by leveraging existing investments and open standards for interoperability
and application portability between clouds.

In this paper, we have shown how you can use VMware vCloud Director to transform your VMware vSphere
environment into a cloud environment. Refer to the VMware vCloud Director User’s Guide for more details.

To gain cost visibility into your VMware vCloud Director-based cloud environment, download and evaluate
VMware vCenter Chargeback Manager.

VMware Contact Information

For additional information or to purchase VMware vCloud Director, the VMware global network of solutions
providers is ready to assist. If you would like to contact VMware directly, you can reach a sales representative at
1-877-4VMWARE (650-475-5000 outside North America) or email sales@vmware.com. When emailing, include
the state, country and company name from which you are inquiring.

You can also visit http://www. vmware.com/vmwarestore/ to purchase VMware vCloud Director online.

Feedback

We appreciate your feedback on the material included in this guide. In particular, we would be grateful for any
comments on the following topics:

* How useful was the information in this guide?
* What other specific topics would you like to see covered?
» Overall, how would you rate this guide?

Please send your feedback to the following address: tmdocfeedback@vmware.com, with “VMware vCloud
Director Evaluation Guide” in the subject line. Thank you for your help in making this guide a valuable resource.
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