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1 Introduction

I he present document is the user guide of the datemgnmodel Self Organizing Maps (SOM) and

other post-SOM clustering models (hereinafter 2y8talustering), as implemented and integrated
into the DAMEWARE web application. It is a suite bferarchical models that can be used to execute
scientific experiments for clustering on massivéadsets, formatted in one of the supported type&CIA
(columns separated by spaces), CSV (comma sepafaiiees), FITS-Table (numerical columns embedded
into the fits file), VOTable, GIF, JPG and FITS-Igea

This manual is one of the specific guides (oneefach data mining model available in the webapp)ngav
the main scope to help user to understand thealedgpects of the model, to make decisions abeut it
practical use in problem solving cases and to use perform experiments through the webapp, by als
being able to select the right functionality asated to the model, based upon the specific prolaach
related data to be explored, to select the usescaseonfigure internal parameters, to launch gxpnts
and to evaluate results.

The documentation package consists also of a genkraference manual on the webapp (useful also to
understand what we intend for association betweerufctionality and data mining model) and a GUI
user guide, providing detailed description on howd use all GUI features and options.

So far, we strongly suggest to read these two marlgaand to take a little bit of practical experience
with the webapp interface before to explore specifi model features, by reading this and the other
model guides.

All the cited documentation package is available bm the address
http://dame.dsf.unina.it/beta_info.htnathere there is also the direct gateway to the wapp.

As general suggestion, the only effort requiredtite end user is to have a bit of faith in Artificia
Intelligence and a little amount of patience tamelaasic principles of its models and strategies.

By merging for fun two famous commercial taglines say: Think different, Just do it!
(casually this is an example déta (text) mining..!)
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2 SOM and 2-Stage clustering theoretical overview

The goal of this guide is to show the use of thiefang data mining tools, available through DAMEWRE
web application:

e unsupervised model for clustering/dimensional rédac Self Organizing Maps (SOM);
e alibrary of clustering model to be used as refjnjpost-processing) of SOM,;

START

Submit a training Reset back to first
— pattern to the training patternto try g
network again
training 7
Batterne: counterby 1

Adjust weights based
on learning rule

Epochs< N?

NO

STOP

Figure 1 - Flow chart of a generic unsupervised neal network

The theory of neural network is based on computationodels, introduced in 40s by McCulloch & Pitts
(2943), which reproduced in a simplified way thédnaour of a biological neuron. The neural netwaaks
self-adaptive computational models, based on tmeamt of learning from examples (supervised) of sel
organizing (unsupervised).

The self-organizing neural networks are suitabiete solution of different problems compared toneks
with supervised training. The main use of thesevaits is precisely the data analysis in order tontb
groups having similarities (pre-processing and dhiatering) or form classification (recognition iafages
or signals).

The supervised learning consists in the training aétwork by input/target pairs that, obvioushe knows
solutions of optimization problems in specific psirof data space (parameters space) of probleiifi itse
(classification, approximation or functions regiess Sometimes there is not the possibility to éhalata
relative to solution of problems but data to analygthout specific information on them (unsuperdise
training). A typical problem of such type is thesearch of class or groups of data with similar Uezgt
within an unordered group of data (clustering).
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2.1 The model SOM

The most well-known self-organizing neural networ&del take its name from the author: Kohonen (2001)
It is composed of a two layers network one of whicthe input layer while the other is the out@ytdr. The
neurons of the two layers are completely connetedach other, while the neurons of output layer ar
connected, each one of them, with a “neighborhaddieuronsThe connection weights in the output layer,
or Kohonen layer as it is commonly called, are sudiject to training, but they are constant andtjvesin
the neighborhood of each neuron.

Output layer

Input layer

Figure 2 — Self Organizing Map architecture

Only one neuron of the output layer must be wirfioereach one of pattern given as input to the ngtwo
This neuron identify a class to which the inputobgls. Each neuron of the Kohonen layer receives a
stimulus equal to sum of input multiplied by thepective synaptic weight:

AQ) = S(Kw(, k) * x(k) (1)

The neuron of output layer with the greatest attvavalue is chosen as winner and assumes valuelé
all the other assumes the value 0, following ttessic WTA rule (Winner Takes All). Generally, atsof
version of this rule is used: the WTM (Winner Takésst). Applying this rule, we can consider thepuuit
layer nodes connected following a lateral inhibitgystem called “Mexican Hat”. The Mexican Hat link
leads to the creation of activity bubbles, whicantify similar input. The goal of a Kohonen netwaskio
have near winning neuron for similar input, so thegry activation bubble represents a class oftimgti
similar features.

The behaviour just described is reached after thegmtation of many input pattern to the netwonk&o
number of times, modifying, at each input presémtatonly the weights which connect the winner aur
(in the output layer) with the neurons of inputdayThis according to the following equation:

Wk, PDnew = hj + nx (X(k) — Wk, ))oa) (2)
where:

W(k,j), synaptic weight of link beetween input k and winner node j
X(k), k feature of input pattern
n, learning rate, in range 10,1[

h; neighborhood function
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Practically, the weights to update at each inpes@ntation are as many as input neurons. In sevasak,

are updated, with the same criterion, using deargaglues ofn (learning decay), also the weights of

neurons within an appropriate neighborhood (dimeredly comparable with the positive part of Mexican
Hat).

axcitation

/ \ lateral distance
__---H"-\-\___,-"Il( Ill“\-\_\__,-"’#-ﬂ__

Figure 3 — Activation rule of a node with the “Mexcan Hat” function

Carefully reading the equation (2), we can seeithable is to rotate the synaptic weights vettothe input

one, in the parameters space. In this way, the evimeuron is even more trained to identification of
presented input Figure 4.

Figure 4 - Learning diagram with vectors (X input, K, and K, neurons)

When a self-organizing network is used, the gris@frons of the output layers is shown as a sattofity
bubbles that correspond to the class in which liperithm has divided the input, based on their kirtyy. If

a network is trained on data which classificatiskmown, each activity bubble may be associatezh&oof
the class.

However, the very attractive of unsupervised pamagi is to extract similarity information from the
manifold, working on Massive Datasets (MDS), meadun the real world. This kind of network shows
very well how generally, neural networks ddata intensive” process (more data than computations)
instead of‘fnumber crunching”process.

More activity bubbles can represent an input cl#sis: may be due to heterogeneity of a class drigo
extension in the space of possible shapes (incdse two input pattern placed in the extremes @fcthss
may led to creation of different activity bubble).

The input data can be normalized in a range (us{@ll] or [-1,1] as implemented in this softwark) order

to do this, a pre-processing phase on input dataguired. The normalization or the pre-proceseingata
can be done in various way, according to problgpe:tyn such case is important the shape of inptieipa
(recognition of signal or images), while in othases is important to keep intact a dimensionatiogiship
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between input pattern (to distinguish the pointiree by coordinates x / y within an area). The \utsg
vector are generated always in the range [-1,1].

2.1.1 SOM output grid visualization (U-matrix)

The U-Matrix (Unified Distance Matrix) is the standard for the evaluation and interpretagf a SOM.
During the training of the network the weights westof neurons are computed in such a way thatesigsnm
near on the map will be near also in the weightespln this way, the Kohonen layer can represents-
dimensional data on a map of two or three dimerssipreserving the topology.

Let it be:

n, neuron onmap
NN(n), setof node adjacent ton on the map

w(n), weights vector of neuronn

[[w(n), w(m)||, euclidean distance between weights vectors of neuron n and m
Uheight(ny value associated to neuronn

According to the following equation, a value wi# bssigned to each node of Kohonen layer:

Uheight(n) = Xm ENN(n)”W(n): w(m)|| (3

The value thus computed becomes an identifier efdistance between a node and his nearest neighbour
and can be visualized on a heat map in which legiburs represents nearby nodes in the weightsespac
while dark colours represents distant nodes (Mdet& Ultsch 2005). Typically, the map is represdre

a greyscale as shown in Figure 5.

- FEETEE me

EE &
N = EEEE
EEEE
I
(]

n
O
O
n
|

Figure 5 — Examples of U-Matrix

In order to increase further the interpretabilityJsMatrix is possible to overlay to each node BMfisome
pattern, a colour that identify the relative clus@bviously, the nodes without an overlaying coésbiround
have never been BMU of some input pattern.

2.2 2-stage clustering (SOM post-processing)

The goal of a 2-stage clustering method is to amecthe major problems of the conventional mettasds
the sensibility to initial prototypes (proto-clugtend the difficulty of determining the number @tisters
expected. The most used approach is the combinafioa hierarchical clustering method or a SOM,
followed by a partitional clustering method. Thenaif the SOM at the first stage is to identify thanber
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of clusters and relative centroids, overcame, tloblpms described above. In the second stage titigread
clustering method will assign each pattern to tsindive cluster. (Chi & Yang 2008).

Alternatively is possible to use the SOM to mapithpt data onto Kohonen layer, which nodes wiluised
In next clustering stage, which could be a SOMmgahierarchical or partitional method.

The main advantage of the second described appisachmake a clustering of nodes (proto-clustédr) o
Kohonen layer, which are generally less than imgattern. Therefore, this method led to an advaniaye
the computational point of view. However, in these, the choice of a number of expected clusteyshma
required (partitional clustering).

SR D O U
Stage 1 fmii_StageZ [:]
[ ] | D

SOM :g )

N input samples Kohonen BMUs clusters

Figure 6 — 2-Stage Clustering (general diagram)

From the above it is evident a well-known dichotowiy approach that distinguishes hierarchical and
partitional clustering. In both cases, it is alwayecessary to distinguish between the differenegypf
metrics used.

There are three post-processing methods actualplemented. The first one is the classic K-Means
algorithm (Hartigan & Wong 1979), which belongsctass of partitional clustering methods. The sedend
the U-Matrix with connected components (Umat-CCriga& Brown 2011), a hierarchical algorithm with
bottom-up approach. The third one is a model cdelte DAME group, inspirited by an agglomerative
method based on dynamics SOM, hereinafter definéldva Winners Linkage (TWL).

2.2.1 Post-SOM with K-Means

The K-Means is the classic example of partitiomastering.

Figure 7 — K-Means algorithm

In order to exclude completely the pattern fromlgsia carried out in this phase, the initial clustentres
are not selected based on the distribution of pdimthe dataset, but between the BMU calculatethby
SOM. This type of approach allows reducing the @ity to noise, because the BMU are local avesagke
the data and therefore less sensitive to theiratians. Even the outliers are not a problem becauge
definition, represents only a small percentagéhefrtumber of data and are unable to influence tbeegs.
However, if our aim was to find outliers, then thse of this approach would be counterproductive.
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Stage 1 Stage 2

—)Il

K-means | '

SOM

clusters

N input samples Kohonen BMUs

Figure 8 — 2-Stage Clustering (SOM + K-Means)

As already said, the subdivision into partitionguwrs between BMU nodes of Kohonen layer. In order t
execute this process, it is therefore necessaligewntify a number of clusters minor than the expeéct
number of BMU identified by the SOM.

2.2.2 Post-SOM with Umat-CC

In massive multi-dimensional dataset, the visuibraof clusters on U-Matrix can be difficult. Hahend
Brown (2011) propose a method to improve the imeggbility of Kohonen map, imagining the nodestses t
vertices of a graph in which the connected comptsn@@C) identify the clusters. The procedure tonitg
CC is based on concept that, for each one of telnbe exists a node, defined CC internal noghjch
gradient will be minor then all other nodes in aegne CC. The gradient of a node is computed asibotp
equation (3).

For each node on the map, the gradients of adjawetgs will be evaluated. If the gradient of thareied
node is not the minimum, then will exits a pathngldghe node with minimum gradient, which connebts t
nodes of a CC. The procedure stops on an inteotd and the next node will be examined. Showinthen
top of U-Matrix the CC thus created, the membersiiip node to a specific cluster becomes evidentaa
be seen in the example proposed by authors in &@ur

Y

Figure 9 — On the left the standard U-Matrix and onthe right the nodes connected by Umat-CC

The visualization method proposed by Hamel & Brq@®01) was not implemented because the method the
method proposed by us was considered more effective
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Figure 10 — 2-Stage Clustering (Som + Umat-CC)

Experimentally, the authors observed that the use dechnique capable of eliminating unnecessary
fragmentation of the U-Matrix and making it morent@mgeneous, improves the results obtained in thelsea
of the CC. This effect is obtainable through thel@ation to the map, of a blur filter commonly dsi
different graphics software. The basic idea of fiitisr is that each pixel becomes a weighted ayeraf the
pixels around it. The weight of each pixel is geeah proportion to the proximity to the pixel thist
currently blurring. The Gaussian equation usedtercalculation of the weights is the following:

_lli=jl

.. 1
GULj)=5—e 27 4)
where:

i, current blured pixel

j, pixel of which we are computing weight

[li = jll, euclidean distance on the grid between neurons i and j
o, width of gaussian function which define the bluring level

The application of this function, to all the pixslsrrounding the pixel considered for the blur] prbvide a
matrix of weights. The size of this matrix will depl on the number of pixels considered neighbolutiseo
current node. This parameter, known as kernel,beathe whole image or have a smaller radius. The ne
value of the currently analysed pixel will be thersof the values of the pixels included in the bialius,
multiplied by the respective weight.

Note that the results obtained with the Umat-CChmeétmay vary, in some details, according to theriolg
level applied (parameter of the equation (4)). There is not a rule for taculation of this parameter,
because it depends on the characteristics of #afepexperiment configured. Therefore, it willvgato be
manually set if the result obtained is not congdesatisfactory.

This adjustment procedure can be done looking thdalttix, which will be shown in output without
applying the filter. In this way, when the userdfipossible errors, will repeat the post-processeitjing a
blur level lower or higher depending on the case.

Figure 11 — Use of blurring level. An excessive hiing may produce mistakes as shown on the left.
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2.2.3 Post-SOM with TWL

The Two Winners Linkage (TWL) is a clustering mathaised as post-processing of Kohonen layer,
inspired by the neighbourhood computation techsidun Evolving SOM model (Deng & Kasabov 2003).
This mechanism consists of establishing a connedtesween the two BMU of each pattern. At the ehd o
algorithm, the connected components will show thusters. Unlike what happens in Evolving SOM, the
connections does not have a weight.

However, a mechanism to prevent the connectiorodés far away is required. In order to obtain tesult,

we can use the dual of the concept of a CC intarade, seen in the previous paragraph. The CCOnaiter
node was defined as a node that results to havadiegt on the U-Matrix minor than all the othejaaent
nodes. This occurs in the case in which the prelyomentioned nodes are very close to the intemnde.
Therefore, we could define a CC external node,demwehose gradient is greater than all its adjacedes.

HEEN
HE R

Figure 12 — External node (on red) on U-Matrix

An external node can be interpreted in differengysvdn the simplest case, the external node i8St and
so, it identify an empty area of data space. Tmegkes make the U-Matrix a powerful visualizationlto
distinguishing areas characterised by high dewdipattern (Figure 13).

EXTERNAL NODES

PN

NeEEEEEEE

o ‘
IIIIIIL\:ﬂ :

ANEEEEEEEENN

Figure 13 — External nodes on the U-Matrix identifyng low density areas of data space

If the external node is a BMU, there are two pdssiterpretations. The node may identify outliars so
the isolation of the node leads to their individomat(Figure 14).

12
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Figure 14 — External node as outliers identifier

Otherwise, in very complex dataset, an externakenwoay derive by a particular configuration of patte
When clusters are note clearly divisible, the exdenodes can be seen as “dividers” placed betwgen
clusters, making possible their division (Figurg.15

L]
. * .:.. o: i‘d.'.'“°
) .. .
‘ L ]
- .. .

Figure 15 — External nodes as clusters dividers

Considering the above, the Gaussian Blur filtegvah in the preceding paragraph, should take veny lo
values in order to avoid the excessive standaidizaf the map, not recognizing external nodes.

The following image (Figure 16) shows clearly tbhéerthat these external nodes may have in the gsaufe
clustering by the method explained.

..*l.——
EEEEEEEEEEERN
EEEEEEEEEEEEN

Figure 16 — Example of external node to individuatseparation zone and/or outliers
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2.3 SOM quality indicators

To evaluate the quality of a SOM obtained as &tage of a clustering process, we can use crgeggested
by Kiviluoto (1996):

i.  What is the degree of continuity for the map toggh
ii.  What is the resolution of the map topology?

A quantification of these two properties can beaol#d by computation of quantization error and
topographic error (Chi & Yang 2008).

2.3.1 Quantization error

The quantization error is used to the computatibrsimilarity of pattern assigned to the same BMU,
according to the following formula:

1 —_—
QFE = N ?]=1||WBMUL — x|l (5)

where:

Wemuw weights vector of BMU i

N, number of pattern of dataset
x,, input vector i assigned to current BMU

The equation (5) corresponds to the average dristof each pattern form its BMU.

2.3.2 SOM Topographic error

The topographic error is used to the computatioris§imilarity of pattern assigned to different BMU
according to the following formula:

TE = - ¥ u(w)) (6)
where:

N,number of pattern of dataset
— 1, iffirst and second BMU of pattern i ared adiacent on map
u(Xl) = .
0, otherwise

14
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2.4 Clustering quality indicator

The results of the second stage of clustering gpocan be evaluated using the Davies-Bouldin (DBgx.
This index measures the ratio of intra-cluster extda-cluster distances, measured from centroidsif3 &
Bouldin, 1979).

The internal scatter of a clust&rcan be written as:

1 — =3 .
Siq = ﬁﬁxjeci{lxl -zl i=1..K @)

where |C;| is the number of pattern assigned to clustgrandz are respectively a pattern of clustand his
centroid;q is an absolute valu; is total number of clusters.
The distance between two clusters can be written as

o 1/t
dije = |z - ZJlt - {Z?:1|Zsi - ZSflt} -

wherez e z represent respectively centroids of clusiessdj; z; e z; denotes the absolute value of the
difference between vectoz and z computed on dimensiog D is the total number of patterh;is an
absolute value. So the DB index can be written as:

DB =1 T/C, max; ., {201} ©)
Low values of this index indicate a better clustgriHowever, note that on non-linearly divisibletasat
could not be objective.

A more objective evaluation can be obtained if thester of each input data is known. In such case i
possible to computes the Index of Clustering AccurddCA) and the Index of Clustering Completeness
(ICQ).

Let it be:

NC;,number of tehoretical clusters
NC., number of clusters found
NCy,number of disjoint clusters

Two theoretical clusters are disjoint if the ingmtson of the label assigned by clustering progedke two
clusters is the empty set.

|[NC,—NC¢|

ICA = (10)
NC+NC;
cc=1-"4 (11)
NC;
Low values of these indices reflects best results.
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3 Use of the SOM and 2-stage Clustering models

For the user the SOM and 2-stage clustering systdfmsthree use cases:

« Train
e Test
e Run

Additionally to use cases just described, is pdsdib perform a Train starting form a previouslgited
network. This use case is call&esume Training.Note that, if the network is too much trained (fina
learning rate is greater than initial one), theéwsafe will perform auning phasen which only the winning
node will be update after each pattern presentation

A typical complete experiment consists of the failog steps:

1. Train the network with a dataset as input; then storeowdput the final weight matrix (best
configuration of trained network weights);

2. Testthe trained network with a dataset containing bofut and target features, in order to verify
training quality;

3. Run the trained and tested network with new datasEt® Run use case implies the simple
execution of the trained and tested model, likeregc static function.

3.1 Input

We also remark that massive datasets to be usé#ukeivarious use cases are (and sometimes must be)
different in terms of internal file content repretsion. Remind that it is possible to use onéheffbllowing
data types:

» ASCIl (extension .dat or .txt): simple text file rgaining rows (patterns) and columns (features)
separated by spaces;

« CSV (extension .csv): Comma Separated Values fithsre columns are separated by commas;

e FITS (extension .fits or .fit): fits files contairg images and/or tables;

e VOTABLE (extension .votable): formatted files coniag special fields separated by keywords
coming from XML language, with more special keywsdkfined by VO data standards;

» JPEG (extension .jpg or .jpeg): image files;

* PNG (extension .png): image files;

* GIF (extension .gif): image files;
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3.2 Output

The following table shows the output file produc@&tie table is valid for all the models describedhis
document, so in the name of file, <second stagdbbeisubstituted by the type of second stage sslec
(Auto, Kmeans, TWL, UmatCC).

FILE DESCRIPTION REMARKS
File containing the Must be moved to File
SOM_<second stage>_Train_Network_Configuration.txt | parameters of a trained Manager tab to be used for
network. test and run use cases

SOM_<second stage>_Train_Status.log
SOM_<second stage>_Test_Status.log
SOM_<second stage> Run_Status.log

File containing details on the
executed experiment

File that, for each pattern,
reports ID, features, BMU,
cluster and activation of

SOM_<second stage>_Train_Results.txt
SOM_<second stage>_Test_Results.txt
SOM_<second stage>_ Run_Results.txt

winner node
SOM_<second stage>_Train_Normalized_Results.txt File with same structure of | The file is produced only if
SOM_<second stage>_Test_Normalized_Results.txt precedent described file, but normalization of dataset was
SOM_<second stage> Run_Normalized_Results.txt with normalized features requested.
SOM_<second stage>_Train_Histogram.png
SOM_<second stage>_Test_Histogram.png Histogram of clusters found

SOM_<second stage> Run_Histogram.png

Quantization and
topographic error are always
produced. DB index is
produced only in 2-Stage
Clustering case. ICA and
ICC are produced only in
Test use case.

SOM_<second stage>_Train_Validity_indices.txt
SOM_<second stage>_Test_Validity indices.txt
SOM_<second stage>_Run_Validity_indices.txt

File that reports the validity
indices of the experiment.

SOM_<second stage>_Train_U_matrix.png
SOM_<second stage>_Test_U_matrix.png U-Matrix image
SOM_<second stage> Run_U_matrix.png

File that, for each node of

SOM_<second stage>_Train_Output_Layer.txt output layer, reports ID, The Uheight value is used tg
SOM_<second stage>_Test_Output_Layer.txt coordinates, clusters, number enerate the U-Matrix
SOM_<second stage>_Run_Output_Layer.txt of pattern assigned and 9

Uheight value.

File that, for each clusters,
reports label, number of
pattern assigned, percentag
of association respect total
number of pattern and its
centroids.

SOM_<second stage>_Train_Clusters.txt
SOM_<second stage>_Test_Clusters.txt
SOM_<second stage>_Run_Clusters.txt

D

SOM_<second stage>_Train_Clustered_Image.png

SOM_<second stage> Test_Clustered_Image.png Image that show the effect gf The file is produced only if

SOM _<second stage> Run_Clustered Image.png the clustering process input dataset is an image
SOM_<second stage>_Train_Clustered_Image.txt File that, for each pixel, The file is produced only if
SOM_<second stage>_Test_Clustered_Image.txt reports ID, coordinates, input dataset is an image
SOM_<second stage> Run_Clustered_Image.txt features and cluster assigned

SOM_<second stage>_Train_Datacube.zip Archive that includes the The file is produced only if
SOM_<second stage>_Test_Datacube.zip clustered images of each

input dataset is a datacube

SOM_<second stage> Run_Datacube.zip slice of a datacube

Table 1 — Output file list
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3.3 Experiment parameter setup

There are several parameters to be set to achiawent, specific for network topology and learning
algorithm setup. In the experiment configuratiorréhis also the Help button, redirecting to a wabep
dedicated to support the user with deep informadioout all parameters and their default values.

We remark that all parameters labeled by an aktaris considered as required. In all other casedi¢lds
can be left empty (default values are used and shwhe help web pages).

The following table reports the web page addrekseall clustering models and related use casdgesuof
this manual.

Functionality+Model USE SETUP HELP PAGE
CASE
ALL | http://dame.dsf.unina.it/clustering_som.html

train | http://dame.dsf.unina.it/clustering_som.html#train
test | http://dame.dsf.unina.it/clustering_som.html#test
run | http://dame.dsf.unina.it/clustering_som.html#run
Clustering_2-stage ALL | http://dame.dsf.unina.it/clustering_2stagesom.html
train | http://dame.dsf.unina.it/clustering_2stagesom.hsm#+kmeans_train
Clustering_SOM+K-means | test | http://dame.dsf.unina.it/clustering_2stagesom.hoi#+kmeans_test
run | http://dame.dsf.unina.it/clustering_2stagesom.hsmté+kmeans_run
train | http://dame.dsf.unina.it/clustering_2stagesom.hsmié+umatcc_train
Clustering_SOM+UmatCC test | http://dame.dsf.unina.it/clustering_2stagesom.hsmi#+umatcc_test
run | http://dame.dsf.unina.it/clustering_2stagesom.hsmté#+umatcc _run
train | http://dame.dsf.unina.it/clustering_2stagesom.hsmé+twl_train
Clustering_SOM+TWL test | http://dame.dsf.unina.it/clustering_2stagesom.hsmi#+iwl_test
run | http://dame.dsf.unina.it/clustering_2stagesom.hsmé+twl_run
train | http://dame.dsf.unina.it/clustering_2stagesom.hsmé+auto_train
Clustering_ SOM+automatic | test | http://dame.dsf.unina.it/clustering_2stagesom.htoi#+auto_test
run | http://dame.dsf.unina.it/clustering_2stagesom.hsmi#+auto _run

Clustering_ SOM

Table 2 — List of model parameter setup web help gges available
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4 Examples

This section is dedicated to show some practicaiges of the correct use of the web application.

Not all aspects and available options are repoltetia significant sample of features useful fagibeers of
DAME suite and with a poor experience about dataimgi methodologies with machine learning algorithms
In order to do so, very simple and trivial problemi be described.

Further complex examples will be integrated herhénext releases of the documentation.

4.1 First Example: Iris dataset

This example shows the use of the SOM model, witidéans at the second stage, applied to the ddteset
Note that the following guide is also valid for alithe other models described in this document. Modgl
are slightly different only for some input paramete. More information about input parameters can be
found in the paragraph 3.3.

The first step consists in the creation of a newkaace named for examm@emExpand the input dataset,
iris.txt, must be uploaded in the workspace just created.

Vorkspace v File Manager
— Workspace:
New Workspace Plot Editor | Image Viewer SOMEXp

Dow \g Edt File Type Last Access
#' Rename Workspace Upload @ Experimeni 3¢ Delete

& st asci  2013-09-03
Vs TestSOM A X

y TestESOM a x

y SomExp Qa x

Figure 17 — The starting point, with a Workspace (@mExp) created and input dataset uploaded

4.1.1 Train Use Case

Let suppose we create an experiment naBeaKmeanslris and we want to configure it. After creation,
the new configuration tab is open. Here we selétistering_SOM_Kmeans, which indicates the
functionality, the model and the type of secongetselected. We select alb@in as use case.

Workspace: somExp Select a Running ———re
Experiment: somKmeansiris Mode: - | 1@ \4
Selecta

Clustering_SOM_Kmeans | v

Functionalty * = Field is Required

Figure 18 — Selection of functionality and use case

Now we have to configure parameters for the expamimin particular, we will leave empty the notuigd
fields (labels without asterisk).

The meaning of the parameters for this use casedeseribed in paragraph 3.3 of this document. As
alternative, you can click on the Help button téaid detailed parameter description and their defalues
directly from the web application.
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We giveiris.txt as training dataset, specifying:
» dataset type:0, which is the value indicating an ASCII file
* input nodes 4, because 4 are the columns in input dataset;
e output rows: 5
e output columns 5
* expected clusters7, K parameter of Kmeans

Workspace: somExp Select a Running [+

) rain
Experiment: somKmeansiris Mode: : ra e

Select§ Clustering_SOM_Kmeans | v
Functionalty : * = Field is Required input file* : |/iris.txt v

configuration file v
@ dataset type*: 0

input nodes*: 4

wn

output rows*:

wn

output columns*:
output dimension
normalize data
neighbor size
epochs

final learning rate

expected clusters®: 7]

inttial learning rate

Submit

Figure 19 — The SomKmeanslris experiment configurabn tab

After submission, the experiment will be executed @ message will be shown when the execution is
completed.

Workspace v File Manager
= — Workspace:

7 New Workspace J Plot Editor Iu Image Viewer somExp

Dow | Edit File Type LastAccess

#' Rename Workspace Upload  (J§ Experiment 3 Delete
& st asci  2013-09-03
P4 TestSOM a X
Note X

V4 TestESOM

D) Experiment Finished.
/ Please, refer to somExp workspace for results
V4 somExp —
oK |

Figure 20 — Experiment finished message

The list of output files, obtained at the end a&f &xperiment (available when the status is “endes’§hown
in the dedicated section. Each file can be dowrddas moved in the Workspace.
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v My Experiments
Workspace:
somExp
Experiment Status Last Access XK Delete
4 somKmeansliris ended 2013-09-03 X
Download AddinWS File Type  Description

SOM_Kmeans_Train_U_matrix.png other U matrix of output layer

m

SOM_Kmeans_Train_Clusters.txt ascii  experiment clusters
SOM_Kmeans_Train_Network_Cor other internal network configuration
SOM_Kmeans_Train.log ASCIl  File log

SOM_Kmeans_Train_Status.log other experiment log
Figure 21 — List of output file produced

4.1.2 Test Use Case

In this paragraph is shown how execute a Test Wse Gtarting from a Train previously executed. Tiest
case is useful to evaluating the executed clugidrsinthe indices described in paragraph 2.4. Irerotd do
this, referring to the example shown above, we havee move the file
SOM_Kmeans_Network_Configuration.txt in the Workspace. Moreover, in order to executeeat,Twe
need a file with one single column, with the targesters of each pattern. Also this file must poaded in
the Workspace.

Norkspace:
somExp
Dow \g Edit File Type Last Access
& iristxt asci  2013-08-03
& iris_target.txt asci 2013-08-03

@&  SOM_Kmeans_Train_Network_Configura other 2013-08-03

Figure 22 — Moving configuration file in the Workspace and uploading of target clusters file

Now we have to create a new experiment and chdwsdunctionality,Clustering_SOM_Kmeans and
selectTestas use case. For this model, test has only fivedatary parameters:

e input file: iris.txt

« configuration file: file produced by a Train use case, which contakperiment parameters

« dataset target file:file that report the cluster of each pattern pnegethe input dataset

« dataset type:0, which indicates and ASCII input file

e expected clusters3, K parameter of K-Means
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Workspace: somExp Select a Running 1o
Experiment: testlris Mode: : s hd
Selecté Clustering_SOM_Kmeans | v
Functionality : * = Field is Required input file* : |/iris.txt v

configuration file* : |/SOM_Kmeans_Train_Net| v
@ dataset target file* : |/iris_target.txt v

dataset type*: 0

expected clusters®: 2|

Submit

Figure 23 — The SomKmeansilris test configuration ta

After submission, the experiment will be executaed will produced the output file expected.

4.2 Second Example: choice of second stage

As often happens, is difficult to determine a gribe best post-processing method of SOM, assunviag
want to use one of them. In this case, a good isalus proposed by thé&€lustering_SOM_Auto
functionality.

Workspace: esomExp Select a Running Train o
Experiment: image Mode: :
Selecta

Clustering_SOM_Auto v

Functionally : * = Field is Required

Figure 24 — Automatic post-processing functionaliy

The following flowchart explain the behavior of thmdel. Let it beK the number of expected clusters.

K defined by
the user ?

Number of
BMU >K?

K = /Number of pattern

Umat-CC K-Means

Figure 25 — Behavior of the automatic post-processjy
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If some knowledge on the number of expected clustaewvailable, it can be used. Otherwise, heuabyic
the expected number of cluster will be the squa@ of the number of patterns in the input dataset.
Obviously, in order the use the K-Means as postgssing method, remembering the behavior desarmibe i
paragraph 2.2.1, the number of expected clustet baukess than the number of BMU found by the SQM a
first stage. Otherwise will be use the Umat-CC rodtthat is independent from the number of clusieis
BMU. However, this process does not allow evaluptine best method to apply in relation to the input
problem. In order to do this we can proceed as shiovthe following example, in which an astrononhica
image in FITS format will be used as input data&éer the creation of the Workspace and the uploadf

the input datasen101.fits an experiment must be created, selecBhgstering_SOM as functionality and
Train as use case.

Workspace: somExp Select a Running [+
3 irain v
Experiment: SOM Mode
S
~ Selecta (o) ctering_sOM v
Functionalty * = Field is Required input file* : |/m101.fits v
configuration file v
@ dataset type*: 3
input nodes*: 1

output rows*: S
output columns*: g
output dimension
normalize data
neighbor size
epochs
intial learning rate

final learning rate

Submit

Figure 26 — SOM single stage functionality

A the end of the experiment will obtain a trainetwork to which apply any one of the post-procesgsin
method by creating another experiment and seleGingtering_SOM_Kmeans,
Clustering_SOM_UmatCC or Clustering_SOM_TWL and being careful to seleRun as use case.

Workspace: somExp Select a Running

3 . Run v
Experiment: Kmeans Mode

Select a

Clustering_SOM_Kmeans | v
* = Field is Required input file* : |/m101.fits v

configuration file* : |/SOM_Train_Network_Cor v
@ dataset type*: 3
1

expected clusters*:

Functionality

Submit

Figure 27 — Clustering_SOM_Kmeans in Run use case

The Run use case ensure that the network parameters readte configuration file will be not modified
and so, starting from the configuration file ob&infrom the SOM single-stage, every post-processing
method will work on the same trained network arelrdsults can be compared.
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5 Appendix — References and Acronyms

Abbreviations & Acronyms

A&A
Al

ANN

ARFF
ASCII

BoK
BP
BLL
CcC
CSOM
Csv
DAL

DAME
DAMEWARE
DAPL
DL

DM
DMM
DMS
FITS
FL

FwW
GRID
GSOM
GUI
HW

Meaning
Artificial Intelligence

Artificial Neural Network

Attribute Relation File Format

American Standard Code for
Information Interchange

Base of Knowledge

Back Propagation
Business Logic Layer
Connected Components
Clustering SOM

Comma Separated Values

Data Access Layer

DAta Mining & Exploration

DAME Web Application REsource
Data Access & Process Layer
Data Layer

Data Mining

Data Mining Model

Data Mining Suite

Flexible Image Transport System
Frontend Layer

FrameWork

m DAta Mining & Exploration

Program

A&A
KDD

IEEE

INAF
JPEG

LAR
MDS
MLC
MLP
MSE
NN
OAC

PC
Pl
REDB
RIA
SDSS
SL
SOFM
SOM
SW
TWL

Global Resource Information Database Ul

Gated SOM
Graphical User Interface

Hardware

URI
VO
XML

Meaning
Knowledge Discoverin Databases

Institute of Efdrical and Electronic

Engineers
Istitutod¥ionale di Astrofisica

Joint Photographic Experts Group

Layered Application Artdtture
Massive Data Sets
Multi Layer Clustering

Multi Layer Perceptron
Mean Square Error

Neural Network

Osservatorio Astronomico di

Capodimonte
Personal Compute

Principalestigator
Registry &dbase
Rich Internet Application
Sloan Digital Sky Survey
Service Layer
Self Organizing Feathtap
Self Oizjag Map
Software
Two Winners Linkage
Usszrface
Uniform Resource Indicator
Virtual Observatory

eXtensible Markup Language

Table 3 — Abbreviations and acronyms
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Reference & Applicable Documents

Title / Code Author Date
Dynamic cell structure learns perfectly topologyegerving | Bruske J., Sommer G. 1995
map Neural Comput. 7 845-865
A Two-stage Clustering Method Combining Ant Col8@M | Chi S-C., Yang C-C. 2003

and K-means. Journal of Information Science and
Engineering 24, 1445-1460

A cluster separation measure”|lEEE Transactions onDavies D.L., Bouldin D.W. | 1979
Pattern Analysis and Machine Intelligence. Vol224-227

On-line pattern analysis by evolving self-organigzimaps | Deng D., Kabasov N 2003
Neurocomputing 51, Elsevier, 87-103
Improved interpretability of the unified distancetnix with | Hamel L., Brown C.W 2011

connected components”. Proceedings of the 2011
International Conference on Data Mining

Extending the Kohonen self-organizing map netwddks | Kiang M. Y 2001
clustering analysis Computational Statistics & Data
Analysis. Vol. 38, 161-180

Topology preservation in  self-organizing  mapsKiviluoto K 1996
Proceedings of the International Conference on Ideur
Networks294-299

Self-Organizing Maps™3™ ed., Springer Kohonen T 2001
U*F Clustering: A new performant cluster-mining mnetl on | Moutarde F., Ultsch A. 2005

segmentation of self-organizing map’Proceedings of
WSOM '05, September 5-8, Paris, France, 25-32

Clustering with SOM: U*C.Proc. Workshop on Self:Ultsch, A 2005
Organizing Maps, Paris, France. 75-82
Clustering of the Self-Organizing MaplEEE Transactions Vesanto J., Alhoniemi E 2000

on neural networks. Vol. 11, No. 3, 586-600

A K-means clustering algoritiin Applied Statistics, 28, Hartigan, J. A., Wong, M. A| 1979
100-108

Table 4 — Reference Documents
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Al
A2
A3
A4
A5
A6
A7
A8
A9
A10
All
Al12
Al13
Al4

Al15
Al16
Al7

A18

A19

Program
Title / Code Author
SuiteDesign_VONEURAL-PDD-NA-0001-Rel2.0 DAME Waing Group
project_plan_VONEURAL-PLA-NA-0001-Rel2.0 Brescia
statement_of work VONEURAL-SOW-NA-0001-Rell.0 eBcia
mipGP_DAME-MAN-NA-0008-Rel2.0 Brescia
pipeline_test VONEURAL-PRO-NA-0001-Rel.1.0 D'Aisco

scientific_example_ VONEURAL-PRO-NA-0002-Rel.1.1 D'Abrusco/Cavuoti

frontend_ VONEURAL-SDD-NA-0004-Rell.4 Manna
FW_VONEURAL-SDD-NA-0005-Rel2.0 Fiore
REDB_VONEURAL-SDD-NA-0006-Rell1.5 Nocella
driver_VONEURAL-SDD-NA-0007-Rel0.6 d'Angelo
dm-model VONEURAL-SDD-NA-0008-Rel2.0 Cavuoti/Di Glai
ConfusionMatrixLib VONEURAL-SPE-NA-0001-Rell.0  Casil
softmax_entropy_ VONEURAL-SPE-NA-0004-Rell1.0 Skorslkiv

Clustering con Modelli Software Dinami&eminario Dip.| Esposito F.
di Informatica, Universita degli Studi di Napoli drexico

I,

http://dame.dsf.unina.it/documents.html

dm_model VONEURAL-SRS-NA-0005-Rel0.4 Cavuoti
DMPlugins_DAME-TRE-NA-0016-Rel0.3 Di Guido, Brega

BetaRelease ReferenceGuide DAME-MAN-NA-0009-| Brescia
Rell.0

BetaRelease_GUI_UserManual_DAME-MAN-NA-0010-Brescia
Rell.0

SOM and 2-stage clustering models Design
Requirements.
som_DAME-SPE-NA-0014-Rel4.0

akdposito, Brescia

Table 5 — Applicable Documents
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19/02/2008
30/05/2007
04/04/201.1
17/07/2007
06/10/2007
18/2609
14/04/2010
29/08/20
03/06/29
22/03/2010
07/07/2007
02/10/2007
2013

054109
14/04/2010
28/10/2010

03/12/2010

2013
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