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Abstract: We consider computer assisted troubleshooting of complstesis, where the objective is
to identify the cause of a failure and repair the system abwasekpected cost as possible. Three main
challenges are: the need for disassembling the systemgiwoimbleshooting, the difficulty to verify that
the system is fault free, and the dependencies in betweepawents and observations. We present a
method that can return a response anytime, which allows abttin the best result given the available
time. The work is based on a case study of an auxiliaril] bragystem of a modern truck. We highlight
practical issues related to model building and troubleshgan a real environment.

Keywords: automobile industry; decision support systaiieggnosis; diagnostic inference; fault
diagnosis; probabilistic models.

1. INTRODUCTION In the planner the probabilities are used to solve a general
search problem in an AND/OR graph. An optimal solution is
Modern automotive mechatronic systems are often complguaranteed if sufficient computing time is allowed. Sindalto
products integrating electronics, mechanics and softw2me  repair time is crucial and longer waiting times for the metdha
to their intricate architecture and functionality they aften is generally not acceptable, the time to find the solutiom, i.
difficult to troubleshoot for a workshop mechanic. With comthe next action for the mechanic, is crucial. Therefore we
puter aided troubleshooting the cost for troubleshootind a emphasize on the anytime behavior of the proposed solution.
repair can be reduced and less experienced mechanics canfhat is, the proposed solution quickly computes an action
supported during their work. leading to an acceptable repair cost and also that, for every
additional computation time allowed, the expected repast c

Inspired by an application study of an auxiliary heavy truc i imizi i
breaking System, calied thetarder, we develop a novel de- Ifascggrr:IS|derany reduced by optimizing the choice of the next

cision theoretic approach to troubleshooting. The objeds ) . . .
to find a sequence of repairs and observations that leadsWe begin by presenting the retarder system and discussing
a fault free truck at lowest expected cost. Earlier appbicet modeling issues in Sections 2 and 3. We then present the
studies typically consider electronic systems, such aggm troubleshooting system in Section 4 before summing up with
and electronic control units (Heckerman et al. [1995], Lsetg  application results in Section 5.

and Jensen [2002], Olive et al. [2003]). In comparison with

these earlier application studies, the automotive meghitr

system considered here imply that the solution to the trou- 2. THE RETARDER
bleshooting problem needs to take a number of additiona¢ss . . . .
into account. The retarder is an auxiliary hydraulic braking system that a

o i . o . lows braking of the truck without applying the conventional
First, in automotive mechatronic systems it is not as sttaig brakes. It consists of a mechanical system and a hydrasjisal
forward to determine whether a repair have solved the pnoble tem, and is controlled by an electronic control unit (ECU3Th
In the previous works, it is assumed that after each repair it retarder generates breaking torque by letting oil flow tigtoa
verified whether the system is fault free or not. Such a veriotor driven by the propeller axle causing friction. Theeio
fication is often expensive in automotive mechatronic syste energy is thereby converted into thermal ener?y in the atlith
and therefore it is not presumed in the present work. Thiswmeacooled off by the truck’s cooling system. At full effect anigih
that we need to compute probabilities after interventioasaf-  rpm, the retarder can generate as much torque as the engine.
ter changing the system with the repairs. Second, auto_gnot|¥ . .
mechatronic apﬁhcatlons typically contains dependendaie Ihe retarder, which is a re;r)]resentatwe_ system of heavy duty
between faults that arise during operation. These depefeten trucks, is difficult to troubleshoot due to its complexityddine
change when intervening with the system, and complicates tRombination of both mechanical, hydraulical and electahi
probability computations further, see e.g. Pearl [2000jrd, Ccomponents.
not all parts of the retarder can be reached without firstseisa

sembling other parts of the system. This means that the level
of disassembly, and the extra time required for disassearidy 3. MODELING FOR TROUBLESHOOTING

assembly actions, needs to be considered in the solution. The retarder is a set afomponentsvhich may be faulty or_
During troubleshooting the aim is to guide the mechanic bfault free, and which can be repaired. During troubleshmapti
finding the next repair or observation such that the expect retarder often must be assembled or disassembled. For
repair cost is minimized. Here, the troubleshooting probie  example to replace the oil pressure sensor, the retardesels
formulated as a decision-theoretic problem. The trouldesh to be drained and the oil cooler needs to be removed. Each
ing system consists of an action planner and a diagnoser. duch disassemblable part is called @asembly elemenAn

the diagnoser, probabilities for combinations of faulese@m-  actionis variable defined by its requirements on the state of the
puted using a BN. assembly elements, its cost, andgifects An effect is either an
observation, a repair, or a mode change of an assembly efemen
* Supported by Scania CV AB, IVSS, and Vinnova VICT and generatesraquesto the mechanic.
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Fig. 1. A Bayesian network for the retarder

In the paper we use capital letters for variables and lowétere we choose components to be minimal repairable units.
case letters for their values, e@. = c. Vectors are written Furthermore, we allow several components to be faulty at the

in bold face. For probability distributions we writB(c) to ~same time.

denote the probability thal’ = c. For variables in all kinds Driver or Mechanic Observations concerning the perfor-
of graphspa(X ) denotes the parents &f andch(X) denotes mance of the vehicle, for example the braking torque, can be

the children ofX.. obtained by asking the driver or by letting the mechanic per-

In the remainder of this section we describe the differedfrm a test drive. In general, the answer from the mechanic
models used: a Bayesian network for probability computatio IS |ess uncertain but is often obtained at a higher cost since
an assembly model describing the relations between asyemm's more expensive to let the mechanic perform a test drive

elements, and finally the modeling of actions. an interviewing the driver. The driver’s answers can drgy
y 9 obtained at the beginning of troubleshooting. It may be #sec

that the driver's answers bias the mechanic. For example, if
the drlvet;I corr]npl?]ms abtr)]ut unc%ntt)ro_lla]l(lble bra(ljangdtorbque i
; - that the mechanic will be influenced and obseeve t
We use a Bayesian network (BN) to model dependencies an?gr;a € e o0 ; ;
: ; : : ymptom with higher probability. This case is modeted a
the retarder. A BN is a directed acyclic graph where vargbl .gﬁpendency between the observation node€)seadOs in
¢

3.1 Bayesian Network for Troubleshooting

are represented by nodes and dependencies are represgnt
directed edges. See for example Jensen [2001] for a rekere re 1 for an example.

on BN. Several Observations of Same ComponeBSbme components

A BN for troubleshooting consists of two types of variablegan be observed at several places, for example the cable be-

(nodes):componentsand observations Components are de- tween the retarder and the ECU can be observed both at the

notedC;, and have the two states No Fault{) and Faulty ). ECU,O19 and at the retardep,. They are two different obser-

Observations are represented by varialilgs and represent Vations since they need two different assembly states. Hewe

observations that can be made, &iyleakage at Proportional thereis a dependency between the two observations, sitiee if

valve and Engine warning lamp Observations are thicaIIy cable is found broken at the ECU it is less likely to be damaged

driver's observations, observations made in the worksBop, &t the retardealso

agnostic Trouble Codes (DTCZS? generated in the ECU urlr]ge . . .

driving, or direct observations of components. A directerbs berception In some observations there may be uncertainties.

vation is obtained by direct inspection of a component waeth For example the observatidreakage air tubg0,4) can be

it is faulty or not. mistaken forLeakage air valveqO;5). We model this by
adding dependencies from both components (tube and valve

In Figure 1 a BN for the retardeluring operatiorof the system package) that can be mistaken for. We give these obsergation

is shown. The BN is based on engineers expert know! edge, athdlee possible values: “Sure”, “Ambiguous”, and “No leatag

consists of 22 component nodes, denofad- Css, and 23 ) )

observation nodes, denotél - O,3. Direct observations of 3.3 Modeling Observations

components are not shown in Figure 1. . . - .
P 9 An observation is an indicator of faults in a subset of the

components, which are modeled as parents to the observation
node. There may be false indicators as well as missed faults.
en an observation is performed, evidence is added to the
fresponding node. The value of an observed observation
is assumed to be the same until at least one of its parent
components is repaired. For example if Oil on cooléagﬁ
is observed, the result will be the same until the Gasket on
Components There are several ways to choose the compgrearhox side(y) is replaced. Except that this way of modeling
nents in the BN. The maximum size of components are St natural for most of our observations, it also prohibit the
of parts of the retarder that always are repaired togethtew, atroubleshooting algorithm from being trapped in cycles rehe

may lead to that more parts than necessary are replacedydurin

troubleshooting. Choosing smaller sets of parts of thedeta There may be direct dependencies between observations. We
as components in the BN is possible, but gives worse perfaissume that all observations that are directly dependeetha
mance in the troubleshooting algorithm and may give morgame parents. This is the case for the two types of deperegenci
parameters that need to be determined in CPT:s. between observations described in Section 3.2.

3.2 Practical Issues when Building BN for Troubleshooting

In most cases, components are parents to observations. H
ever, there are deviations from this structure which coocapdis
the troubleshooting task.
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Fig. 3. The troubleshooting system.

approach in diagnosis is to utilize Dynamic Bayesian Nekwor
) ) ) ) ) (DBN), see e.g. Weber et al. [2006]. However, in our settings
Fig. 2. Dependencies are different during operation, when anterventions, the change of causality, and the fact thabaer-

riving at the workshop, and after a repair. vation is the same until one of its parents is repaired carafs
the application of DBN.

In the current work we take a another approach, we begin with
Repairs are assumed to be always successful, meaning th%‘i1 BN describing the system during operation (or equalist |

3.4 Modeling Repairs

i ; efore troubleshooting begins) and update the BN as repairs
component is known to become fault free after repair, and th re performed. With the “almost two-layer-structure” show

no other faults are introduced during repaitowever, itis not - jn Figure 1 the1probability computations become simple with

known whether the repair action made the truck fault freesi s approach. The details of the computations and updages a
we could have repaired an already fault free component, ﬁiresented in Section 4.1.

since we handle multiple faults, there may be other compisne
that are still faulty.

The criterion for ending troubleshooting is that the F;:dater ] ) o )
probability that no fault is present is large enough. EitheAs mentioned in the be?mnmg of Section 3, assembly ele-
this happens automatically during troubleshooting, oraih ¢ mentis a disassemblable part of the vehicle such as the noise
be verified by performing’a verifying observation (typigall shield under the retarder or the oil cooler. Each assembly el
resembling the system and perform a test run). VerificaBon ment can be in one of two modesisembled or disassembled.

often expensive, and it can not be assumed that verificagion\We model the relations between assembly elements as a di-
made after each repair. rected acyclic graph called tlassembly graptvhere each node

Faults can only appear during operation of the system. I?uri eprﬁ_?gnts a]}nhasseanbly e(ljemebnt_. T?] be %e r%?%ﬁnbéed
troubleshooting, the system is paused and no new faults ¢ é‘F |hren0dt e node nee tlcl) eint e m ermoe %” tob
appear. This also means that causal dependencies betw trﬁ” ego.dzsassemble%? parentbslo the node needs to be
faults are different during operation and at the workshdps,T T 1€ [0 edw”‘w“mblg‘li- arassem y statss an asF]S|gn;ntgntf
in combination with the fact that we not presume verificatiolQ! MOd€S t? athassem yb? eT":{”t.S' fn”conttJrast tobtl e stdleo
after repair force us to handle interventions in the BN. This COMPONents, the assembly state IS Tully observable.
further illustrated in the following example. . )

%6 Modeling Actions

Consider the causal graph in Figure 2, which describes a su
part of the retarder. In Figure 2 nodes represent obsenstio\When troubleshooting the retarder, the mechanic can choose
components, and repairs, and edges denote causal depen@iefiveen 70 actions to perform. Each actidp has abase
cies. In the retarder, a faul®il (C9) may cause th&®adial cost a set ofpreconditionsP, and an ordered set affects
Gasket at gearboiCy) to brake during operation. When the £, The preconditions are all of the type = = wherez ¢

truck arrives at the workshop, the observatimoneous Ol { ssempied, disassembled } andd is an assembly element. The

(O21) will change our opinion about in the Radial Gasket a : .
e%%ox. However, after replacing Oil (repaii@f,) there is no  SHECts can be to repair a componefif repair (C), to ob-

onger any dependency between the Oil and the Radial GasRé&fve the value of an observatihin the Bayesian network,
until the retarder has been run again. In Figure 2 the thredserve(O), or to assemble or dissassemble an assembly ele-
different sections represent different situations. THerlest ments, assemble(§) or disassemble(9).

section (denoted,..,,) shows dependencies during operation . . .

the middle sectiont(,,,xsn0p) Shows dependencies when theFor each componert; there is at least one action with the
truck has just arrived to the workshop, and the rightmosimec effect repair(C;) and for each observatio®;, in the BN,
(trepairoi+) Shows dependencies after repalr(%fg. In the there is at least one action with the effediserve(O;). For
figure, dependencies between components at different timeach assembly elemenj there is exactly one action with
illustrates that components do not change unless repdited. the effectassemble(d;) and exactly one action with the effect
arcs between observations mean that we can only perform BRassemble(5;)

observation once, as described in Section 3.3. e

After repairing a component, its related observations can B °f €xample the action Replace Oil Pressure Sensg) (
performed again. Sometimes the observations need a test df@s base costosi(A7) = 175, preconditionsP(A7) =

In practice. We assume that time time scale for faults tocaffe (61 = disassembled, ds = disassembled), and effect(A7) =
observations is short in relation to the time for a componertepair(C7)}. Actions can have more than one effect, e.g.
to affect other components to be faulty. Therefore, we caphen the mechanic removes the noise shield the observation
still use our assumption that no new faults appear duringil on noise shield(O5) will be made even if this was not
troubleshooting. the reason for removing the noise shield. Therefore the ac-

In Breese and Heckerman [1996] probability updates with irio" Rémove noise shi€lids>) is modeled with the effects
terventions are handled using so called persistence ntywor (Ae2) = {disassemble(02), observe(O2s)}.

where mapping nodes are used to track dependency changes.

In Langseth and Jensen [2002] computing probabilities wit 4. TROUBLESHOOQOTING SYSTEM

interventions are avoided, since it is assumed possiblé-to a

ways verify the consequence of the repair. Another atiracti The troubleshooting system consists of two subsystemstithe
agnoserand theaction planneysee Figure 3. The actionplanner

1 This assumption can be relaxed in the framework, but may teadon- determines the next action so that the expected cost ofriegai
optimal troubleshooting the vehicle becomes as low as possible, and the suggests the

3.5 Assembly Model




request caused by that action to the mechanic. As described i
Section 3 requests are operations to be applied to the suck,

as repair (C'), observe(O), and assemble(d)/ disassemble(d).

The mechanic returns the outcome of the request, The outcome
of a request is called an event, and is either thas repaired,

the valuesO = o of the observation, or that they system is
assembled/disassembled.

To be able to determine the next action the planner creates a
conditional plan of actions called lmubleshootin? strategy
and uses the diagnoser to predict the outcome of futurerectio
The diagnoser uses the BN to compute the probability distrib _. - .
tion over ﬁossible combinations of component states giVlen & 19- 4. Schematic picture of the change of the BN when repair-
events. The probability distribution over the componeatest ing componenc’; .

is called thebelief state If an assignment of component stateg,
to all components has probability larger than zero is cadled
diagnosis.

epair  Now, let the new event be the repair of component
Repairing a component means that fwece the component to
be fault free by intervention, rather thaiservingit as being
4.1 Diagnoser fault free. Therefore, it is not sufficient to only add thedwaice

: 9 CB = NF to the BN. '%’hﬁe dc;ﬁerencedb'etvl\:/’eenlIF%S{)V()G]”EJO% and
The planner sends the previous belief state, i.e. the pilityab OPServations is carefully discussed in Pear :
distributionb;_; = P(c*~!|e1,_1) and the ordered sef., = nomenclature from Pearl [2000] we writh(C; = NF) to

(e1,...,e:) Of events up to and including the last event to théjenote repair of componeht
diagnoser. The diagnoser determines the current belied sté\fter a repair we update the belief state as
bi11. As described in Section 3.6 an action can lead to a _p , do(C: = NF)) =

sequence of requests, and thus a sequence of events. In the t(c) (clewt—1, do(Cs )

diagnoser, events are handled recursively, and it is sefffici _ if c; =F (4)
to study the probability updates for one event at the time. = ) b;_1(c) +b—1(¢) if ¢; = NF
We use the convention that a time step is taken after each R . AN A . .
new evidence. In accordance with e.g. ensen_&ZOOl] we call Wherec = (é1,...,¢én),¢ =c;, j # i, andé; = F.
an assignment of a variable in the BN an evidence. Eventhis means that andé are the same assignments of component
concerning observations and repairs are evidence. states except for componentwvhich is faulty in¢ and fault free
in ¢ (by the condition in (4%1.

General Idea The main idea is to use a Bayesian network
(BN) to answer queries in the probability computations. HOWUpdatin the BN When the event is an observation, depen-

ever, as discussed in Section 3.1 repairs change depeaden i i
in the BN and therefore the BI§; must be updated as repairstahbengﬁ?enﬁtgﬁ%cﬂogegstl_n the BN are not affected and we keep

are performed during troubleshooting.

Let B, denote the B_Nllat tirrPerl\\llhen trogbleshbqotinrg]] beginsﬁg
attimet = 1, we initialize the BN to one describing the system: : ;
during operation. For the retarder this BN is shown in Figure ggnuorteeé' ([%)a%esglggggpvzgy?rt]eg a:jtrgtzt(ig)d tcr:)%qgrg\%/arrl]?sde
and for the small example in Figure 2 it is represented by the™ ™ ! - Tig ' pone

leftmost section. As repairs are performed, we update the BIgPaired. To represent the repair we add a new variable
from B; to B;_. (dashed) that denotes the state of compomexiter the repair.

Furthermore, new variable®; and O; (dashed) are added

To investigate how a repair affects the BN, study the exam-
le with two components and three observations in Figure 4.

t t t i .
hgtgth;t (1, ¢y) be the component states at timeVe 5 represent the observations related to compoheiter the
v et _ P! 1 repair. The new componeut;” is known to work correctly,
(c'ler—1) = P [er—1), (1) 5o evidence is added to this node and mark it with gray. The

meaning that observations and repairs made attimes,t—1  new observations on the other hand, have unknown values. Fur
do not change the states of the components from timel  thermore, since the system is paused during troubleshgotin
to time ¢. To Sﬁmp“fllﬁ notation e omit subscript on the  the component; after repair can not cause any new faults
components when referring to the componeniSyn in other component, nor be affected by any other component.
Below, we explain how the belief state and then BN are updatddus, even if there is a direct dependency betw€eandCs,
as observation and repair events are obtained. We do not cefere is no dependency betwe€fi andCs.
sider assemble/disassemble events since they do not tiféect ] o )
belief state. Now note that in (3), the probabilities that are computedgisi
the BN are always the probability of an observatigrcondi-
Observation event First, let the event at timebe an observa- tioned on the states of the components after the last refmair.
tion e; = o;. We can then, by using (1), update the belief statthe system in Figure 4, for example, we may compute the prob-

b recursively as ability of any of the observation8;", O3, or O, conditioned
. _p _ Plojle,ers—1)bi—1(c) @ on {C}t = NF,Cy = cy}. After the repair of componerit,
t(c) = Plclevt—1,05) = Por : observe(O3) is a request that the planner never will ask, and

. o - thus the the probability foD; = o3 is not of interest an
wherep,, , is a normalization constant independentbfand  qre. Further?nore, pro){)abilities of the type (3) are co'orjétdy
b.—1 is the belief state at the previous time step. To determing, the complete vector of component states. Therefore,do ol
the third term in (2), observations will be of interest, unless they are direcseawf
P(ojlc,er.t—1), (3) the new observations. By the assumptions on the obsergation
. " in Section 3.3, only observations that have the same parents
we use trf]‘.e BNB; . D_lue to ”f‘e almqlst two-layer’-structure of gra”allowed to have direct de[t))endency relations. Thusether
the BN this probability is often easily computed. In part&y s ajways a new copy of the observations that are children or
in whereO; has no direct dependencies to othercor_nponentsTj rents of an observation of a component after repair. This
is simply the conditional probability for the observationthat  leads to that there are nodes in BN 4(b) that will never be
can be directly found iuB;. used. In Figure 4(c) nodes and dependencies that will beinsed



computations after the repair of componeérdre marked with troubleshooting strategy* is an optimal troubleshooting strat-
bold lines. egyins if

Since we always consider queries of the kind (3), we canysafel T = argrrlmnECR(”’ 5)- ®)
remove the nodes that are not used in future computations. Re mell(s)

moving these unused nodes from Figure 4(c) gives Figure 4(Gphe expected cost of repair of is theminimal expected cost

Now, if in Figure 4(d) we rename the nodé§ , O, andOy , of repair, ECR™(s). This strategy can be found by, at each
to C;, Oy, andO5 we obtain the BNB,. ; to be used for next €ncountered non-goal state, choose an actisuch that the
evidence. expected cost of repair becomes minimal.

. . : : Proposition 1. (Minimal Expected Cost of Repair) Latbe the
Instead of introducing new nodes for variables, deleting olrootp node of a(troumeshogﬂng strategy withpthe)actigrand

nodes and updating node names as in Figure 4 we can s i i
marize the BN updating in the following four steps taken Wh%wmi:},/:tem state,.. Then theminimal expected cost of repair

a repair of componeritis performed. . .
(i) Update the belief state with the repair actighi = NF) ECR™(sn) nclzin(wSt(a"’sm + Z nmECR (3m)).
according to (4).
(i) Add evidenceC; = NF. . . . .
(i) Remove edges betweet and all other components, both Aﬁpllcable Actions Not all actions need to be considered
incoming and outgoing. w

w eﬂ deciding candidates tlo be igcluded |.r& the optirg%érou—
- - - 4 eshooting strategy. We only need to consider actionsctiat
(iv) Remove evidence from all observatiaBis € ch(c:). affect the belief state part of the system state. Theserectice
The update procedure presented above do not give a BN ti@gplicable actionsApplicable actions in a system state must be
describes the current system correctly, meaning that we cgllons that repell(lrfautl)ts with a marhglnahzed I0r0k|3|ab 'Wgﬂtﬂ
not pose arbitrary queries. However, it guarantees thescorr ar;]zefro Cl’r makes observations that are causally depemlent
answers to the particular queries of the type (3) that we ne&fCch a fault.

for our computations. Furthermore, it tracks and illustsaiow

dependency relations change in between components durﬁﬁmPQSite Actions The preconditions are not considered
troubleshooting. wHen finding applicable actions. This is not needed since as

stated in Section 3.6 there exists exactly one action tisaas
bles or disassembles each assembly element. This means that
there is a unique way to fulfill all preconditions. domposite

The task of the action planner is to suggest the next actiof\.cﬁiﬁ” is created by cofmkk)]ining_ actilons tlhat fIU|fi" t e non-
To decide which action this is, the action planner searcbes fl' e&é’éﬁﬁ%ﬂ%ﬂ?,”; o teffee(gggcl)??h app gCCG;% ﬁsagﬁgg e
a troubleshooting strategyhat, if executed to end, yields a , UG J
minimal expecteg cost o?yr’gpair given the current sygtemestathe cost, preconditions and effects of the original actibims
The time spent calculating a complete troubleshootingeziya  2/lows us to ignore all preconditions and focus on the désire
would affect the total cost of repair if the mechanic is g&v effects without losing optimality.

waiting for a response. Therefore, if required, the actiamper

i i win Search Graph All possible choices of actions can be rep-
\F',Vglrtit§|r{?éﬁ?)ﬁ%s%%ré¥iﬁg gtrraettgég the currently most promgsin resented as an ANB/OR graph with alternating layers of OR

nodes and AND nodes . The OR nodes are labeled with system

Troubleshooting Strategies A troubleshooting strategy is a states and correspond to decision points where differdiotrec
rooted tree in which each nodds associated with an actia, ~ ca" be chosen. The AND nodes correspond to chance nodes

and a system statg . The system state consists of the assembijynere the outcomes of the last action will decide the next OR

state in noden, the events performed at the path o and oge. Each Idlf_ferent r(]:h0|ce Soccessing A]:Nk? rllodfe todthe_OR

the belief state im: s, = (d,,, e1.n, b,) Associated to each nodes s asolutionto the AND/OR gira_p T the leaf nodes in

; n o Cliny Un °~ ' asolution are all goal states the solutior@nplete otherwise

outgoing edge from: to a child node in the troubleshooting it js partial. There is a one-to-one correspondence between a

strategy is a possible outcome @, un,m, and the likelihood  sg|ytion and a troubleshooting strategy (Vomlelova and bm

ln,m Of having the outcome,, ,,, whena,, is performed ins,,.  [2000]), so a complete solution correspond to a complete tro

The system state of the root node corresponds to the currdteshooting strategy and partial solution correspond tarég

sysﬁem stalte. The system statfe of ]:';1 nodeith paren(;[ Rodez troubleshooting strategies.

Is the resulting system state of performingin s,, and having . s .

the outcomeu,, ,,,. In acomplete troubleshooting strategye g{/‘eu gilrfge r?éJrqseti f"g'eDé%ﬁ glrgagrri]thlr% ShISng(lt ex *O?ﬁirl‘ggcl;nb”t

system state of each leaf node ig@al state A goal state is ; 1

a system state where the probability that the vehicle ist fa %ﬁ%’s%?ﬁﬁgﬁ entire graph needs to be explored to find an

free is one. The action in such a leaf node is the action thaP :

restores the vehicle to a fully assembled state. If any leden Since observations are modeled such that they cannot be re-

of a troubleshooting strategy is not a goal state, it is saidet peated and repairs always are successful, the search graph i

apartial troubleshooting strategy acyclic when only applicable actions are considered. If vighw

] ) to relax any of these assumptions the search graph may become

Expected Cost of Repair The expected cost of repaiof a  cyclic. However, there are variants of tde)* algorithm such

troubleshooting strategy,, rooted in a node: with system s theCF(C,., algorithm that can treat cyclic graphs (Jiménez

state s,, is denotedECR (7, s,). This is the expected cost and Torras [2008]).

of reaching any leaf node in,. In a noden, the probability

of reaching the subtree,, rooted in the child noden is the  Algorithm The main parts of thetO* algorithm are shown

likelihood iy, .,,. Let cost(an, sn) be the cost of performing in Table 1. It starts out with a search graph and a partial

an in s,, then the expected cost of repair can be expressé@lution consisting only of the root OR node. Until the root

recursively as node is marked solved, an unsolved leaf node in the partial
solution is chosen bf/i ndUnsol vedLeaf and expanded bKI

ECR(7n, 8n) = cost(an, $n) + Z Ly mECR(Trm, $m ). expandNode. When expanding this node, a succeeding AND
node is created for every applicable action each with sutinge

X . OR nodes for each possible outcome of these actions. S$tartin

Let II(s) be the set of all possible complete troubleshootingfom the expanded node and backtracking toward the root,

strategies with the system stat@n the root, then the complete the currently best solution is revised lirevi seSol ut i on.

mech(n)

4.2 Action Planner

méech(n)



whileroot i s unsol veddo in real world applications: the need for disassembling S

next Node : = findUnsol vedLeaf; tem during troubleshooting, the problem of verifying thae t
expandNode( next Node) ; system is fault free, and the fact that there are dependeimcie
revi seSol uti on( next Node) ; between observations and in between components. To meet the
end while crucial requirement on short waiting times for the mecharéc
Table 1. TheA O™ algorithm have proposed a solution with anytime behavior. The satutio

utilizes the time available to return a best possible tresihbot-

: . . ing strategy, and converges toward the optimal solution@&m
A node is marked solved if all succeeding nodes are solvegine is available. We have applied the proposed troubletpo
The nodes in the solution are assigned costs in accordangsyroach to the retarder, and discussed carefully how temod
with Proposition 1 where unsolved leafs receive an estidhatgpg system and how the troubleshooting is performed.
cost given by a heuristic functiol. As soon as the root node ) ] ) i
becomes solved we have a complete solution. This solutidrhere are still several challenging and interesting opegsgu
is optimal if the heuristic function idmissible i.e. for a tions. The dependencies in between components and in betwee
noden labeled with the system statg, h(n) < ECR*(s,) faults result in complicated BN structures. The BN used kere

(Nilsson [1980]). In the current work the heuristics preaeen Stll fairly simple, and in our future work we will investige

; ; : : ow interventions can be modeled in even more general BNs.
Isnug\éegt?r%glsstoamgowggerggu[szgg 8] are used to find optimal anﬁhe results from simulations with noisy parameters show tha

parameters may deviate a little from their nominal values, b

Anytime Properties Finding optimal troubleshooting for a " q[ur future work vrv1e W”II also ask us whﬁther d?‘”ﬁt'onsﬁn
problem as large as the model of the retarder can be very tirfi/&in parameters have larger impact on the result thart
consuming. Whenover desired by the user, the search canBeier interesting open questions are how to determine garam
aborted and the currently best partial solution is returiéiien . t;nlth](e tB,? Furgt.hﬁr.more, one challeng[e iy 'gmatﬂmensign 0
this happens, the algorithm stops expanding nodes anchgets {1€ PE!IET state, Which incréases exponential with the rero
colsts in the unsolved leafs to a upper bound and revises

solution.

ponents. We are currently working on methods for focus-
ng on the most probable diagnoses in the diagnoser, without
risking to loose diagnoses with small probabilities in thretfi

5. APPLICATION time steps.

. . - THje results presented are promising, and show that computer
The troubleshooting system described above is implementagjed troubleshooting can be applied to complex mechatroni
and applied to the problem of repairing a heavy truck with 8ystems such as the retarder. We look forward to extend our

faulty retarder. algorithm to troubleshoot even larger systems.
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Inspired by the application study of the retarder, a heavgkir
breaking system, we have developed a decision theoretic ap-
proach to troubleshooting. Focus has been on issues inmporta



