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Abstract

This research report introduces the POINCaRe image analysis system named after Jules Henri Poincaré
(1854 - 1912). This system provides a variety of image analysis approaches and instantiates the percep-
tion of nearness between objects in a visual field. The current version of POINCaRe uses neighborhoods
of visual elements (small subimages) in determining the degree of nearness of pairs of nonempty sets.
With this tool, it is possible to engage in content-based image retrieval (CBIR) from a near set perspec-
tive considered in the context of tolerance space, metric spaces, fuzzy sets, fuzzy tolerance spaces and
fuzzy valued distances.

Keywords: Perception of nearness, image similarity, nearness measure, content-based image retrieval
(CBIR), near sets, neighbourhood of a point, query by content, tolerance spaces, metric spaces, fuzzy sets,
fuzzy metric spaces, fuzzy tolerance spaces, fuzzy valued distance.

Figure 1: A snapshot of the GUI of POINCaRe beta version 0.1

1 Introduction

POINCaRe (Program for Object and Image Nearness Comparison and Recognition) is a computer applica-
tion designed for image similarity analysis and content based image retrieval. The program was developed as
part of a PhD thesis [8] completed in Computational Intelligence Laboratory at the University of Manitoba.
This image analysis system is an outgrowth of several years of intensive research on the image resemblance
problem (see,e.g., [11, 9, 14, 10, 13]).
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An executable version of POINCaRe can be downloaded from the Computational Intelligence Labo-
ratory web site at the University of Manitoba1. POINCaRe was originally written in MATLAB but is now
available as a standalone executable program. POINCaRe is named after Jules Henri Poincaŕe (1854 - 1912),
whose work on the philosophical aspects of the contrast between the mathematical and physical continua
that led to the idea of tolerance space theory. POINCaRe can be also readas the initials for: Program for
Object and Image Nearness Comparison and Recognition.

Program Features
The current released version of POINCaRe (beta 0.1) has the followingcapabilities:

(Feature.1) Calculating 8 different similarity measures between digital images based on their visual fea-
tures.

(Feature.2) CBIR: Calculating the similarity between a given query image and test images ina selected
directory of images as well as sorting the images in an HTML file, based on similarity to the
query image.

(Feature.3) Specifying a region of interest (ROI) in a query image and comparing theROI with the test
image(s).

(Feature.4) Individual analysis of images in terms of, for example, edge detection, plotting the histogram
of local feature values, and finding tolerance neighborhoods in images.

Figure1 shows a snapshot of the graphical user interface (GUI) of the program.

2 POINCaRe Download and Install Instructions

POINCaRe is a standalone executable application that has been implemented withMATLAB but does not
need MATLAB to run. However, you need to have the proper version ofMATLAB Compiler Runtime
(MCR) installed on your computer. You can read about MCR from the Mathworks2 web site. Follow the
following steps to install MCR and POINCaRe. If a recent version of MATLAB is installed on your com-
puter, then you already have MCR installed. You can check the version ofyour MCR and go directly to step
2 below. If there is an MCR problem, you can always come back to step 1 andinstall a proper MCR.

Step 1: Download and Install MATLAB Compiler Runtime (MCR):
Skip this step if an updated version of MATLAB or MCR has already been installed on your computer. You
need MCR version 7.15 or higher to run version 0.1 (beta) of POINCaRe.If MATLAB is installed on your
computer, you can type:[major, minor] = mcrversion at your MATLAB command prompt to
see what is the version of MCR on your computer. If you don’t have MATLAB or an updated version of
MCR, you need to install MCR on your computer (only once). MCRInstaller.exe will install MCR on your
computer. Due to licensing issues, MCRInstaller.exe file cannot be uploaded with open access. However,
you can obtain this file from any licensed MATLAB distribution that comes with MATLAB compiler. In
MATLAB 7.5 (R2007b) and newer, the command (mcrinstaller) can be used to determine where the
installer is located. You can copy the file into your computer and run it.

Step 2: Download and Install POINCaRe
Currently, there is only a 64 bit version of POINCaRe available for Microsoft windows. Check the web
site 3or contact us for updates and new versions. Download the self extracting executable file. Copy the

1http://wren.ee.umanitoba.ca/
2www.mathworks.com/
3http://wren.ece.umanitoba.ca
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file into a directory in your PC. Extract the file contents into a directory. Double click on the main file
Poincare_win64_v1.exe to run the program.

3 Using the Program

To begin using the POINCaRe system, consider following steps. You can browse and select a directory that
contains your images using the controls shown in figure??.

Figure 2: POINCaRe: Image Panels

This directory should contain only images. Most of the common image file formats are supported. The
images do not have to be the same size. However, since the granularity parameter (subimage size) will be
the same for all images, it is strongly suggested to avoid using images with significantly different sizes so
that the ration of the subimage size the image itself has little variations for the sake of consistency. There is a
default directory with 30 sample images located in the same path that the programis installed. These images
are selected from Tasvir3x70 dataset. There is no limit in the number of images. However, a thumbnail view
of the first 12 images in the directory are shown in theImage Data Base panel. Pairs of images can be
selected from this panel to be compared.

3.1 Selecting Parameters

All of the methods implemented in POINCaRe are based on dividing images into subimages and calculating
the local features at each subimage.Granularity (in pixels) is the size of square subimages andOverlap is
a number between 0 and 1 that represents degree of overlap between subimages. Default value of overlap is
zero. Figure3 shows where to enter the parameters. The current implemented methods require both epsilon
values for image 1 and 2 to be the same.

Note that the value of granularity depends on the size of images. As a suggested compromise between
accuracy and speed, it is recommended to choose the sub image size such that there are no more than
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Figure 3: POINCaRe: Pairs of Images and Parameters

approximately 500 subimages in each image. The Epsilon value (ε) for tolerance based methods can be
selected as a fixed value. The method for adaptive selection of epsilon value based on the image data has
not been implemented in this simplified version of POINCaRe.

Other parameters can also be selected as it can be seen in figure4 as follows:

• Histogram Bins: This is a vector with values between 0 and 1 representing the normalized histogram
bins in any method that is based on histogram calculations (KdNM or WdNM )

• Gamma (γ): This parameters is a scaling parameter in converting distance measure to similarity
measure. ifD is a distance measure, similarity or nearness measure (NM ) is calculated using the
mappingNM = 1 −Dγ if D ∈ [0,1] or NM = 1

1+Dγ if D ∈ [0,+∞).
• Norm Type: The norm type is the type of norm used in calculation of the distance betweenvisual

elements. Default values isL1 norm or Manhattan distance.

• Wavelet NameandThreshold: Wavelet functions of typeWavelet Namewill be used for calculating
the edge intensity and edge orientations based on the edge detection method in [6]. The threshold
valueThreshold is used to detect an edge if the edge intensity is above the threshold. The parameter
Edge Filter is the type of filter for another method of edge detection base on the gradientof the image
using different operators such assobelor prewitt ([2]). This method will be used if the 19th feature
(Edge filtering) is selected (see figure5).

• Fuzzy EpsanddRange: The parameterFuzzy Epsis a vector that contains the two corner parameters
of the fuzzy tolerance relationε1 andε2. dRangeis a vector of values where the membership function
of the fuzzy distanceµftcFDM is calculated.
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Figure 4: POINCaRe: Parameters Panel

3.2 Choosing the features (represented by probe functions)and methods

The user can select up to 19 different features to be used in the featurevector for each visual element
(subimage). Features will be later normalized between 0 and 1. For more information on how each feature is
calculated, you can refer to section5. These features describe average color, texture and edge informationin
each subimage. Note that POINCaRe ver 0.1 does not have the ability to automatically choose the tolerance
threshold (ε). Therefore, the user is advised to choose the fixed epsilon value according to the number of
selected features in each experiment. Each normalized feature has a range of variation between 0 and 1.
Therefore, the range of variation ofd(x, y) =∥ φ⃗B(x) − φ⃗B(y) ∥1 (assuming anL1 norm distance is used)
is between 0 andM whereM is the number of features.

4 Types of Analysis

There are 3 different type of analysis possible in POINCaRe. The firsttype is individual analysis on the
image content of each single image. The second type is pairwise comparison of a pair of images and
calculating the similarity and/or distance between images. The last type of analysis is CBIR image analysis
by calculating the similarity/distance between a query image and all the images in a directory and sorting
the images based on similarity. The program can perform all the above analysis types as follows:

4.1 Pairwise image comparison

A pair of images loaded into Image Panel 1 and Image Panel 2 can be directly compared to each other.
Each image can be selected by using the[Select Image] button in each panel or by choosing the
corresponding thumbnail image from the[Image Data Base] panel. Similarity between images is
calculated using the given parameters in the GUI after the used clicks on[Compare Images] button
in the[Analysis Type] section of the program as shown in Figure5. Selected nearness and distance
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Figure 5: POINCaRe: Features and Methods Panel

measure will be shown in this panel. Nearness is a normalized number between0 and 1 and distance is a
non-normalized positive real number.

4.2 Histogram of features

Clicking on[Display Histograms] will open a new window where the histogram of all the selected
feature values for the subimages in each image will be displayed. The histogram bins are used as mentioned
earlier. Figure6 shows an example of histograms generated by the program when only average R, G and B
color components are selected as the features.

4.3 Finding tolerance neighborhoods and manual selection of a neighborhood

Clicking onFind Tolerance NBs for each image calculates the tolerance neighborhoods and the num-
ber of tolerance neighborhoods and a graphical representation of thesize of each neighborhood is shown
in each image panel. Moreover, by clicking the mouse on any point on an imagein the image panel, the
corresponding tolerance neighborhood around the selected subimage will be calculated and displayed on
each image panel. Figure3 shows sample tolerance neighborhoods selected this way after clinking on the
centre of each image. Note that in this example, only R, G and B features are selected and the resulting
tolerance neighborhoods represent part of the images which have almost the same color.

4.4 Edge detection

After clicking onFind Edges, edge intensity and orientation is calculated at each point and edge intensity
id thresholded by the given threshold level to produce a binary image of detected edges shown in the last
image window of the image panel.

8



0 100 200 300
0

10

20

30

40
POINCaRe: Image 1 − Feature1

0 100 200 300
0

10

20

30

40
POINCaRe: Image 1 − Feature2

0 100 200 300
0

10

20

30
POINCaRe: Image 1 − Feature3

0 100 200 300
0

10

20

30
POINCaRe: Image 2 − Feature1

0 100 200 300
0

10

20

30
POINCaRe: Image 2 − Feature2

0 100 200 300
0

10

20

30
POINCaRe: Image 2 − Feature3

Figure 6: POINCaRe: Histograms of the subimage average R,G and B for the pair of images shown in
figure1

4.5 Selecting a region of interest (ROI)

Instead of image comparison between a query image (image 1) and a test image (image 2), the program
can compare part of image 1 (a region of interest as a query image) with image2. After clicking on
[Select ROI] in image panel 1, the user can select a region of interest by clicking on the top left and
bottom right corner of a region of interest in the image and the ROI will be selected as a set of subimages.
Figure7 show the step needed to select an ROI.

4.5.1 Upper and lower approximation of ROI by tolerance neighborhoods

After selection of an ROI, lower and upper approximations in the tolerance space will be automatically
calculated and displayed on GUI. Roughly speaking, lower approximation of an ROI is the union of all
the tolerance neighborhoods (/tolerance classes) which are a proper subset of the ROI. Moreover, upper
approximation of an ROI is the union of all the tolerance neighborhoods (/tolerance classes) which have
a non-empty intersection with the ROI. Therefore, objects in a lower approximation, have very similar
descriptions to ROI and objects that do not belong to upper approximation have very different description
from ROI. The exact definitions of these approximations and some examplesas as follow

Definition 1. Lower ApproximationB∗(ROI) and Upper ApproximationB∗(ROI)
Let Q is —the set of subimages in— a query image andY is —the set of subimages in— a test image and
O = Q ∪ Y is the set of all subimages. LetROI ⊆ Q is a region of interest in query image andN

≅B,ε

O
is the

set of all tolerance neighborhoods in the union of query and test image.Then:

B∗(ROI) =⋃{A ∈ N
≅B,ε

O
such that (A ∩Q) ⊆ ROI} (1)

B∗(ROI) =⋃{A ∈ N
≅B,ε

O
such that (A ∩Q) ∩ROI ≠ ∅} (2)
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7.1: 7.2:

7.3:

Figure 7: Steps in selecting an ROI and rough set approximation of ROI with tolerance neighborhoods

4.5.2 Nearness between an ROI and a test image

Region of interest (ROI) can be selected to show an object of interest for example in a query image where
the rest of image is not important for image comparison problem. After an ROI isselected and displayed as
a query itself, the user can push the [Compare two images] button to compare the ROI with test image.
NOTE: many nearness measure need a relatively large number of subimages in each image to be compared
with another image. Therefore selecting a small ROI that contains very few number of subimages yields a
nearness measure which is meaningless.

4.6 Content-based image retrieval

In an image retrieval experiment, a query image (or a region of interest in thequery image) is compared
with all the images in an image dataset. The path to the images in image dataset is specified by [Image
directory] edit box in the top left corner of the GUI. After choosing the path and selecting the query
image inimage panel 1, choosing the required parameters and probe functions, the user can start image
retrieval by clicking on [Image Retrieval] button. All the images in image directory will be compared
against the given query and the results will be stored and saved in an HTML file. Depending on the number
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of images and the size of subimages, image retrieval may take some time to complete. Astatus bar and
sand-watch icon in the bottom right corner of GUI update the user about the status of the experiment and the
time to completion. After all the images are compared, the program automatically opens the default Internet
browser and displays the data. The program is tested with Google chrome. If you cannot see the images or
if the HTML output file has not been opened for any reason, go to the program directory and open the file:
(Poincare-CBIR.html). Figure8 is an example of an output file generated after the given query image is
compared with 210 test image in Tasvir-3x70 data set of images. Images are ranked based on their similarity
to the query image and the value of nearness and distance is shown for each image.

5 Visual Features

Describing a describable object is possible through a set of probe functions that produce a feature vector
representing the object. An important question remains on what visual descriptions (features) are important
and how to properly extract such features (the choice of probe functions). A correct answer to this question
is highly subjective and depends on the application. The following sections explain all the visual features
used in the program such as color, texture and edge information (table1).

Table 1: Probe functions in use:B = {φ1, φ2, ..., φ18}

Probe function Feature Type Description

φ1(x) Color Average gray level of pixels
φ2(x) Texture Entropy of the gray level values

φ3(x), φ4(x), φ5(x) Color R, G and B color components
φ6(x), φ7(x), φ8(x) Color H, S and V color components

φ9(x) Shape Average intensities of edges
φ10(x) Shape Average orientation of edges

φ11(x), φ15(x) Texture Contrast
φ12(x), φ16(x) Texture Correlation
φ13(x), φ17(x) Texture Energy (Uniformity)
φ14(x), φ18(x) Texture Homogeneity

5.1 List of Probe Functions

The following probe functions are defined for a small subimage that contains local information about the
image content. Each subimage is named a visual element and is considered here as a describable objectx.

5.1.1 Average gray level value

The average of gray level values for all the pixels in a given subimage (x), is calculated as the first feature
φ1(x). In case of color images, the image is first converted into grayscale and then is used to calculateφ1.

5.1.2 Information content (entropy)

The entropy of each subimage is calculated using the gray level values of all pixels in each subimage. There
areN = 256 different gray levels in an 8 bit digital image. For each gray level, the number of pixels in the
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Figure 8: An example of an output file generated by POINCaRe after CBIR
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Figure 9: Plotting similarity between a query image and the rest of images
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subimage having that gray level is counted and the Shannon entropy is defined as follows,

E = −
N

∑
k=1

pk log2(pk),

wherepk is the normalized number of pixels with a gray level value that belongs tokth level. This definition
is based on a probabilistic view of the image where the gray level of the pixels isconsidered as a random
variable,pk is the probability ofkth gray level for each pixel andE (Shanon entropy) is a measure of
the uncertainty associated with the random variable. The higher values of entropy correspond to more
information content in the subimage.

5.1.3 Color features

φ3(x), φ4(x), φ5(x) are the averageRed, Greenand Blue color components of the pixels respectively.
φ6(x), φ7(x), φ8(x) are the averageHue, SaturationandValuecolor components of the pixels.

5.1.4 Texture and statistical features

Texture features in this paper are defined based on the gray-level co-occurrence matrix (GLCM) ([4], see
also [3, 12]). GLCM (also named gray-tone spatial-dependence matrix) can be usedto define 14 different
textural measures [4]. Elements of GLCM consist the relative frequencies with which two neighboring
pixels (separated by a given offsetδx andδy) with gray level valuesi andj, occur in the image [7].

C∆x,∆y(i, j) =
⎧⎪⎪⎨⎪⎪⎩
∑n

p=1∑m
q=1 1, if I(p, q) = i andI(p +∆ x, q +∆ y) = j,

otherwise.

For notational convenience and with the understanding that the offset(∆x,∆y) is known, letpi,j denote
(i, j)th element of the normalized GLCM matrix (pij = C∆x,∆y(i, j)/(m × n) ). The following texture
features are used in this paper based on GLCM.

• φ11(x) (Contrast): intensity contrast between a pixel and its neighbors (Element difference moment
of order 2) [2], [5]

∑
i

∑
j

(i − j)kpi,j .

• φ12(x) (Correlation): correlation between a pixel and its neighbors is defined ([17]) as

∑
i

∑
j

(ij)pi,j − µxµy

σxσy

,

where
µx = ∑

i
∑
j

i ⋅ pi,j , µy = ∑
i
∑
j

j ⋅ pi,j ,

σx = ∑
i
∑
j

(i − µx)
2 ⋅ pi,j σy = ∑

i
∑
j

(j − µy)
2 ⋅ pi,j .

• φ13(x) (Energy or Uniformity): is defined ([5, 2]) as

∑
i,j

p2

ij .
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Figure 10: Sample images (a), edges after proper thresholding (b), histogram of dominant edge intensity
and orientation in subimages (c,d)

• φ14(x) (Homogeneity): is defined ([5]) as

∑
i

∑
j

pij

1 + ∣i − j∣ .

5.1.5 Edge features

Edges contain important information about the shape of the objects in an image.There are many methods for
detecting the intensity and orientation of a possible edge at each pixel of an image (for example, Canny [1]
or compass edge detectors [15, 16]). For sample edge intensity and edge orientation histograms produced
by POINCaRe, see Figure10. Here, the wavelet-based edge detection method by Mallat [6] is used. This
method can be used with different wavelet functions at different scalesto extract both the intensity and
orientations of edges at different levels of details.

In each pixel location(x, y), edge intensity and orientation at a given scale (2j) is defined respectively
as below:

M2j(x, y) =
√
∣W 1

2jfx,y ∣2 + ∣W 2

2jfx,y ∣2,

A2j(x, y) = arctan
W 1

2jfx,y

W 2

2jfx,y

.

whereW 1

2jfx,y andW 2

2jfx,y are 2-D discrete wavelet transforms offx,y at each scale2j . Furthermore, the
highest value of edge intensity and its corresponding orientation value (in radians) in each subimagex is
shown withφ9(x) andφ10(x), respectively.
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