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Typographical Conventions

NOTE! Notes contain important information.

CAUTION! Caution messages indicate procedures which, if not observed, could result in
damage to your equipment or loss of your data.

WARNING! Warning messages indicate procedures or practices which, if not observed,
could result in personal injury.




About this Book

This book describes the tasks and tools involved in managing the HP SureStore E Disk Array 12H on HP-
UX, MPE, and Windows NT". This material isintended for system administrators and others involved in
the installation, operation, and management of network storage. The content of this book is organized as
follows:

The first section describes the tasks involved in managing the HP SureStore E Disk Array 12H on HP-UX.

»  Chapter 1 provides an overview of the management tools, system requirements, and software
installation.

e Chapter 2 describes how to use the HP-UX System Administration Manager (SAM) to manage the disk
array.

»  Chapter 3 describes how to manage the disk array using the HP-UX ARM command line utilities.

»  Chapter 4 explains how to use the ARDIAG Offline Diagnostic to isolate and solve disk array
problems.

The next section describes the tasks involved in managing the HP SureStore E Disk Array 12H on MPE.

»  Chapter 5 provides an overview of the management tools, system requirements, and software
installation.

»  Chapter 6 describes how to manage the disk array using the MPE ARM command line utilities.

*  Chapter 7 explains how to use the ARDIAG Offline Diagnostic to isolate and solve disk array
problems.

The last section describes management of the HP SureStore E Disk Array 12H on Windows NT.

e Chapter 8 provides an overview of the system requirements and software installation.

»  Chapter 9 describes how to use the AutoRAID Manager for Windows to manage the disk array.

. Chlapter 10 describes how to manage the disk array using the Windows NT ARM command line
utilities.

During installation of the AutoRAID Manager for Windows NT software, an electronic copy of thisbook in
Adobe’ Acrobat” format isincluded inthe Program Fi | es\ Aut oRAI D\ Doc directory (default
location).



Supporting Documentation

The following documentation isincluded with the HP SureStore E Disk Array 12H and should be available
for reference when installing and managing the disk array.

* HP SureStore E Disk Array 12H User's and Service Marpaat,number C5445-90901

For Windows NT users, an electronic copy of this book in Adobe” Acrobat” format isincluded in the
Program Fi | es\ Aut oRAI D\ Doc directory.

Trademark Credits
AutoRAID" is atrademark of Hewlett-Packard Company.

Microsoft Windows' and Microsoft Windows NT" are registered trademarks of Microsoft Corporation.

HP on the World Wide Web

The latest information about your HP SureStore E Disk Array 12H is available on the HP web site at
www.hp.com/go/support

Check our web site for
e Updated editions of product documentation
e Firmware and software upgrades
e Current supported system configurations

e Genera information for optimizing the operation of your disk array


http://www.hp.com/go/support
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Chapter 1. Managing the HP SureStore E
Disk Array 12H on HP-UX

This chapter introduces the tools available for managing your HP SureStore E Disk Array 12H on HP-UX.
These tools provide complete control over all aspects of disk array operation.

The following information is included in this chapter:
* A brief description of each management tool
e Which tools can be used for each management task.

e Instructions for installing the disk array management software
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Disk Array Management Tools

Disk Array Management Tools

Three disk array management tools are available for managing the disk array — two online tools and the
disk array control panel.

System Administration Manager (SAM)

Most of the common tasks involved in managing the disk array can be performed using the HP-UX System
Administration Manager, or SAM. This allows you to manage the host system and the disk array using the
same tool.

AutoRAID Management (ARM) utilities

Included with the disk array is a set of ARM utilities, which provide advanced capabilities for managing the
disk array. Although you will primarily use SAM to manage the disk array, you will need to use the ARM
utilities to perform functions such as formatting or diagnostics.

Disk array control panel

An alternative to the online management tools is the disk array control panel. Although you can use the disk
array control panel to perform most of the management tasks available through the ARM utilities, the added
convenience and functionality provided by SAM and the ARM utilities make them better tools for managing
the disk array.
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Which Tools to Use for Each Task

The various management tasks have been divided between SAM and the command- line utilities. In general,
the more common tasks are available from SAM while the more advanced tasks are performed from the
ARM utilities. Most tasks can also be performed using the disk array control panel.

Table 1. Tools and Tasks

Tasks Tools
SAM ARM Control
Utilities Panel

Including a disk Yes Yes (arraycfg) Yes
Checking disk array status Yes Yes (arraydsp) Yes
Creating/deleting LUNs Yes Yes (arraycfg) Yes
Renumbering LUNSs No Yes (arraycfg) Yes
Starting/canceling a Rebuild No Yes (arrayrbld) Yes
Downing (excluding) a disk Yes Yes (arraycfg) No
Formatting a LUN or array No Yes (arrayfmt) Yes
Shutting down the disk array No Yes (arraymgr) Yes
Changing operating settings Yes Yes (arraymgr) Yes
Changing SCSI settings No Yes (arraymgr) Yes
Monitoring performance No Yes (arraydsp) No
Switching primary controller Yes Yes (arraymgr) Yes
Testing a disk No Yes (drivetest) No
Displaying disk test results No Yes (dteststat) No
Displaying disk array serial Yes Yes (arraydsp) Yes
numbers

Changing controller SCSI ID No Yes (arraymgr) Yes
Resetting/restarting the disk array No Yes (arraymgr) Yes
Setting data resiliency No Yes (arraymgr) No
Creating a disk array alias No Yes (arraymgr) No
Recovering data maps No Yes (arrayrecover) Yes
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Installing the Disk Array Management Software

The AutoRAID Manager (ARM) disk array management software is distributed on the IPR (Independent
Product Release) CD-ROM (B6191AA). The IPR CD-ROM should have been ordered and delivered with
your disk array.

The IPR CD-ROM includes an instruction sheet for installing the software. Follow the instructions to install
the ARM software.

NOTE! The HP SureStore E Disk Array 12H disk array requires IPR CD-ROM release
IPR9810 or later. Earlier releases of the IPR CD-ROM do not contain the required
software.

At the time of printing the following ARMServer patches were available:

PHCO_15699 for HP-UX 10.X
PHCO_15700 for HP-UX 11.0

The latest patches are available from the HP Patch web site:
(www.hp.com/go/support)
which will indicate if the above patches have been superceded.

Operating System Support
The HP SureStore E Disk Array 12H is currently supported on the following HP-UX releases:

- 1001

- 10.10

+ 1020

« 110

IPR Program

To provide you with the latest software patches and drivers, Hewlett-Packard offers the Independent
Product Release (IPR) program. As a subscriber to this program you will receive a complete collection of
all updated patches and drivers at regular intervals, thus ensuring you always have the latest software. Using
the latest software upgrades will ensure optimal performance of the disk array and other hardware
peripherals.

Contact your Hewlett-Packard sales representative for more details on subscribing to the PR program.
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Tips for Configuring the Disk Array On HP-UX T

Before installing a new disk array, you should determine what is more important for your operating
environment — performance or capacity. This decision will influence how you configure the disk array
hardware and LVM. There are several configuration options that impact the performance of the disk array.
Table 2identifies the various configuration options, their impact on disk array performance, and any
considerations regarding disk array capacity.

NOTE! Overall system performance is a complex issue influenced by many factors. The
configuration options described here will increase the potential performance of the disk array.
However, the actual performance of the disk array will be determined largely by host demand.
AutoRAID technology is particularly suited to I/O-intensive application environments such as
OLTP and NFS. It is in these environments that the performance benefits offered by AutoRAID
will be fully realized.

Table 2. Configuration Options

Configuration Impact on Performance and Capacity
Option
Number of LUNs Performance. Increase the number of LUNs per disk array to improve
per disk array performance. More LUNSs increases the size of the I/O command queue

allocated by HP-UX, which increases throughput. The recommended
number of LUNs is 4 to 6.

Capacity. To allow for future capacity expansion, avoid creating the
maximum number of LUNSs (8) on the disk array. New capacity is made
available through the creation of a new LUN. If the maximum number of
LUNSs have already been created, it will be necessary to delete and
recreate an existing LUN to increase capacity.

Number of disk Performance. Limit the number of disk arrays per host adapter to
arrays per SCSI improve performance. The recommended configuration for maximum
host adapter performance is:

NIO adapter - 3 disk arrays
GSC adapter - 8 disk arrays

Capacity. If maximum capacity is more important than performance,
connect the maximum number of disk arrays to each adapter.
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Configuration
Option

Impact on Performance and Capacity

Number of disk
drives

Performance. Increase the number of disk mechanisms in the disk array
for maximum performance. As the number of individual disks is
increased, the number of potential I/Os that can be performed
simultaneously increases as well. This will improve performance in
environments that place heavy I/0 demand on the disk array.

Capacity. The capacity of a disk array that is fully populated with disk
mechanisms can only be increased by replacing lower capacity disks with
higher capacity disks.

Unallocated disk
array capacity

Performance. Unallocated capacity is used as additional RAID 0/1
space. The amount of RAID 0/1 space required to maintain optimal
performance is determined by the write working set parameter.

Capacity. To create the maximum amount of storage capacity, allocate
all available capacity to LUNs.

LVM configuration

Performance. To improve performance, configure LVM as follows:

e Stripe logical volumes across LUNs on different disk arrays.
Including LUNSs on different disk arrays will improve throughput by
spreading I/Os across arrays.

« Divide LUN access between both disk array controllers. Mapping
every LUN to the same controller does not utilize the two data paths
available on the disk array. The default path is through the primary
disk array controller, but this can be changed to the secondary
controller when adding the physical volume to an LVM volume group.
The process for changing the path differs for each version of HP-UX:

HP-UX 10.1. From the Disk Devices list, select the disk hardware
path through the secondary controller before adding the disk to
a volume group.

HP-UX 10.2. When adding the disk to a volume group, in the
“Creating A Volume Group” dialog change the hardware path to
the secondary controller

Capacity. These LVM configurations have no impact on disk array
capacity configuration.
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Chapter 2. Using the HP-UX System
Administration Manager

Most disk array management can be done using the HP-UX System Administration Manager, or SAM.
Using SAM you can:

e Check disk array status

«  Change configuration settings

* Managethedisk array LUNs

* Add adisk to the array configuration
e Settherebuild priority

Y ou must login as superuser or root to use SAM or the disk array utilities.

LUNs and Logical Drives. To maintain consistency with HP-UX terminology, the term LUN is
used to refer to a disk array logical drive. The two terms are used interchangeably and refer to the
same logical entity on the disk array.

NOTE! Before SAM can be used to manage the HP SureStore E Disk Array 12H, the AutoRAID
Manager (ARM) utility software must be installed as described in “Installing the Disk Array
Management Software".

Torun the SAM disk array management utilities:

1. Run SAM by typing samat the system prompt.

2. On the main SAM screen, select “Disks and File Systems.”

XN-dH

3. Onthe “Disks and File Systems” screen, select “Disk Devices.” A list of disk devices including arrays

will be displayed.

You are now ready to work with the disk array. The remaining procedures in this chapter assume that you

have already performed these steps.
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Selecting Hardware Paths on HP-UX 10.20

On dual controller disk arrays, each controller provides a separate hardware path to the disk array. The host
identifies one of these paths as the default hardware path and will use the default as the primary data path
for access to the LUNSs created on the disk array.

To improve disk array performance, the paths to the LUNs on the disk array should be shared by both
controllers. Dividing the primary data paths across both controllers balances the 1/0 load and optimizes disk
array performance. The primary hardware path to each LUN is established when adding the LUN to a
volume group.

On HP-UX 10.01 and 10.10, both controller hardware paths are displayed on the Disk Devices windows.
The hardware path for a LUN is established by selecting the appropriate path.

On HP-UX 10.20 and later, only the primary controller hardware path is displayed in the Disk & File
Systems window (with an indication that there are two paths to the device). This makes the selection of an
aternate path to the LUN a bit more involved. The following steps should clarify the process of defining an
alternate path for aLUN.

To select an alternate har dwar e path:
1. Fromthe Disk & File Systems window select the LUN you want to add.

Disks and File Systems (hpbs1991)

File List View Options Actions

— L inID Disk Array Controller
1024 * AutoRAID LUN

Disk Array Controller
) LUNH
) LUNH
) LUN
) LUN
Disk Arra

o
2
o
2
2
=
2
o
2
o
2
o
2
o
2
1

2. Fromthe Actions menu select “Add...” , and then select “Using The Logical Volume Manager”.
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3. The Create aVVolume Group window indicates the default hardware path to the LUN. Click the Use
Hardware Path... button to change the path.

Create a Yolume Group (hpbs1991) -

u CAall

Yolume Group Name...

[ Use P al Volume Groups

Modify Default Opt

Cancel
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Selecting Hardware Paths on HP-UX 10.20

4. From the Alternate Paths window, select the alternate (non-default) hardware path to the LUN. Click
OK.

P |
I Alternate Paths (hpbs1991)

Alternate
Fath

S56/460.11,
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Configuring a New Disk Array

After installing a new disk array, you can perform the initial configuration using the disk array utilities. This
establishes the desired operating environment for the disk array.

XN-dH

To configureanew disk array:

1.

Plan your capacity management strategy.

Decide how you want to use the capacity of the disk array. Factors such as data redundancy and

performance influence how you manage the capacity. To support your strategy, it may be necessary to
disable Active Hot Spare, Auto Include, or Auto Rebuild. See “Managing Disk Array Capacity” in the
HP SureSore E Disk Array 12H User’s and Service Manudbr help in planning your strategy. Also

see Tips for Configuring the Disk Array On HP-UXh Chapter 1 of this guide.

If necessary, change disk array configuration settings to implement your capacity management strategy.

If the planning in step 1 requires you to change any of the default configuration settings, do so now.
These include Active Hot Spare, Auto Rebuild, and Auto Include. For more information, see
“Changing Disk Array Configuration Settiriga this chapter.

Check the available unallocated capacity on the disk arrayCheeking Disk Array Stattisn this
chapter.

Create each LUN on the disk array.

This required step makes disk array capacity available to your operating system, and it must be
repeated for each LUN you are creating. For more informationGeating a LUN in this chapter.
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Checking Disk Array Status

One of the most important management tasks is monitoring the operation and status of the disk array.
Because it isavital piece of your system, it isimportant to know how well the disk array is operating and if
any problems or failures have occurred.

Toview disk array component status:
1. Select the desired disk array controller from the list displayed on the screen.
2. Select “Actions” on the menu bar.

3. Select “View More Information . . .”

Changing Disk Array Configuration Settings

There are a number of configuration settings that control the operation of the disk array. These settings are
usually established during installation, and once set, should rarely have to be changed.

The default settings have been selected to provide the best operation for most systems. However, if you
determine that any setting does not meet your needs, you can easily change it.

Table 3lists the various settings that can be changed with SAM, including factors you may want to consider
before changing them.
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Table 3. Disk Array Configuration Settings xI

&S|

Setting Default Comments and Considerations IC

Active On Active Spare provides optimum protection against disk X
Spare failure. Disabling Active Spare will make additional

capacity available to the host, but at the expense of
maintaining full data redundancy.

Rebuild High Rebuild Priority determines how quickly a Rebuild

Priority completes. It allows you to balance the servicing of host
I/Os with the rebuilding of the disk array. The same rebuild
priority is used for both Auto Rebuilds and manual

Rebuilds.
Auto On Auto Include simplifies the task of adding a new disk to
Include your array. Disabling it will require you to manually include

each disk you install in the array.

NOTE! The Rebuild type (automatic or manual) is displayed but cannot be changed using SAM.

To change configuration settings:

Select the desired disk array controller from the list on the screen.
Select “Actions” on the menu bar.

Select “Disk Array Maintenance.”

Select “Modify Array Configuration . . ."

Click setting boxes to make changes.

S T o\

Click “OK” to effect the change, or “Cancel” to ignore.

Managing LUNs (Logical Drives)

An important part of managing the disk array involves defining and maintaining the optimal LUN structure
for the disk array. Your system requirements will influence the LUN structure you choose.

Managing LUNSs is a part of the overall task of managing the disk array capacity. For more information on
managing array capacity to meet your system needs, see “Managing Disk Array CapacitifRn the
SureStore E Disk Array 12H User’s and Service Manual
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Checking LUN Configuration

Anytime you are managing LUNSs, you may find it convenient to check the current LUN configuration and
the available capacity.

The current LUN definitions can be seen on the standard “Disk Devices” screen. The available capacity is
displayed as “Unallocated” on the “View Array Status Information” screen. Seecking Disk Array
Statu$ in this chapter.

Creating a LUN

Only capacity assigned to LUNSs is visible to the HP-UX operating system. When creating LUNSs, consider
the following factors:

e Any size limitations imposed by the operating system, for example, LVM.

e Your backup strategy. If you do unattended backup to a device such as tape, you may want to avoid
creating a LUN that is larger than the capacity of the media. This allows you to backup an entire LUN
without changing media.

e Configuring the LUN into LVM for maximum performance as describebale 2

NOTE! Before creating a LUN, check your operating system documentation for any additional
information or steps that may be required to create a LUN.

Tocreatea LUN:
1. Select the desired disk array controller from the list on the screen.
2. Select “Actions” on the menu bar.

3. Select “Disk Array Maintenance.”

4. Select“Bind LUN..."

5. Set the LUN size (not greater than unallocated capacity).

6. Select “OK.”

7

Note the new LUN definition in the list of disks and arrays.
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Deleting a LUN

CAUTION! All dataon a LUN is lost when it is deleted. Make sure you backup any
important data on the LUN before deleting it.

When aLUN isdeleted, its capacity is returned to the pool of unallocated capacity. Deletinga LUN isa
good way of freeing up capacity for the Active Hot Spare or for RAID 0/1 space to improve disk array
performance.

NOTE! Before deleting a LUN, check your operating system documentation for any additional
information or steps that may be required to delete a LUN.

Todeletea LUN:

1. Fromthelist of disks and arrays, select the LUN to be deleted.
2. Select “Actions” from the menu bar.

3. Select “Disk Array Maintenance.”

4. Select “Unbind LUN...”

5. Select “OK” to confirm the request.

6

Note the removal of the LUN from the list of disks and arrays.
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Adding a Disk

At some time you will probably want to add another disk to your array. Features such as hot-pluggable disks
and Auto Include simplify the process of adding a disk to the array even while it is operating. A disk can be
added to the array without disrupting host operation.

After you have added a new disk, you have three options on how to use it:

» Increase capacity - you can use the disk to increase the capacity available to the operating system by
creating anew LUN.

e Improve performance - you can use the disk to improve disk array performance by simply leaving it as
unallocated capacity.

« Enable Active Spare - you can use the additional capacity to enable Active Spareif the disk array does
not currently have the capacity to implement this feature.

Toadd adisk tothearray:
1. Make sure the new disk has been inserted into the array cabinet.

2. If Auto Includeison, the disk is automatically added to the array and you can skip to the next step. If
Auto Includeis off, manually include the disk as described in the next sectiomcluding a DisK’

NOTE! In some situations, the array will not include a disk automatically, even if Auto Include is
enabled. This will happen if the new disk’s status is not Normal. See “Auto Include” in the HP
SureStore E Disk Array 12H User’s and Service Manual for more information about when this
might occur.

3. Depending on how the new disk will be used, perform the appropriate next step:

e Tousethedisk to increase capacity, create a LUN using all or a portion of the disk capacity. For
more information, seeCreating a LUN in this chapter.

e To use the disk to increase performance, leave the disk capacity unallocated.

e To use the disk capacity for Active Spare, enable the Active Spare feature if disabled.
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Including a Disk

A disk must be included in the disk array configuration before it can be used by the disk array. There are
two ways to include a disk:

e You can enable Auto Include, which will automatically include adisk when it isinserted into the disk
array enclosure.

e You can manually include each new disk.

For convenience, Auto Include is enabled by default on anew disk array. For information on disabling Auto
Include, seeChanging Disk Array Configuration Settiriga this chapter.

After including a disk, you must decide how you want to use it. For more information, see the preceding
section, Adding a Disk”

Tomanually include a disk:

1. Select the desired disk array controller from the list on the screen.

2. Select “Actions” on the menu bar.

3. Select “Disk Array Maintenance.”

4. Select “Include Disk . . .”
Disks not currently included will be highlighted on the display.
Select one of the highlighted disks to include.

6. Click “OK” to effect the change.
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Downing (Excluding) a Disk

Downing (or excluding) adisk istypically donein preparation for testing the disk. After the disk is downed,
testing can be done without impacting disk array operation. If testing reveal s that the disk is good, the disk
can be included back in the array configuration.

Downing adisk has the same effect asiif the disk failed or was physically removed from the cabinet. If Auto
Rebuild is enabled, the disk array will immediately begin a Rebuild when a disk is downed.

The down operation can be either destructive or nondestructive. The type of down performed determines
whether the disk array will assume thereis any valid data on the disk if it is returned to the array
configuration. If a destructive down is performed, the disk array will assume no data on the disk isvalid. If
the down is nondestructive, the disk array will assume any data on the disk that was not updated in the
disk’s absence is valid.

To protect data availability, the disk array will normally not let you down a disk if doing so would result in
loss of data redundancy or data unavailability. However, you can override this protection by specifying the
appropriate Exclusion Restriction. You can choose to down the disk even if a loss of redundancy would
result, but not data unavailability. Or you can down the disk even if data unavailability would occur.

NOTE. Two disks on the disk array are used to store the information for recovering data
maps if they are lost. The disk array will not let you down one of these RDM disks.

Todown adisk:

Select the desired disk array controller from the list on the screen.
Select “Actions” on the menu bar.

Select “Disk Array Maintenance.”

Select "Exclude Disk...”

Select the disk to exclude.

Select the desired "Exclusion Restriction”.

N o g w DN

Select "Assume Valid Data Next Time" to make the exclude nondestructive. If this option is not
selected, the exclude will be destructive.

8. Click “OK” to effect the change, or click "Apply" to select another disk to exclude.

After testing, a downed disk can be returned to the disk array configuration by manually including it. For
more information, see the preceding sectidtm;luding a Disk.
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Rebuilding the Disk Array

To maintain data redundancy in the event of adisk failure, it isimportant to rebuild the disk array as
quickly as possible. The Auto Rebuild feature does this automatically, so it is enabled by default. For
optimum data protection it recommended that Auto Rebuild remain enabled.
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If you would like more control over the Rebuild process, you can disable Auto Rebuild using the ARM
utilities. Thiswill allow you to manually start a Rebuild at the time you choose. A manual Rebuild is
initiated using the ARM utilities. SedRebuilding the Disk Array Manuallyih the next chapter for more
information.

A Rebuild impacts disk array performance while it is in progress, so before starting a Rebuild make sure the
appropriate rebuild priority is set.

For convenience and maximum protection against disk failure, Auto Rebuild is enabled by default on a new
disk array.

Setting Rebuild Priority

The rebuild priority determines how quickly a Rebuild completes. It allows you to balance the servicing of
host 1/0s with the rebuilding of the disk array. The same rebuild priority is used for both Auto Rebuilds and
manual Rebuilds. A high rebuild priority ensures the Rebuild will be completed at the same priorities as
host 1/0s. A low rebuild priority gives priority to host 1/Os in relation to the Rebuild.

To ensure that a Rebuild completes without disrupting data storage, the rebuild priority is set to high by
default on new disk arrays.

To set therebuild priority:

Select the desired disk array controller from the list.
Select “Actions” on the menu bar.

Select “Disk Array Maintenance.”

Select “Modify Array Configuration . . ."

Select desired rebuild priority (high or low).

S T o\ o

Select “OK” to effect the change.
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Switching Primary Controllers

In dual-controller disk array configurations, the array automatically switches to the secondary controller if
the primary controller fails. However, you can switch controllers manually if necessary. Thiswill cause the
secondary controller to assume the role of primary controller.

To switch primary controllers:

Select the desired disk array controller from the list.
Select “Actions” on the menu bar.

Select “Disk Array Maintenance.”

Select “Modify Array Configuration . . ."

Select desired primary controller.

S T o\

Select “OK” to effect the change.
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Chapter 3. Using the ARM Command Line
Utilities for HP-UX

The AutoRAID software includes a set of AutoRAID Manager (ARM) command line utilities. These
commands provide the ability to manage the disk array from the HP-UX command prompt rather than from
SAM.

The ARM commands can be used to perform a number of tasks that cannot be performed using SAM.
These tasks are intended for advanced users and involve procedures such as diagnostics, performance
monitoring, setting SCSI values, and disk array maintenance.

CAUTION! Many of the tasks available in SAM can also be performed using the ARM
utilities. These tasks are described on the following pages. It is recommended that these
tasks be performed using SAM to ensure predictable results and proper operation of the
disk array. You should consider using an ARM utility for these tasks only if you clearly
understand how the utility works and what effect it has on disk array operation. Improper
use of the ARM utilities can cause undesirable results, including loss of data.

LUNs and Logical Drives. To maintain consistency with HP-UX terminology, the term LUN is
used to refer to a disk array logical drive. The two terms are used interchangeably and refer to the
same logical entity on the disk array.

Information in man pages

The procedures in this chapter summarize the use of the ARM tilities. Detailed information about the
ARM command line utilities and their proper usageisincluded in the HP-UX operating system man pages.
A man page also exists for ARM Server, the server portion of the disk array management software.

To access HP-UX man pages information, type:

man <commmandnane>

Substitute one of the following ARM utility names for commandname.

ARMSer ver
arraycfg
arraydsp
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arrayfnt
arrayl og
arrayngr
arrayrbld
arrayrecover
downl oad
drivet est

dt est st at

| ogprint

Command Syntax Conventions

The following symbols are used in the command descriptions and examples:

Symbol Meaning
<> Integer value, whose units are not defined.

| “Exclusive OR.” Exactly one of the
parameters displayed will be used.

[1 Items enclosed are optional.
{1} Items enclosed are required.

The ARMServer Process

The ARM Server process is the server portion of the ARM software. It monitors the operation and
performance of the disk array, and services external regquests from clients executing disk array commands.
The ARM Server process monitors disk array performance and status, maintains disk array logs, initiates
diagnostics, and allows clients to examine and change the disk array configuration.

The ARM Server process must be running to allow management of the disk array using the ARM command
line utilities. Because of its importance in managing the disk arrays, the ARM Server processis launched
automatically when the system is booted. Host I/Os to the disk array are not dependent on the ARM Server
process and are serviced regardless of whether the ARM Server processis running or not.
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The Array Monitor Daemon (arraymond)

The Array Monitor Daemon, known asthe ar r aynond process, runs at regular intervals (every fifteen
minutes) to retrieve disk array status information. The arraymond process usesthe ar r aydsp ARM utility,
and therefore requires the ARM Server process to be running. By retrieving status from the disk array at
regular intervals, ar r aynmond can alert the system operator to any array problems.

Thear r aynond processisincluded with the ARM software and isinstalled with the other software
components. Like ARM Server, the ar r aynond process is launched automatically when the systemis
booted.

Routing arraymond Error Messages

By default, the status messages generated by ar r aynmond are sent to the system console and emailed to

r oot . The destination for the error messages can be rerouted by editing the contents of the destination
configuration file, et ¢/ hpC2400/ ar r aynon. dest . Thisfileidentifies the destinations for all error
messages.

Thefirst linein the file identifies a computer screen (/ dev/ consol e) or none (/ dev/ nul 1), if no
screen messages are desired. The rest of the file identifies electronic mail addresses.

The following example of an ar r aynon. dest filedirectsthear r aynond processto send its error
messages to the system console and to also mail the messages to three people on other systems.

/ dev/ consol e

root

bob@pdn 69
al ex@pdmD9
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Selecting a Disk Array to Manage

When using the ARM utilities, the<ar r ay- i d> field isused to identify the disk array. The<ar r ay-
i d> field can contain the disk array serial number, the raw device file name of any LUN on the array, or an
aliastext string assigned to the array using the ar r ayngr command.

For example, assume a disk array has a serial number of 00786B5C0000, special raw device file
/ dev/ rdsk/ c2t 0dO isdefined for thisarray, and it has an alias of autoraid4. To check the available
unallocated capacity on this particular disk array, you could use any of the following commands:

arraydsp 00786B5C0000
or
arraydsp /dev/rdsk/c2t 0d0
or
arraydsp autorai d4
The serial number of al arraysin the system can be obtained using the command
arraydsp -i

For more information see "Displaying Disk Array Serial Numbers" in this chapter.
A list of al special device filenames assigned to the disk array can be displayed using the following
command:

ioscan -fn -C disk

Many commands affect the operation of the entire disk array, regardless of whether the<ar r ay-i d> field
contains the array serial number or a special device file name. Commands that involve only a specific LUN
on the array will include an option (-L LUN) for identifying the LUN involved. For example, to format
LUN 3 onadisk array that is referenced by / dev/ r dsk/ c2t 0d0, you would use the following
command:

arrayfnt -L 3 /dev/rdsk/c2t0dO
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Configuring a New Disk Array

After installing a new disk array, you can perform the initial configuration using the ARM utilities. This
establishes the operating environment for the disk array.

XN-dH

To configureanew disk array:
1. Plan your capacity management strategy and LUN configuration.

Decide how you want to use the disk array capacity. Factors such as data redundancy and performance
influence how you manage the capacity. See “Managing the Disk Array CapacityHP thgeSore
E Disk Array 12H User’s and Service Manualr help in planning your strategy. Also s@agd's for
Configuring the Disk Array On HP-UXn Chapter 1 of this guide.

2. Display the serial number of the disk array by typing:
arraydsp -i

The serial number provides a way to identify disk arrays when using the ARM utilities. Record the
serial number for future reference, or set a shell variable to hold this value, for example:

export | D=00786B5C0000

or

export | D=/dev/rdsk/c2t0dO

3. If the planning in step 1 requires you to disable any of the configuration settings to implement your
capacity management strategy, do so now. These settings include Active Hot Spare, Auto Rebuild, and
Auto Include. Change the configuration settings by typing:

arrayngr -h { on|off } <array-id> (Active Spare)
arrayngr -a { on|off } <array-id> (Auto Rebuild)
arrayngr -i { on|off } <array-id> (Auto Include)

NOTE! Only one setting can be changed on each command line.
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4. Check the available unallocated capacity on the disk array by typing:

arraydsp $ID

Thetotal unallocated capacity available for creating LUNs will be displayed. Make sure thereis
adequate capacity to create the LUN structure you need.

5. Create each LUN on the disk array by typing:
arraycfg -L LUN -a capacity <array-id>
Example:

arraycfg -L 0 -a 1000 00786B5C0000

This command creates LUN 0 with a capacity of 1000 Mbytes on the array identified by serial number
00786B5C0000.

This step makes disk array capacity available to your operating system, and it must be repeated for each
LUN to be created. Make sure you observe any operating system limitations on LUN size or number. For
more information, seeCreating a LUN in this chapter.
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Checking Disk Array Status

One of the most important management tasks is monitoring the status, operation, and configuration of the

disk array. It isimportant to know how well the disk array is operating and if any problems or failures have

occurred. Using the ARM ar r aydsp command, you can easily check all aspects of disk array operation

and configuration. The ar r aydsp command options, summarized in Table 4, allow you to display
information about each disk array hardware component, as well as information about the logical
configuration of the disk array.

Table 4. arraydsp Options for Displaying Disk Array Status

Option Status Information Displayed
none General information about the disk array
-1 [LUN Information for the specified LUN
-a All information displayed for options -I, -d, -c, -s, -v, and -h
-C Array controller status
-d Disk status
-h Hardware status
- Serial numbers for all disk arrays
-m Display performance metrics
-R Rescan for SureStore E (AutoRAID) disk arrays recognized by the
host.
-r Make performance recommendations
-S Generate raw output, used in combination with other options
-S General configuration information. For a complete description of
all the configuration settings, see “Viewing the Disk Array General
Configuration Settings” at the end of this chapter.
-V Capacity information
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Displaying Disk Array Serial Numbers
The serial numbers of all disk arrays connected to the host can be displayed by typing:

arraydsp -i

Missing Disk Arrays? If you know there are disk arrays connected to the host but they are not
displayed in response to the arraydsp command, check the following:

« Make sure all disk arrays are properly connected to the host. This includes proper termination
of the SCSI bus.

* Make sure all disk arrays are turned on and operating properly.

* Make sure the ARMServer process is running. ARMServer must be running to execute this or
any other ARM command. You can easily check to see if the ARMServer process is running
using the following command: -ps ef | grep ARM

* Rescan for disk arrays by typing: arraydsp -R. This will update the ARMServer information to
reflect the current system configuration.

+ Execute the ioscan -fn -C disk command and ensure that the software state for all active disk
arrays is "CLAIMED".

Changing Disk Array Configuration Settings

A number of configuration settings control the operation of the disk array. These settings are usually
established during installation and once set, should rarely need to be changed.

The default settings have been selected to provide the best operation for most systems. However, if you
determine that any setting does not meet your needs, you can easily changeit.

Table 5 lists the various settings, including factors you may want to consider when changing them.
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Table 5. arraymgr Disk Array Configuration Settings

Setting Default | Command Comments and Considerations
Option
Active On -h Active Hot Spare provides optimum
Spare protection against disk failure. Disabling

Active Hot Spare will make additional
capacity available to the host, but at the
expense of maintaining full data

redundancy.
Auto On -a Auto Rebuild provides optimum protection
Rebuild against disk failure by rebuilding a failed

disk as quickly as possible. Disabling Auto
Rebuild gives you more control over the
rebuild process, but it can leave the disk
array vulnerable to a second disk failure
until a Rebuild is performed manually.

Auto On -i Auto Include simplifies the task of adding
Include a new disk to your array. Disabling it will
require you manually to include each disk
you install in the array.

Rebuild High -p Rebuild priority determines how quickly a
Priority Rebuild operation will complete.

To change Active Spare, Auto Rebuild, or Auto Include settings, type:

arraynmgr { -h | -a | -i } { onloff } <array-id>

To change Rebuild Priority setting, type:

arrayngr -p { high|low } <array-id>
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Managing LUNs (Logical Drives)

An important part of managing the disk array involves defining and maintaining the optimal LUN structure
for your system. Y our system requirements and limitations will influence the LUN structure you choose.

Managing LUNsis a part of the overall task of managing disk array capacity. For more information on
managing disk array capacity to meet your system needs, refer to the HP SureStore E Disk Array 12H
User's and Service Manual

Checking LUN Configuration

When you are managing LUNSs, you may find it convenient to check the current LUN configuration and the
available capacity.

To check the current LUN configuration and the available capacity, type:

arraydsp -1 [LUN] <array-id>

Creating a LUN

Only capacity assigned to LUNs is visible to the operating system. When selecting the size for your LUNS,
consider the following factors:

e Any size limitations imposed by the operating system, for example, LVM.

e Your backup strategy. If you do unattended backup to a device such as a tape, you may want to avoid
creating aLUN that islarger than the capacity of the tape media. This allows you to back up an entire
LUN without changing tapes.

e Configuring the LUN into LVM for maximum performance as described in Table 2.

NOTE! Before creating a LUN, check your operating system documentation for any additional
information or steps that may be required to create a LUN.

Tocreatea LUN, type:
arraycfg -L LUN -a capacity <array-id>

LUN must be an unused value between 0 and 7
Capaci t y must be less than or equal to the currently available unallocated capacity
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NOTE! The following commands require LUN exclusive access. This means nothing, including
LVM, can access the LUN while the command is running. If LVM is used, the volume group
containing the LUN must be deactivated for the command to run.

Del ete LUN
Format LUN
Renunber LUN

Renumbering a LUN

NOTE! Before renumbering a LUN, check your operating system documentation for any
additional information or steps that may be required to renumber a LUN.

Torenumber aLUN, type:

arraycfg -L LUN -r newLUN <array-id>

LUNisthe LUN to be renumbered
newLUN s anew available LUN number

Deleting a LUN

When aLUN is deleted, its capacity is returned to the pool of unallocated capacity space. Deleting a LUN
isagood way of freeing up capacity for the Active Hot Spare or for simply adding more unallocated
capacity to improve disk array performance.

CAUTION! All dataon a LUN is lost when it is deleted. Make sure you backup any
important data on the LUN before deleting it.

NOTE! Before deleting a LUN, check your operating system documentation for any additional
information or steps that may be required to delete a LUN.
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Todeletea LUN, type:
arraycfg -L LUN -d <array-id>

LUNisthe LUN to be deleted

Adding a Disk

At some time, you may want to add another disk to your array. Features such as hot-pluggable disks and
Auto Include simplify the process of adding a disk to the array even while it is operating. A disk can be
added to the array without disrupting current I/O operations.

After you have added a new disk, you have three options on how to use it:

* Increase capacity - use the disk to increase the capacity available to the operating system by creating a
new LUN.

* Improve performance - use the disk to improve the disk array performance by simply leaving it as
unallocated capacity.

« EnableActive Spare - use the additional capacity to enable Active Hot Spare if the disk array does not
currently have the capacity to support this feature. This also improves performance as the spare space is
used as RAID 0/1 space until it is needed.

Toadd adisk tothearray:
1. Make surethe new disk has been physically inserted into the array.

2. If Auto Includeison, the disk is automatically added to the array and you can skip to the next step. If
Auto Includeis off, manually include the disk as described in the next sectilmt|dding a Disk’

NOTE! In some situations, the array will not include a disk automatically, even if Auto Include is
enabled. This will occur if the new disk’s status is something other than Normal. See “Auto
Include” in the HP SureStore E Disk Array 12H User’s and Service Manual for more information
about when this might occur.

3. Depending on how you intend to use the new disk, perform the appropriate next step:

e Tousethedisk to increase capacity, create a LUN using all or a portion of the disk capacity. For
more information, seeCreating a LUN in this chapter.

e To use the disk to increase performance, leave the disk capacity unallocated.
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e Tousethedisk capacity for an Active Hot Spare, enable the Active Hot Spare feature if not
currently enabled. For more information, s€hanging Disk Array Configuration Settiriga this
chapter.
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Including a Disk

A disk must be included in the disk array configuration before it can be used by the disk array. There are
two ways to include a disk:

e You can enable Auto Include, which will automatically include a disk when it is inserted into the disk
array enclosure.

* You can manually include each new disk.

For convenience, Auto Include is enabled by default on a new disk array. For information on disabling Auto
Include, seeChanging Disk Array Configuration Settiriga this chapter.

After including a disk, you must decide how you want to use it. For more information, see the preceding
section, Adding a Disk”

Tomanually include a disk, type:
arraycfg -D slot -a <array-id>

sl ot is the cabinet shelf containing the disk drive (Al through A6, or B1 through B6)
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Rebuilding the Disk Array

To maintain data redundancy in the event of adisk failure, it isimportant to rebuild the disk array as
quickly as possible. Auto Rebuild does this automatically, and it is enabled by default. For optimum data
protection it recommended that Auto Rebuild remain enabled.

If you want more control over the Rebuild process, you can disable Auto Rebuild. Thiswill allow you to
manually start a Rebuild at the time you choose. A Rebuild impacts disk array performance whileitisin
progress, so before starting a Rebuild make sure the appropriate Rebuild Priority is set. Settirig
Rebuild Priority in this chapter.

For convenience and maximum protection in the event of a disk failure, Auto Rebuild is enabled by default
on a new disk array. For information on disabling Auto Rebuild, Geariging Disk Array Configuration
Setting$ in this chapter.

Rebuilding the Disk Array Manually

If you have chosen to disable Auto Rebuild, you will have to start the Rebuild manually. The Rebuild will
begin immediately and continue to completion. If no Rebuild is necessary, the command will be ignored.

To start a Rebuild manually, type:

arrayrbld -r <array-id>

Setting Rebuild Priority

The rebuild priority determines how quickly a Rebuild completes. It allows you to balance the servicing of
host 1/0s with the rebuilding of the disk array. The same rebuild priority is used for both Auto Rebuilds and
manual Rebuilds.

To set therebuild priority, type:

arrayrbld -P { high|low} <array-id>
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Checking the Progress of a Rebuild

Y ou can easily check the progress of a Rebuild. This allows you to determine approximately when a
Rebuild will complete.

To check the progress of a Rebuild, type:

arrayrbld -p <array-id>

Canceling a Rebuild

A Rebuild can be canceled only if it was started manually. A Rebuild that was started by Auto Rebuild
cannot be canceled. If aRebuild is canceled, it must be started over again and any progress made during the
first Rebuild will be lost.

When canceling a Rebuild, the Rebuild may not stop immediately. This occursif the disk array is busy
servicing higher priority 1/0 requests from the host. The Rebuild will be canceled when the disk array has
serviced all higher priority commands.

To cancel a manual Rebuild, type:

arrayrbld -c <array-id>
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Analyzing Disk Array Performance

The disk array monitors and stores a number of metrics that reflect how the disk array is performing. The
disk array management software periodically retrieves these performance metrics and stores them for your
viewing. The ARM software can also analyze the performance metricsto identify any potential performance
problems. Based on this analysis, recommendations are made on how to improve disk array performance.

Checking the metrics regularly is a quick and easy way for you to monitor the performance of the disk array
and identify any problems that may be developing. Y ou may choose to display only the recommendations,
or you may want to view the metrics for further analysis.

For a complete description of each performance metric, refer to the HP SureStore E Disk Array 12H User’s
and Service ManuaY ou can also view the ar r aydsp man page for a complete explanation of all the
performance command options.

To analyze disk array performance, type:

arraydsp { -r stine etine} | { -mstine etine [int] } <array-id>

Command Examples

The following command displays performance recommendations for disk array serial number
00786B5C0000. Performance is analyzed for the time period starting at 8:00 AM and ending at 5:00 PM
(1700) on March 15. The format of thest i ne and et i ne argumentsis mddhhmm{ yy] .

arraydsp -r 03150800 03151700 00786B5C0000
The following command displays the performance metrics for disk array serial number 00786B5C0000.
Metrics are displayed for the time period starting at 11:00 AM and ending at 6:00 PM on April 6. A display
interval of 30 minutesis specified.

arraydsp -m 04061100 04061800 2 00786B5C0000
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Selecting a Time Period for Analysis

When analyzing performance, you must define the time period over which the analysis will be performed. A
starting time (st i me) and ending time (et i nme) establish the analysis period. For the best results, select a
time period when performance may be a concern. Thiswill produce the most meaningful analysis and
recommendations.

For example, if the heaviest [oad on the disk array occurs between the hours of 8:00 AM and 5:00 PM,
restrict the analysis to this time period. If you include periods of less activity, the analysis may yield
different results and conseguently different recommendations. This occurs because activity is averaged over
the entire analysis period, and periods of less activity will offset the effects of busier periods.

Typically, you should select aperiod of time that represents normal system operation. Avoid any unusual
events such as a Rebuild or changes made to array capacity. If you select atime period that includes an
event that may distort the analysis, the utility will alert you and will not provide any recommendations.

Y ou can aso control the display interval using thei nt option. This allows you to control how much detail
you get when displaying the metrics. The display interval is the number of 15-minute increments.

Checking the Working Set Metric

A key factor in monitoring and maintaining optimal performance of the disk array is the Working Set
metric. To ensure that disk array performance is maintained, you should access the performance metrics
regularly and check the Working Set value.

The Working Set performance metric is derived from the Write Working Set parameter. It indicates the
ratio of the Write Working Set size to the amount of RAID 0/1 space available. For a detailed explanation
of the Write Working Set and itsimpact on performance, refer to the HP SureStore E Disk Array 12H
User's and Service Manual.

To maintain performance, the amount of RAID 0/1 space should equal or exceed the Write Working Set,
resulting in aWorking Set value less than or equal to 1. A Working Set value greater than 1 indicates that
the Write Working Set is larger than the available RAID 0/1 space and the disk array is servicing writes
from RAID 5 space.

If the Working Set consistently exceeds 1, the amount of RAID 0 /1 space available should be increased to
improve performance. This can be accomplished in several ways as described in the following section.

If the Working Set is consistently much less than 1, some of the RAID 0/1 capacity can be allocated to a
new LUN without impacting performance. The remaining RAID 0/1 space should be adequate to
accommodate the Write Working Set.
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Performing Disk Array Maintenance Tasks

There are several tasks that you may have to perform in the on-going management of the disk array. These
maintenance tasks are typically performed infrequently and may involve taking the disk array off line.

Shutting Down the Disk Array

CAUTION! When an array shutdown is performed, the disk array becomes unavailable to
the host system. An array that is shutdown appears to the operating system as if its power
has been turned off. As with any disk subsystem, it is essential that file system and LVM
access to the disk array be correctly removed before shutting down or powering off the
disk array.

Before an array Shutdown is performed, all mounted file systems and LVM logical volumes mapped to the
disk array must be unmounted. The unount operation synchronizes data in the HP-UX internal buffers
with the data stored on the disk array.

The disk array must be Shutdown prior to performing any maintenance. The Shutdown process copies vital
data mapping information from the controller NVRAM to the disks. This protects the data mapping
information should the contents of the NVRAM be lost or corrupted due to battery failure. Shutdown then
takes the disk array off line, making all data unavailable to the host. The disk array can still be managed and
tested, but all datais inaccessible while the disk array is Shutdown.

Shutdown is initiated automatically each time the disk array is turned off using the power switch, soitis
usually not necessary to initiate a Shutdown using the ARM Ltility.

To Shutdown thedisk array, type:
arraynmgr -s shut <array-id>
Restarting the Disk Array
Following Shutdown, the disk array can be brought back on line by performing arestart. This makesthe

data on the disk array available to the host once again.

Torestart thedisk array, type:

arraynmgr -s start <array-id>
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After the array completesinitialization, file system and LVM logical volumes mapped to the disk array must
be mounted for HP-UX to access the disk array.

Resetting the Disk Array

Thedisk array can be reset if there is a problem with SCSI channel communication. A reset will interrupt
access to the disk array temporarily, so it should be done only when attempting to solve a problem with the
disk array.

Toreset thedisk array, type:

arrayngr -R <array-id>

Downing (Excluding) a Disk

Downing (or excluding) adisk istypically donein preparation for testing the disk. After the disk is downed,
testing can be done without impacting disk array operation. If testing reveal s that the disk is good, the disk
can be included back in the array configuration.

Downing adisk has the same effect asiif the disk failed or was physically removed from the cabinet. If Auto
Rebuild is enabled, the disk array will immediately begin a Rebuild when a disk is downed.

The - v option identifies the down operation as either destructive or nondestructive. This determines
whether the disk array will assume there is any valid data on the disk if it is returned to the array
configuration. If adestructive down is performed (- v not specified), the disk array will assume no data on
the disk isvalid. If the down is nondestructive (- v specified), the array will assume any data on the disk
that was not updated in the disk's absence is valid.

Todown adisk, type:

arraycfg -Dslot -d [-v] [-R-Z] <array-id>

To protect data availability, the disk array will not let you down a disk if doing so would result in loss of

data redundancy or data unavailability. However, you can override this protection by specifying the

appropriate ARM options. TheR option allows the disk to be downed even if a loss of redundancy would

result, but not data unavailability. Th& option allows the disk to be downed even if data unavailability
would occur. A complete description of the options is included iathieycf g man page.

NOTE. Two of the disks in the disk array are used to store recovery map information. The
disk array will not allow you to down either of these drives unless you use the -R or
-Z option.
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After testing, a downed disk can be returned to the disk array configuration by manually including it. For
more information, sedricluding a Disk in this chapter.

Testing a Disk

Diagnostics allow you test the operation and integrity of a disk. Three different types of testing can be
performed:

e Write/lRead/Verify - a destructive test that will destroy data on the disk being tested. The disk must be
downed before beginning the test.

« Read/Verify - a nondestructive test that will not alter any data on the disk being tested. It is not
necessary to down the disk before performing a read/ verify test.

e Sdf-test - a nondestructive internal test that checks the operation of the disk.

To perform awrite/read/verify test of adisk, type:

drivetest -D slot -w percent <array-id>

To perform aread/verify test of adisk, type:

drivetest -D slot -r percent <array-id>

To perform a self-test of adisk, type:

drivetest -D slot -s <array-id>

per cent is the percent (0 to 100) of the disk to be tested
sl ot is the cabinet shelf containing the disk drive (Al through A6, or B1 through B6)

Displaying Test Results

After the disk testing is complete, the test results can be displayed for analysis by udingsthst at
utility.

Todisplay theresults of a disk test, type:

dteststat [-D slot] <array-id>
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If the - D option is not specified, results will be displayed for al disksin the array that have been tested.

Canceling a Disk Test

If you do not want to wait for a disk test to complete, you can cancel it using the dt est st at command
and testing will stop immediately.

To cancel adisk test in progress, type:

dteststat -D slot -c <array-id>

Printing ARMServer Log Contents

The contents of the various log files maintained by ARM Server can be printed using thel ogpr i nt
command. The contents of the logs may be useful in identifying any possible problems that may be
occurring with the disk array.

For a detailed explanation of the log contents output, seethel ogpr i nt man page

To print the contents of the ARM Server logs, type:

logprint[-d log_directory nane] [-s start_tine] [-e stop_tine]
[-t record_type...] [-a array_serial _nunber]

| og_di rectory_nane identifies the location of the log files
start_timeandstop_tine limittheoutput to events between the specified times

r ecor d_t ype identifies the type of record(s) to print. Records include system usage log
(usage), disk error log (di sk), controller error log (ct r | r), system change log (change), and
performance log (per f)

array_serial _nunber limitsthe output to only those entries associated with the specified
disk array.

Displaying Hardware Logs

In addition to the logs maintained by ARM Server, hardware logs are also stored on the disk array. The
arr ayl og command provides access to the controller and disk logs maintained by the disk array. These
logs contain information useful for diagnosing and troubleshooting the disk array. The logs can also be
cleared using ar r ayl og. The arraylog options for accessing the disk array hardware logs are listed in
Table6.
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Table 6. arraylog Options for Displaying Log Contents

Option Description
-u Display the contents of the disk array controller usage log.
-e Display the contents of the disk array controller event log.
-d slot Display the contents of the log for the disk installed in the cabinet slot

identified by slot. Slot numbers must be of the form "An" or "Bn", where
A or B correspond to a cabinet column, and n corresponds to a shelf
position (1-6).

-C{-c | -d slot} Clear the specified logs. If -c is specified, clear the disk array controller
usage and event logs. Both logs will be cleared when using this option.
It is not possible to clear just one of the logs. If -d is specified, clear the
log for the disk installed in the cabinet slot identified by slot.

Todisplay the contents of a hardwarelog, type:

arraylog [-u] [-e] [ -d slot ] <array-id>

To clear the hardwarelogs, type:

arraylog [-C{-c|-d slot}] <array-id>

Formatting the Disk Array

Should it become necessary to do so, you can format the entire disk array, or asingle LUN. Formatting
destroys all data on the array or LUN involved. Formatting an array first requires that all LUNSs be deleted.

Toformat the entiredisk array, type:

arrayfm -F [-h] <array-id>

Toformat a LUN, type:

arrayfm -L LUN <array-id>




Using the ARM Command Line Utilitiesfor HP-UX
Performing Disk Array Maintenance Tasks

Changing SCSI Settings

The SCSI settings control the transfer of information over the SCSI channel connecting the host and the
disk array. The default SCSI settings listed in Table 9 have been chosen to work with all supported SCSI
adapters, and in most cases should not be changed.

NOTE! Before changing any SCSI setting, you should understand what the SCSI setting does,
and what effect changing it will have on disk array operation. Be aware that using an incorrect
SCSI setting may make it impossible for the host and disk array to communicate properly. In this
case, it will be necessary to use the disk array control panel to return the SCSI setting to its
original value to reestablish communication.

To change SCSI settings, type:

arraymgr { -W| -T | -P| -m| -r } {on]off} <array-id>

Changing the Controller SCSI ID
Changing the SCSI ID directly impacts the operating system’s ability to access the disk array. Before

performing this task, check your operating system documentation for information on how to change the

SCSI ID of a disk subsystem.

To changethecontroller SCSI ID, type:

arrayngr -C {X| Y} addr <array-id>

addr is the new address (0 — 15) for the indicated controller

Switching Primary Controllers

XN-dH

In dual-controller disk array configurations, the array automatically switches to the secondary controller if
the primary controller fails. However, you can switch controllers manually if necessary. This will cause the

secondary controller to assume the role of primary controller.

To switch primary controllers, type:

arraymgr -c { X | Y } <array-id>
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Setting Data Resiliency

The data map contents stored in the disk array controller NVRAM is copied to two disks on the array at
regular intervalsto protect against map loss. The interval at which the disks are updated with recovery map
information is controlled using the data resiliency setting. Selecting a data resiliency setting involves
making a tradeoff between data protection and performance. The more frequently the recovery maps are
updated, the more impact it may have on performance.
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To set the data resiliency mode, type:
arrayngr -J {SingleController | Secure | Normal | H ghPerformance} <array-id>

The dataresiliency settings are described in Table 7.

Table 7. Data Resiliency Settings

Setting

Description

SingleController

This setting should only be used if the disk array is operating with one
controller. This suppresses the single controller warning messages that
are normally generated when the disk array is operating with one
controller. This setting will affect I/O performance. This is the default
setting for single controller mode.

Secure Continually updates the disks with any changes in the controller maps.
This is the highest level of data protection, but it may result in
decreased I/O performance.

Normal Updates the maps on the disks at regular intervals (typically 4 seconds).

This option offers both data protection and good performance. This is
the default setting for dual controller mode.

HighPerformance

Updates the disk maps only during shutdown of the disk array. This is
the lowest level of data protection, but it offers the highest level of
performance.
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Creating a Disk Array Alias

An alias can be created to identify the disk array. The alias provides an alternative to the disk array serial
number and raw device file name that can also be used to identify the array.

Aliasing can be used in avariety of waysto help identify disk arraysin large systems. For example, by
assigning numbers to racks and to the shelf positions within the racks, each disk array can be uniquely
identified using an appropriate alias. If arack is assigned number 12, the disk array installed on shelf 3 of
the rack could be identified using an alias of R12_S03. This technique simplifies locating the disk array
should it need service.

Tocreateadisk array alias, type:
arraynmgr -D alias_nanme <array-id>

al i as_nane can be up to 12 charactersin length and can include upper case letters, numbers, spaces,
number sign (#), underscore (), and period (.).

Recover

If the disk array is not shutdown properly, it is possible that the data mapsin NVRAM memory will be lost.

For this reason, the disk array allows the data maps to be periodically written to the disk drives. If the maps

are lost, an error code such as “No Address Table” will appear on the display. If your disk array is a boot
device, you may have to recover the maps by using the front panel command called “Recover” under the
“Cntrl Changes” menu. The Recover command is only supported in controller firmware versions later than
HP40, and any patch delivered after IPR9808 release.
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Downloading Firmware

Thedownl oad command copies new firmware code to the controller(s) or individual disk mechanismsin
the disk array. Firmware also can be copied from a primary array controller to a secondary controller.

The ARMSer ver and ar r aynond processes continue to run while the download is in progress. However,
these processes may not be able to access the array during the download because the download operation
shuts down the disk array. This may cause warning messages such as the following to be displayed:

access error: Unable to get status fromdisk array on <raw di sk
file name> at <machi ne nane>

These warning messages can be ignored.

CAUTION! The firmware code is copied from the primary controller to the secondary
controller, so before performing this task make sure the controller that has the desirable
code is designated the primary controller. See *  Switching Primary Controllers " for
instructions on changing the state of the controller.

To download firmwareto a disk, type:

downl oad -D sl ot codefil enane <array-id>

sl ot identifiesthe cabinet shelf containing the disk drive
codefi | enane identifiesthe file containing the firmware code

To download firmwareto thedisk array controllers, type:

downl oad -C codefil enane <array-id>

codef i | enanme identifiesthe file containing the firmware code

Todownload firmware from the primary controller to the secondary controller, type:

downl oad -M <array-id>
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Firmware Download Procedure With LVM

When LVM has access to the disk array the procedure described below should be followed to perform the
download. This procedure works for single or multi-host configurations.

CAUTION! In multi-host configurations, other hosts must not access the disk array while
the download is in progress. Data can be lost if write requests are made to the disk array
while a download is in progress.

If the arraymond process is running, it can disrupt the download. Make sure you Kill the
arraymond process before starting a download.

If the root or opt file system is contained on the array, the offline diagnostic (ARDIAG) must be used to
download the firmware. If the stand, var, usr, tmp file system or swap partition are contained on the disk
array, the download must be performed in single user mode or off line, using ARDIAG.

NOTE! The download process automatically shuts down the array. The array Shutdown will not
succeed unless all file systems have been unmounted and LVM access to the array has been
deactivated.

To download firmwareto the array controllersor to the disk mechanism:

1. Unmount all logical volumes mapped to the disk array.

Deactivate all LVM volume groups containing logical volumes mapped to the disk array.
Download the controller or disk mechanism firmware.

Reactivate the LVM groups deactivated in step 2.

g > »w DN

Remount the LVM logical volumes unmounted in step 1.

For example, if two LVM logical volumes (I vol 1 and | vol 2) are defined on the disk array and both
logical volumes are contained in the volume group vg02, the steps to download the firmware are:

1. Umount the logical volumes.

umount /dev/vg02/1vol 1
umount /dev/vg02/1 vol 2

2. Deactivate the volume group.

vgchange -a n /dev/vg02
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3. Load the controller firmware.

downl oad -C firmvare.file 000000123456

4. Reactivate the volume group.

XN-dH

vgchange -a y /dev/vg02
5. Mount the logical volumes.

nount al |
If the disk array has LUNSs that are being used as raw devices, for example a database system doing “raw”
I/0, the array should be disconnected from all systems except the one doing the download. An alternative to

disconnecting the systems is to use the HPsli¥t down ( 1n) command to halt the other systems until
the download is complete.
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Recovering Data Maps

If the data maps stored in the disk array controller NVRAM arelost, thear r ayr ecover command can be
used to reconstruct the maps. The data maps are reconstructed using the latest recovery maps stored on two
of the disk drives.

The recovery operation involves performing a parity scan on the contents of the entire disk array to validate
the accuracy of the maps and to correct any drive parity inconsistencies. This process can take up to severa
hours depending on the amount of data on the disk array.

To start the map recovery process, type:

arrayrecover [[-s] | [-1[c]] | [-p] | [-v volune_set_ID]] [-c] <array-id>
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The command optionsfor ar r ayr ecover arelistedin Table 8.

Table 8. arrayrecover Command Options

Description

Used with other options, this will cause continuous polling during the
recovery. The recovery is monitored and the current progress is
displayed at regular intervals.

Displays the array controller logs on standard output.

Displays the array controller logs on standard output, and then clears
the logs.

Begin the recovery in non-interactive mode. If there are multiple volume
sets on the disk array, a list of the volume set numbers will be
displayed. If there is only one volume set on the disk array, the recovery
will be done on it. This option provides a mechanism to pass volume set
information to a script designed to perform a recovery.

Returns the recoverability status of the disk array, as well as the status
of a recovery in progress. The status indicates if recovery is needed,
and what percentage of the entire recovery has been completed. When
used with the -c option, status will be returned at regular intervals
allowing continuous monitoring of the recovery progress.

-v volume_set ID

Starts a recovery on the volume set indicated by volume-set-id. This
option is intended for use only in environments where there are multiple
volume sets on the disk array.
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Viewing the Disk Array General Configuration Settings

Checking the general configuration settings allows you to view the current settings for all the disk array
operating parameters. The settings include the current status of the array, the array configuration, and the

SCSI configuration settings.

A description of each setting isincluded in Table 9. The default settings have been selected to optimize disk

array operation on HP-UX.

NOTE! Before changing any setting, you should understand what the setting does, and
what effect changing it will have on disk array operation. Be aware that using an
incorrect setting may make it impossible for the host and the disk array to
communicate properly.

To view the general configuration settings, type:

arraydsp -s <array-id>

A complete list of the settings will be displayed.

Table 9. General Configuration Settings

Parameter Default Description
Setting
Overall State of Array | READY |Specifies the current state of the array
Active Hot Spare ENABLED [Indicates whether the array should reserve space within
Desired which to perform a rebuild process.
Auto Include ENABLED [Indicates the action to be taken when a drive is physically
inserted into the array.
Auto Rebuild ENABLED (Indicates the action to be taken when a drive becomes
unusable.
Rebuild Priority HIGH [Indicates the priority the rebuild process is given with

respect to host I/O.
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Parameter

Default
Setting

Description

Capacity Depletion
Threshold

0%

Indicates the amount of space below which the disk array
should signal a Capacity Depletion warning. For example,
if this field is set to 99% then when the disk array reaches
99% capacity, a Capacity Depletion warning will be
indicated. 0% means that Capacity Depletion warnings
will not be issued.

Write Working Set
Interval

8640
seconds

Indicates the period (in ten second intervals) over which
write performance measurements should be gathered.
For example, 8640 X 10 = 86400 seconds = 24 hours.

Language

ENGLISH

Indicates the language used when displaying information
on the front panel.

Log Full Warning

DISABLED

Indicates whether the disk array should assert a warning
when some portion of the controller log is full. When
enabled, the disk array will assert a Log Full Warning
when one of the disk array log pages fills, or a log
parameter reaches its maximum value. When disabled,
no Log Full Warning will be indicated.

Volume Set
Partitioning

DISABLED

Indicates whether the disk array should boot when half or
more of the previously available drives are unavailable
(i.e., there is no drive quorum). Enabled indicates that
\volume set partitioning should be allowed. Disabled, the
system will remain in the No Quorum state when the
required quorum is not available.

Format Pattern Fill

DISABLED

Indicates whether the disk array will fill in incomplete
RAID blocks with a format pattern when performing new
writes. Some operating systems (not HP-UX and not NT)
expect that SCSI format commands completely reinitialize
data to a non-random pattern. When using the array with
one of those operating systems, pattern filling should be
enabled.

Disk array Type ID

12

Uniquely identifies the disk array hardware configuration.
This field can be used to find the number of drives and
SCSI channels supported within the disk array.

LUN Creation Limit

Controls the range of LUNs that may be created.

Maximum LUN
Creation Limit

Specifies the maximum supported value for the LUN
Creation Limit.
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Parameter Default Description
Setting
Array SCSI N/A N/A

configuration:

Controller X SCSI
Address

Indicates the SCSI bus address to be used by controller
X. Changes in this field will take affect only after controller
X is reset.

Controller Y SCSI
Address

Indicates the SCSI bus address to be used by controller
Y. Changes in this field will take affect only after controller
Y is reset.

Write Cache

ENABLED

Indicates whether the disk array should cache write data.
This field may be ignored depending on the map
resiliency mode. Series 800 systems normally disable this
field, and series 700 systems enable this field. Generally,
write cache is used even though a host system
automatically disables this field.

Read Cache

DISABLED

Indicates whether the disk array should cache read data.

Note: This field does not represent what is actually
happening. The disk array uses read cache algorithms.
This field is put in place to facilitate some third party
operating systems.

SCSI Parity Checking

ENABLED

Indicates whether the disk array should check SCSI bus
parity. Disabled means that bus parity checking is
disabled. Enabled indicates that bus parity checking is
enabled.

SDTR ENABLED (Indicates whether the disk array should initiate SDTR
(Synchronous Data Transfer Request). Disabled,
indicates the disk array will not initiate SDTR. Enabled
indicates the disk array will initiate SDTR.

WDTR ENABLED (Indicates whether the disk array should initiate WDTR

(Wide Data Transfer Request). Disabled, indicates the
disk array will not initiate WDTR. Enabled indicates the
disk array will initiate WDTR.

Terminator Power

ENABLED

Indicates whether the disk array should provide power for
the SCSI bus terminators. Disabled, indicates the disk
array will not provide termination power. Enabled
indicates the disk array will provide termination power.
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Parameter

Default
Setting

Description

Unit Attention

ENABLED

Indicates whether the disk array should signal a Unit
Attention condition immediately following power-on or
reset. Disabled, indicates the disk array will not signal unit
attention. Enabled indicates the disk array will signal unit
attention.

Disable Remote Reset

ENABLED

Controls the bus reset behavior of the second controller
when a SCSI reset (reset signal, BDR or Reset Disk array
command) is received in the first controller. When this bit
is disabled, the second controller will assert the bus reset
signal to indicate that all outstanding requests were
cleared in response to the reset. When this bit is enabled,
the second controller will not assert the SCSI reset signal
to indicate the commands were cleared. Hosts that
cannot tolerate target bus resets should enable this
setting.

Secondary Controller
Offline

DISABLED

Controls the behavior of the secondary controller with
respect to bus selection. When disabled, any secondary
controller present will respond to host selection. When
enabled, the secondary controller will remain off-line until
a failure of the primary controller is detected (at which
point it becomes primary). Only the primary controller will
go on-line.

Very Early Busy

DISABLED

Controls the behavior of the disk array with respect to
SCSI bus selection during the early stages of the
initialization sequence (i.e., from about three seconds
after reset until about fifteen seconds prior to initialization
completion). When disabled, the disk array will ignore
SCSI bus selection until the late stages of initialization.
\When enabled, the disk array will accept selection during
early initialization and will return BUSY status until the late
stages of initialization.

Queue Full Threshold

1952

Specifies the target queue depth beyond which the disk
array will return QUEUE FULL status to subsequent host
requests.
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Parameter

Default
Setting

Description

Maximum Queue Full
Threshold

1952

Specifies the maximum supported value for the Queue
Full Threshold parameter. Attempts to set the QFT
parameter to values higher than the MQFT will fail with
CHECK CONDITION status and ILLEGAL REQUEST,
INVALID FIELD IN PARAMETER LIST sense indications.

Simplified Resiliency
Setting

Normal

Determines the values of the following eight parameters.
This field regulates the mode of data resiliency that the
disk array will operate in. The “Normal” mode is set at the
factory when dual controllers are ordered with the array.

Single Controller
Warning

ENABLED

Indicates whether the disk array should assert a warning
when only one controller is present. When enabled, the
disk array will assert a Single Controller Warning when
there are not two controllers present in the array disk
array. When disabled, no Single Controller Warning will
be indicated.

Lock Write Cache On

TRUE

Controls the modification of the Write Cache setting.
When LCWO is set to true, then the host cannot change
the Write Cache setting. When LWCO is false, the host
will be able to change Write Cache setting.

Disable NVRAM on
WCE False

FALSE

Enables the disk array response to the Write Cache
setting. If false, NVRAM use does not depend on the
\Write Cache setting, and will be enabled if no other
condition inhibits it. If true, then NVRAM is disabled when
\Write Cache is disabled

Disable NVRAM with
One Citrlr

TRUE

Couples the use of NVRAM to the presence of an
operational dual controller. If true and no operational dual
controller is present, then NVRAM use is disabled.
Otherwise NVRAM use does not depend on the presence
of the second controller, and will be enabled if no other
condition inhibits it.

Disable NVRAM on
UPS absent

FALSE

Couples use of NVRAM to the presence of an operational
UPS or BBU. At the time of printing, this field is reserved
for future functionality with UPS and is disabled in all
resiliency modes.
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Parameter

Default
Setting

Description

Force Unit Access
Response

2

Controls the array’s response to the FUA bit. The FUA bit
is a command from the host when Write Cache is
enabled. It gives the host an opportunity to flush write
cache on command:

If this field is 0, then the FUA bit is ignored.

If this field is 1, then the FUA bit in a write command
disables immediate report on the write and all write cache
data for the involved LUN will be flushed.

If this field is 2, then the FUA bit in a write command
disables immediate report on the write and all write cache
data for the involved LUN will be flushed along with the
map journal before completing the write request.

If NVRAM use is disabled due to the chosen map
resiliency mode, then this field is ignored.

Disable Read Hits

FALSE

Controls the array’s ability to satisfy read commands from
write cache contents during FUA processing. If NVRAM
use is disabled due to the chosen map resiliency mode,
then read data is never satisfied out of write cache.

Resiliency Threshold

Specifies the maximum time between delivery of the
response to a write command to the host, and initiation of
associated writes out of write cache and map journal to
disks. This time is specified in seconds. This maximum
time is submitted to the scheduler for implementation.
Depending on the priority of other events in the scheduler,
the desired time may not be implemented. If NVRAM use
is disabled due to the chosen map resiliency mode, then
this field is ignored. The 0 value of this field is not the
same as disabling NVRAM use. A value of Oh indicates
that no maximum time will be enforced and that no
recovery image will be available.
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Simplified Resiliency Setting

The simplified resiliency setting is derived from several other fields. Collectively these settings control how
dataresiliency is managed. Table 10 identifies the field settings for each of the resiliency modes.

There are four modes of data resiliency: Normal, SingleController, Secure, and HighPerformance. The
default setting is Normal for dual controller disk arrays. If the disk array has been ordered with asingle
controller, the default for this settings is SingleController.

For information on changing the data resiliency mode, &etting Data Resilientyn this chapter.
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Table 10. Simplified Data Resiliency Settings

Normal Mode Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller ENABLED | 700 Series Workstation |800 Series Multi-Purpose
Warning
Lock Write Cache On| TRUE Single Dual Single Dual
Controller | Controller | Controller | Controller
Disable NVRAM on FALSE |Not Data map  |Not Data map
WCE False Supported jand write Supported jand write
Disable NVRAM with TRUE cache cache
One Ctrlr nformation nformation
Disable NVRAM on FALSE s scheduled s scheduled
UPS absent to flush to to flush to
Force Unit Access 2 the disk the disk
Response every four every four
Disable Read Hits | FALSE seconds. seconds.
Resiliency Threshold 4
SingleController
Mode
- Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller |DISABLED| 700 Series Workstation | 800 Series Multi-Purpose
Warning
Lock Write Cache On| FALSE Single Dual Single Dual
Controller | Controller | Controller | Controller
Disable NVRAM on TRUE |Datamap [Not Datamap |Not
WCE False and write Supported  [and write Supported
Disable NVRAM with TRUE [cache cache
One Citrlr information information
Disable NVRAM on FALSE [is scheduled is scheduled
UPS absent to flush to to flush to
Force Unit Access 2 the disk the disk
Response once edvery once edvery
Disable Read Hits | FALSE [Coo* second.
Resiliency Threshold 1
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Secure Mode

Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller ENABLED | 700 Series Workstation | 800 Series Multi-Purpose
Warning
Lock Write Cache On| FALSE Single Dual Single Dual
Controller | Controller | Controller | Controller
Disable NVRAM on TRUE |Not Data map  |Not Data map
WCE False Supported jand write Supported jand write
Disable NVRAM with | TRUE cache cache
One Citrlr nformation nformation
Disable NVRAM on FALSE s scheduled s scheduled
UPS absent to flush to to flush to
Force Unit Access 2 the disk the disk
Response once every once every
Disable Read Hits | FALSE second. second.
Resiliency Threshold 1
HighPerformance
Mode
Parameter Default
Setting Simplified Resiliency Setting Results
Single Controller ENABLED | 700 Series Workstation |800 Series Multi-Purpose
Warning
Lock Write Cache On| TRUE Single Dual Single Dual
Controller | Controller | Controller | Controller
Disable NVRAM on FALSE |Not Data Not Data
WCE False Supported |Resiliency |Supported |Resiliency
Disable NVRAM with | TRUE disabled disabled
One Citrlr
Disable NVRAM on FALSE
UPS absent
Force Unit Access 0
Response
Disable Read Hits FALSE
Resiliency Threshold 0
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This chapter defines the AutoRAID supported offline diagnostic commands for Series 700 and Series 800
HP-UX systems. This functionality will be a combination of the support media offline diagnostic
environment (ODE) commands and commands issued from the AutoRAID front panel.

Operating environment

ARDIAG will only operate under ODE and thusit only operates in an offline environment. When ARDIAG
is executed, ODE handles all the 1/0 with the user and it handles several higher level commands like LOG,
HELP, etc.

NOTE. There should be no I/O activity on the SCSI bus when using ARDIAG. When
operating in a multi-initiator environment, make sure none of the host systems are
trying to access the disk array. Bus activity make cause ARDIAG to not see the
disk array.

Support Software

ARDIAG requires all the software needed for ODE to run as ARDIAG relies on ODE to load and run.
Additionally, ARDIAG needs the MAPPER SL and the DIODE SL from the protocol level down.
Minimum hardware

For ARDIAG to run properly, aworking 1/0 subsystem and at least one SureStore E (AutoRAID) Disk
Array is needed. ARDIAG must also meet ODE’s hardware requirements (for example a working console).
ARDIAG and ODE will use no more than 4 MB of main memory.

Minimum software
ODE, MAPPER SL and DIODE SL are needed to execute ARDIAG correctly.
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Definition of Terms

The following terms are used in this chapter.

HP-UX
SIO

WSIO

SERIES 700
SERIES 800
ISL

ODE

LIF
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Hewlett-Packard’s version of the UNIX Operating System.

"Server I/O". The driver environment for the current Series 800 HP-UX system.
Proprietary, non-reentrant, port-server drivers. Communication is via message passing.

"Work Station 1/0". The driver environment for the current Series 700 HP-UX system.
Reentrant, procedure-based drivers. Communication is via procedure entry points.

HP-UX PA-RISC workstations. These systems utilizeWw& O subsystem.
HP-UX PA-RISC multi-user systems. These systems utiliz8ltBesubsystem.

“Initial System Loader” This is the first piece of software loaded from outside the SPU
and executed during the boot process.

“Offline Diagnostic Environment” The software architecture consisting of several
modules to provide diagnostic functionality VBBL support media for Series 700 and
Series 800 HP-UX 10.0+ systems.

“Logical Interchange Format” A standard disk format that may be used for interchange of
files among various HP computer systems. A LIF volume contains a header (identifying it
as a LIF volume) and a directory that defines the contents of the volume. A boot device
with a valid LIF is assumed to have bootable media.

“Spectrum Object Module” A SOM is the smallest unit that may be generated by a
compiler, and it may exist as a single entity or as part of a collection.
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ARDIAG Operational Commands

Table 11 lists the ARDIAG operational commands and their descriptions.

Table 11. ARDIAG Operational Commands

Command Description

CLRLOG Allows the user to clear the specified target’s internal logs.

CREATELUN Allows the user to create a LUN via the specified controller path
to the disk array.

DELETELUN Allows the user to delete a LUN via the specified controller path
to the disk array.

DESCRIBE Displays LUN configurations and warning states.

DOWNLOAD Allows the user to download firmware to the specified controller
or internal disk.

FORMAT Allows the user to format the specified target.

INQUIRY Issues an Inquiry to an array controller or an internal disk.

READLOG Allows the user to read the specified target’s internal logs.

RECOVER Allows the user to restore controller map information in the
specified SureStore E (AutoRAID) Disk Array.

REQSENSE Issues a Request Sense on the specified target.

RESTART Allows the user to bring the array out of the Shutdown state via
the specified controller path.

REVISION Displays controller, drives and software revisions.

ROMT Read/Verify test to the specified internal mechanism..

SETOPTIONS Allows the user to view and set specific options for the array
controller.

SHUTDOWN Allows the user to put the array into a Shutdown state via the
specified controller path .

WRTMT Destructive write/read and verify test to the specified internal
mechanism.
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ARDIAG Interface Commands
Table 12 lists the ARDIAG test module interface commands and their descriptions.

Table 12. ARDIAG Interface Commands

Command Description
DISPMAP Displays a list of AutoRAID controllers.
DISPMECH Displays the disk mechanisms within the selected disk array.
RANGE Environment variable that represents a range of blocks to test.
SHOWENV Displays all environment variables.
TESTDISK Points to the disk array on which to execute commands.
TESTLEVEL Points to a physical mechanism within the disk array on which to

execute commands.
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Operational Command Descriptions

CLRLOG
The CLRLOG command allows the user to clear the internal logs of the specified target.

Synopsis
CLRLOG
Output

ARDI AG> CLRLOG
Clearing the contents of array controller log at Indx <0>.

R E R O R S

Successful Conpl etion
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DELETELUN
The DELETELUN command allows the user to delete a LUN from the specified disk array.

Synopsis
DELETELUN

Output

ARDI AG> DELETELUN
Enter the nunmber of the LUN to delete: [default = 0]

LR R S S S S S S

* DATA LOSS WARNI NG *

LR R S S S S S S

Continuing with DELETELUN W LL DEFI NIl TELY RESULT | N DATA LCSS.
Al information stored on the LUNto be deleted will be |ost
and the physical storage previously used will be freed...

LR S S S S S

Lun 2 sel ected
Del ete selected lun [default = [n]?]y
Lun 2 was successfully del et ed.

Additional notes:

«  Any problems detected by the DELETLUN command will be displayed with an appropriate error
message and a prefix of ERROR, INVALID or FAILED.
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The DESCRIBE command allows the user to display the configuration and warning states of the currently
selected array. Information displayed includes replaceable FRUs and their states, subsystem and physical
drive dataand LUN configurations.

Synopsis

DESCRI BE

Output

ARDI AG> DESCRI BE
Configuration information for the controller in slot X

Fan

Power Supply
Power Supply
Power Supply

Controller
Controller
Controller
Controller
Controller
Controller

< <X X

Battery
Battery
Battery
Battery

Controller
Controller
Controller
Controller
Controller
Controller

Tota

Menory:

Sl ot
Bl

B2
A3

I nst ance

War ni ng
I ncl uded
Downed
Fai |l ed
I ncl uded
I ncl uded

Using the ARDIAG Offline Diagnostic on HP-UX

32MB
192MB

Operational Command Descriptions

Warni ng I ndi cations

Redundancy Loss
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6 MECH B3 I ncl uded
7 MECH A4 I ncl uded
8 MECH B4 I ncl uded

Lun Capacity

NP WNRERO!
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DOWNLOAD
The DOWNLOAD command allows the user to download firmware to the specified target(s).

Synopsis

DOWNLOQAD

Additional information
DOWNLOAD tothearray controller:

The DOWNLOAD process must be performed using the primary controller. The primary controller is
identified using the INQUIRY command. If the secondary controller isidentified, you must change the
controller selection using the TESTDISK command. The TESTLEVEL command must be set to zero
to indicate a controller selection.

A presently installed secondary controller is automatically updated with the new firmware image after
a successful DOWNLOAD to the primary controller. Thus there is no interaction needed to update the
presently installed secondary controller.

A newly installed secondary controller can be interactively updated to the firmware image that is
presently in the primary controller using the DOWNLOAD command.

After successful DOWNLOAD, the REVISION command can be used to verify firmware revision.
Reset ARDIAG to update DISPMAP revision information.

DOWNLOAD to an internal disk:

The DOWNLOAD process to an internal disk can be performed through either the primary or
secondary controller. The internal disks are identified using the REVISION command, which will
display the disks within the array along with their corresponding TESTLEVEL identifier. The
TESTLEVEL command must be set to a value from one to twelve to indicate the appropriate disk
selection.
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Output

Example 1: Controller

ARDI AG> testlevel 0
TESTLEVEL = 0
ARDI AG> downl oad

LR R S S S S S S

* Array Controller DOANNLOAD *
khkkhkkhkhkhkhkkhkdhkhkhkhhhhkhkhkdhhhkhdhhkhhkhkdhhrhkhdhhohhkddkhrdrrddhrhkhkhdkhrrxhhdhxkd*x
The following options are available for DOMLOAD to the array controller:
1 - Download a firmvare image file to the primary controller with an
autonmatic update of same firmmare to the secondary controller.
2 - Update the secondary controller with the same firmvare as the
primary controller.
Choose [1]: 2
The primary controller is at XXXX
Do you want to do the update (y/[n])? vy
Pl ease be patient. The firmwvare downl oad process nay take several
m nut es.
WARNI NG
I F YOU | NTERRUPT TH S PROCESS, THE DEVI CE COULD BE RENDERED | NOPERATI VE! !
Shutting down the array...
Mrroring the mcrocode inage...
Pl ease wait while the array perforns a reset...

EEE R S S S S S R O

* Fi rmvar e Downl oad Successf ul *
EE S I S T I T T I I I S I I S S I I I S
ARDI AG>
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Example 2: Internal disk drive

ARDI AG> testlevel 1
TESTLEVEL = 1
ARDI AG> downl oad
Enter the firmvare file nane
['? displays the files. Default quits]: ?

File name I ntended Product ID Rev. Si ze
Z1Cs HPC3586A di sk array Z1CS 1048576
SEA5400 SEAGATEST31230N di sk drive 0284 261632
S2G7200 Generic Disk 1208 261632
S4Gr200 ST15150W di sk drive 1207 261632
Legend:

File name = nane of the firmvare file

Intended Product ID = firmvare file's intended product nane
Rev. = firmvare Revision of the firmware file
Si ze = exact byte size of the firmware i nmage

Enter the firmvare file nane
['?" displays the files. Default quits]: sea5400
WARNI NG
Firmnare file SEA5400 was nade for a SEAGATEST31230N di sk dri ve.
TESTDI SK sel ects a Unknown Product.

STOP! CONTI NUI NG MAY PERVANENTLY DESTROY ALL DATA ON DI SK.
Do you still want to continue (y/[n])? Y
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LR R S S S O S

* About to update Unknown Product currently at

* firmvare revision 0256 with new firmvare revi sion 0284.

R R R R R R R R R R R R R R R R R R R R S R R I

Notes for this firmware rel ease (from SEA5400):

1G and 2G 5400 RPM Seagat e

Do you want to do the update (y/[n])? vy

Pl ease be patient. The firmwvare downl oad process nay take several

m nut es.

WARNI NG

I F YOU | NTERRUPT TH S PROCESS, THE DEVI CE COULD BE RENDERED | NOPERATI VE! !
Shutting down the array...

Downl oadi ng the firmware image...

If this is the last firmvare downl oad you want to performon this array,
you can reset the array, which causes firmmvare changes on the disks to
take effect. |I|f you have nore downl oads to do, you will save tinme by
waiting to do the reset after the last one. Note that a download to the
array controller causes an automatic reset.

Do you want to performa reset ([y]/n)? vy

Pl ease wait while the array perforns a reset...

LR R R S S S S S S

* Fi rmnvar e downl oaded SUCCESSFULLY!
EE I I S I S T I S I I I I S I I O S I
ARDI AG>
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FORMAT
The FORMAT command allows the user to format the specified target.

Synopsis
FORVAT
Output

Example 1: Controller

ARDI AG> TESTLEVEL 0
ARDI AG> FORVAT

Rk R I b R Rk S bk R R kb T b S R Ok ke b o S R

* Array Subsystem FORVAT *
EIR R I O S kO R S O R O O O
NOTI CE Use of this

conmmand i s not recommended except where a full subsystem backup of user
data is available or when a new, uninitialized subsystemis being
prepared for use. As a precaution, this command will NOT allow a fornmat
to an array containing any LUNs. The DELETELUN conmand nust be used to
renmove all existing LUNs.

Rk R I b S R R R S b ok Sk kS R R R b ok kR R Rk kS kR Rk o

Do you want to continue (y/[n])? Yy

Checking the array subsystemfor LUNs...

There are no LUNs presently configured on the sel ected array.
The selected array subsystemis allowed a format.

Do you want to continue (y/[n])? vy

FORVATTI NG. . .

Rk R I b S R Rk I b ok Sk kS R Rk R T bk kR IRk Sk S b I T

* FORVAT Successful ly Conpl eted *

Rk R I b R SRR R I b ok kS R R R Sk R R O Sk kS b o I R

ARDI AG>
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Example 2: Internal disk drive

ARDI AG> TESTLEVEL 1
ARDI AG> FORVAT

Rk R I b R R O kR R o I R R R Rk ok kS b S R IR kS

* Internal Disk Drive FORVAT *
EE R IR I I I I R I R R R I R I R R I I IR R I R R I R R I R R I R R R R I R Sk I R I
* WARNI NG! *

Rk R I b R Rk S b Sk R R R kS R Rk kS b S R R o I

* FORVAT cannot continue without a | oss of redundancy on the disk array
selected! Failure of a disk before redundancy is restored will result in
DATA LOSS. Al though continuation of this FORMAT will NOT result in
direct data loss, it may take several hours before redundancy is restored
and a disk failure can be tolerated w thout data | oss.

Rk R I b S R R R S b ok kS S R R R bk kR R S O kR SRRk Ik kS

Do you want to continue (y/[n])? Yy

Rk R I b S R IR R S b ok kS R Rk R T b Ok R R Sk R R R b o I R

* NOTI CE *

ER R R O S O S O Rk O O S O O

* The following FORMAT will require approxi mately ONE HOUR to conpl ete.
During this period you will be unable to perform any other diagnostic
activities.

ER R R O S kO S O R S O S O O O

Do you want to continue (y/[n])? Yy

FORVATTI NG. . .
ER R R O S kO R S O R O S O S
* FORVAT Successfully Conpl et ed *

Rk R I b S R IR R I b ok Sk kS S R R T o kR R R Rk kS b I R

ARDI AG>

Additional notes;
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INQUIRY
The INQUIRY command allows the user to view SCSI Inquiry data from the specified target.

Synopsis
| NQUI RY
Output

ARDI AG> | NQUI RY

Performing Inquiry at TestLevel Indx O

khkkhkkhkhkhkhkkhkhhkhkhkhhhhkhkhkdhhrhkhdhhhhhkdhhrhkhkdhhhhkdhkhrrhdkdhrhkhkddkhrrxhhdhxkd*x
Peripheral Qualifier: Requested LUN is supported

Peri pheral Device Type: Direct-access device

Medi um i s NOT renovabl e

Devi ce-type Modifier = 0(0x0)

| SO Version = 0 | ECMA Version = 0| ANSI Version = 2
Device conmplies to present SCSI-2

Devi ce does NOT support TERM NATE |/ O PROCESS nessage

I NQUIRY data format is as specified in SCSI-2

O her supported features

16-bit wi de data transfer, Synchronous data transfer, Tagged Command
Queui ng

Thi s device responds to a RESET condition with a SOFT RESET alternative

Vendor ldentification: HP

Product ldentification: C3586A

Product Revision Level: ZPRF

Requested Lun is Supported

Product Serial Nunber is fffffffffffffffffffffffffffffffef
Controller Pair Serial Number is
fEfffffffffffeffffffffefffffefefffffeefefffffaeere

Backpl ane Serial Number is 007870ca0000

Requested Lun is Supported

Manuf act uri ng Product Code is ManProdCod

Firmnare Revision is 5D03159518

Nunmber of Supported Logical Units = 32

Lun Capacity (Logical Bl ocks)
0 2097152
1 4194304
2 6291456
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READLOG
The READLOG command allows the user to read the internal logs of the specified target.

Synopsis
READLOG
Output

The following are examples of the READLOG command.

ARDI AG> READLOG
Example 1: Controller

ARDI AG> readl og

Contents of array controller log at TestLevel Indx O
EE R R O S O S S O O
Vendor ID = HP

Product 1D = C3586A

Usage Log
ECC Error Count = 0 (0x0)
Sel ect nunber to indicate display option for Event Log Information
Nunmber Di splay Option
*kkk k% kkkkhkkkkhkkhkhkkkk*k
1 Event Type Tabl es
2 Chr onol ogi cal
3 Bot h Event Type Tabl es & Chronol ogi cal

Note - Event Type Tabl es and Chronol ogi cal are the sane information;
they are just displayed differently.

default[3] - Both
1
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DRI VE ERROR EVENT TABLE
khkkhkkhkhkhkhkkhkhhkhkhkhdhhhkhkhkdhhhkhdhhhhkdhkhrhhdhhkhkhkdhdkhrdrhddhrhkhkhdkhrxrhdhxkd*x

* Tinme * Module * Event * Event * Slot * Sense * ASC * ASCQ * LBA *
* Stanp * ID * Code * Count * * Key * * * *

E R O S I R I O R

28279 0x4 0x0 Ox1f 30 A2 0x5 0x24 0xO N A

CONTROLLER ERROR EVENT TABLE

E R E R R O O R S R

* Time * Mdule * Event * Event * Conponent * FRU * Abterm *

* Stanp * ID * Code * Count * Specific ID * * Code *
EEEE R R R EEEREEEEEESEEEEEESEEEEEEEEEEEEEEEEEEEREEEEEEEEEEEEEEEEEEEEEEEEEESE]
30367 0x40 0x0 0x87 1 0x7 0x81 NORMAL

SYSTEM CHANGE EVENT TABLE

R E R O R R

* Time * Mdule * Event * Event * FRU * Devi ce | D Nunber *
* Stanp * I D * Code * Count * * *
R R R R SR RS EEEEEEEEEEEEEEEEEEEEEEEREEEEEEEEEEEEEEEEE SR SR EEEEEEEEEEEEE RS

28254 Oxle 0x0 0x56 1 0x0 0 1

30345 Oxe 0x0 Oxb1 1 0x0 0 1

30348 0x30 0x0 Ox8a 1 0x0 0 0

30350 Oxe 0x0 Oxb1 1 0x0 0 1

30510 Oxe 0x0 Oxb1 1 0x0 0 1

30515 0x30 0x0 0x8b 1 0x0 0 0

30515 0x30 0x0 0x89 1 0x0 0 0

30515 0x30 0x0 Oxb5 1 0x0 0 0
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Example 2: Internal disk drive
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ARDI AG> testlevel 4

TESTLEVEL = 4

ARDI AG> readl og

Contents of drive log at TestlLevel Indx 4

EE R R S S o O kI S I O Rk O O
Vendor ID = HP

Product 1D = 1.050 GB 3rd ###

Page Code 0 Supported Log Sense Pages

Error Counter Page (Wite) Page [Wite Errors]

Error Counter Page (Read) Page [Read Errors]

Error Counter Page (Verify) Page [Verify Errors]

Non- Medi um Error Page [ Non- Medi uni

Page Code 37 Vendor Unique or Non SCSI-2 Standard [Vendor Unique]
Page Code 3e Vendor Unique or Non SCSI-2 Standard [Vendor Unique]

T
QO
(e}
(0]
(X
(0]
OOTWN

Page Code 2 Wite Errors

Errors Corrected Wth Possi bl e Del ays
Total Errors Corrected By Applying Retries
Total Errors Corrected

Total Tines Correction Al gorithm Processed
Total Bytes Processed

Total Uncorrected Errors

Inmmnn
[ejololojole)
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Page Code 3 Read Errors

Errors Corrected Wthout Substantial Delay = 4

Errors Corrected Wth Possible Del ays = 0

Total Errors Corrected By Applying Retries = 0

Total Errors Corrected = 4

Total Tines Correction Al gorithm Processed = 4

Total Bytes Processed = (0x000000000de82c00)
Total Uncorrected Errors = 0

Page Code 5 Verify Errors

Errors Corrected Wthout Substantial Delay = 0

Errors Corrected Wth Possibl e Del ays = 0

Total Errors Corrected By Applying Retries = 0

Total Errors Corrected = 0

Total Times Correction Al gorithm Processed = 0

Total Bytes Processed = (0x0000000000000000)
Total Uncorrected Errors = 0

Page Code 6 NonMedium Errors

Errors Corrected Wthout Substantial Delay = 334

Page Code 37 Addr [ Hexadeci mal | ASCI |

0 (0x0 ) | Ox37 0x00 0x00 Oxle 0x00 0x00 0x80 0x02 | 7.......
8 (0x8 ) | Ox01 Ox3e 0x00 0x01 0x80 0x02 Oxff Oxff | .>. .....
16 (0x10 ) | Ox00 0x02 0x80 0x02 0x00 0x00 0x00 0x03 | ........
24 (0x18 ) | 0x80 0x02 0x00 0x00 0x00 0x04 0x80 0x02 | ........
32 (0x20 ) | 0x00 0x00 | ..

Page Code 3e Addr [ Hexadeci mal | ASCI |

0 (0x0 ) | Ox3e 0x00 Ox00 0x08 0x00 0x00 Ox00 Ox04 | >.......
8 (0x8 ) | 0Ox00 0x00 0x97 Oxf1l | ...
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RECOVER
The RECOVER command allows the user to restore controller map information in the specified SureStore
E (AutoRAID) Disk Array.
Synopsis
RECOVER

Output

ARDI AG>t est di sk 1

Array state is No Address Table

The following warnings are currently in effect:
Di sk Warni ng
Capacity Warning

ARDI AG>t est |l evel O

TESTLEVEL = 0

ARDI AG> recover

The 1 ogs shoul d be cleared before executing this comrand.

Do you want to abort to clear logs ([y]/n)? no

There is only one volume set in the array.

0) " 125B0 D')

Di sks: Al A2 A3
Proceed with recover operation ([y]/n)? yes

Recovery Progress = 1 Percent
Recovery Progress = 2 Percent
= 3 Percent

Recovery Progress
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Recovery Progress = 97 Percent
Recovery Progress = 98 Percent
Recovery Progress = 99 Percent

Wait, This will take several m nutes.
Attenpting to check conpletion status of the recover operation.

The array state has changed!
The previous state was No Address Table. The new state is Ready.
The array warni ngs has changed!
The previ ous war ni ngs were:
Di sk Warni ng
Capacity Warning

Now t here are no warni ngs.

Additional Notes

Read controller logs to assess the completion status of the command based on the number of ECC errors or
event counts.
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REQSENSE
The REQSENSE command allows the user to view SCSI Sense data from the specified target.

Synopsis
REQSENSE

Output

ARDI AG> REQSENSE

Perform ng Request Sense at TestlLevel Indx O

EEEE R R EEEEREEEEEESEEEEEEEEEEEEEEEEEEEEEEEEREEREEEEEEEEEEEEEEEEEEEEEEEEEESE]

Error Code: 112 (0x70) | Segment Number = 0 (0x0)

File mark bit is OFF | End of mediumbit is 1349672

The Incorrect Length Indicator is OFF

Sense Key: NO SENSE (0xO0)

The information field is NOT SCSI-2 conpliant
Information field bytes: 0x0O OxO0 0x0 0xO
Information as an int = 0 (0x0)

Command Specific Information field bytes: Ox0O 0xO0O O0xO0 0x0
Command Specific Info as an int = 0 (0x0)

Addi tional sense code = 0 (0x0) and qualifier = 0 (0x0)
Translates to: No additional sense infornmation

Field repl aceable unit code = 0 (0x0)

Sense Key Specific field is NOT valid
Sense key specific field = 0x0O O0x0 O0xO

Modul e Identifier is 0 (0x0)

Error Nunmber is 0 (0x0)
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RESTART
The RESTART command allows the user to bring the specified disk array out of the Shutdown state.

Synopsis
RESTART

Output

ARDI AG> RESTART

This command will issue a hard reset to the array controller(s)

Ready to restart the array [default = [n]]?

The array is starting up...

Pl ease wait while the array perforns a reset...

Atwo minute tine-out is inposed here but 90 second reset tinmes are nore
typi cal .

Array has been successfully restarted.

Additional notes:

*  Any problems detected by the RESTART command will be displayed with an appropriate error
message and a prefix of ERROR, INVALID or FAILED.
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REVISION

The REVISION command allows the user to display the internal drive’s firmware revisions on the specified
SureStore E (AutoRAID) Disk Array.

Synopsis
REVI SI ON
Output
ARDI AG> REVI SI ON
Test
Level FRU Sl ot Vendor |ID Product ID Rev
0 CNTRL Y HP Arrays R Us YPR1
1 VECH Al HP 1. 050 GB 3rd ### 0256
2 VECH B1 HP 2.13 GB 2nd ### 0256
3 MVECH A2 HP 1. 050 GB 3rd ### 0256
4 VECH B2 HP 2.13 GB 2nd ### 0256
5 VECH A3 HP 1. 050 GB 3rd ### 0256
6 VECH B3 HP 2.13 GB 2nd ### 0256
7 VECH A4 HP 1. 050 GB 3rd ### 0256
8 VECH B4 HP 2.13 GB 2nd ### 0256
ARDI AG>
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ROMT
The ROMT command allows the user to perform aread only mediatest on the specified target.

Synopsis
ROMT
Output
ARDI AG> ront
R R EEEEEEEEEEEEEREEEEEEEEEESEEEEEREEEREEESEEEREREEEEEEEEESEEEEEEEEEEEEES]
* WARNI NG! *

EIEE R S I R O R

This test cannot continue without a | oss of redundancy on the AutoRAI D
Array being tested! Redundancy will be restored when the test conpletes.
However, failure of another disk during the test will result in data

unavailability until the test conpletes.

R R R R RS EEEEEEEEEEEEEEEEEEEESEEESEEREEEREEESEREREEREEEEEEEEESEEEEEEEEEEEEES]
Do you want to continue (y/[n])? Yy

Testing bl ock O.

per cent

conpl ete

100%

Test conpl ete.
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Testing subrange 1000/ 1200.
per cent

conpl ete

10 %

20 %

30 %

40 %

50 %

60 %

70 %

80 %

90 %

100%

Test conpl ete.
Testing bl ock 45000.
per cent

conpl ete

100%

Test conpl ete.

ARDI AG>
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SETOPTIONS
The SETOPTIONS command allows the user to view and set specific options for the array controller.
Synopsis

SETOPTI ONS

Output

ARDI AG> SETOPTI ONS
Current information for the controller in slot X

Subsyst em Par anet er Val ue Subsyst em Par anet er Val ue
1 Subsystem State Ready 15 Terminati on Power ON
2 Active Hot Spare OFF 16 Unit Attention ON
3 Vol unme Set Partitioning ON 17 Controller X Address 0

4 Rebuild in Progress OFF 18 Controller Y Address 1

5 Aut o- Rebui | d ON 19 Enabl e Manual Override OFF
6 Auto-1ncl ude ON 20 Manual Override Destination OFF
7 Bal ance in Progress OFF 21 Format Pattern Fill ON

8 Optimze in Progress ON 22 Di sabl e Renpte Reset OFF
9 Mgrating Wite Destination OFF 23 Language Engli sh
10 Log Full Warning N 24 Capacity Depletion Threshold 0
11 Rebuild Priority OFF 25 Rebuild Progress 0
12 Parity ON 26 Wite Working Set Interval 0
13 SDTR ON 27 Subsystem Il dentifier 13
14 WDTR ON

Sel ect the nunber of the parameter to nodify.[Default quits]: 2
Al'l owed val ues for Active Hot Spare

0 - OFF

1- ON

Sel ect the nunber of new parameter value.[Default quits]: 1
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100

Modi fy the paraneter with the selected value?(y/[n])? vy

Subsyst em Par anet er
Subsystem St at e

Active Hot Spare

Vol ume Set Partitioning
Rebuild in Progress

Aut o- Rebui | d

Aut o- | ncl ude

Bal ance in Progress
Optimze in Progress
Mgrating Wite Destination
10 Log Full Warning

11 Rebuild Priority

12 Parity

13 SDTIR

14 WDTR

O©CO~NOUAWNPE

Val ue Subsyst em Par anet er Val ue
Ready 15 Terninati on Power ON
ON 16 Unit Attention ON
N 17 Controller X Address 0
COFF 18 Controller Y Address 1
N 19 Enabl e Manual Override OFF
N 20 Manual Override Destination OFF
COFF 21 Format Pattern Fill ON
N 22 Disabl e Renpnte Reset OFF
COFF 23 Language Engl i sh
ON 24 Capacity Depletion Threshold 0
OFF 25 Rebuild Progress 0
ON 26 Wite Working Set Interval 0
N 27 Subsystem Il dentifier 13
ON



Additional notes:
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Any problems detected by the SETOPTIONS command will be displayed with an appropriate error
message and a prefix of ERROR, INVALID or FAILED.

Table 13 contains alist of the subsystem states displayed by the SETOPTIONS command and the

naming convention used in AutoRAID documents. Severa of the subsystem state names displayed by
the SETOPTIONS command have been abbreviated.

Table 13. Subsystem States

SCSI Specification

Front Panel Display

ARDIAG Set Options Display

Ready Ready Ready
Warning Warning Warning
Not Enough Drives Not Enough Disks NtEnDsk
No Quorum No Quorum NoQuorm

No Map No Address Table Nomap
Shutting Down Shutdown Started Shtgdwn
Shut Down Shutdown Complete Shutdwn
Starting Up Initializing Strtgup

No Code No Code Nocode
RESERVED N/A Resrved
Shutdown Warning Shutdown Warning Shtwrn
RESERVED N/A Resrved
Mismatched Code Firmware Needed FWneed
Controller Mismatch Cntrl Mismatch CTLmis
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SHUTDOWN
The SHUTDOWN command allows the user to put the specified disk array into the Shutdown state.
Synopsis

SHUTDOWN

Output

ARDI AG> SHUTDOWN

Are you sure that you want to shutdown the array [default = [n]]?
Shutting down the array...

The array at testdisk O is nowin the shutdown state.

Additional notes:

¢ Any problems detected by the SHUTDOWN command will be displayed with an appropriate error
message and a prefix of ERROR, INVALID or FAILED.
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WRTMT

The WRTMT command allows the user to perform a destructive write/read and verify test on the specified
target.

Synopsis
WRTMT

Output

ARDI AG> wrtmt

You nust set the range variable before performng this task!
SOFTWARE ERROR(S) DETECTED BY ARDI AG

ARDI AG> range 0, 1000/ 1200, 45000

The sel ected disk has blocks fromO to 4165271

RANGE: 0, 1000/ 1200, 45000

ARDI AG> wrtmt

R R S S S O S R O

* WARNI NG! *

R R R R RS EEEEEEEEEEEEEEEEEEEESEEEEEREEEEEEESEREREREEEEEEEEEEEEEEEEEEEEEEES]

* This test cannot continue without a |oss of redundancy on the AutoRAI D

* Array being tested! Failure of a disk before redundancy is restored

* will result in DATA LOSS. Al though continuation of this test will NOT

* result in direct data loss, it nay take several hours before redundancy
* is restored and a disk failure can be tolerated w thout data | oss.

*

R O S S I O R S S S O

Do you want to continue (y/[n])? Yy
The following data pattern options are avail abl e:
1 - Random pattern (0x00 to OxFF)
2 - User defined
3 - Abort the test
Choose [1]: 2
Enter the pattern in hex format (0 to FF) [A5]: dd
The wite data pattern will be OxDD
Testing bl ock O.
per cent
conpl ete
100%
Test conpl et e.
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Testing subrange 1000/ 1200.
per cent

conpl ete

10 %

20 %

30 %

40 %

50 %

60 %

70 %

80 %

90 %

100%

Test conpl ete.

Testing bl ock 45000.
per cent

conpl ete

100%

Test conpl ete.

ARDI AG>

104



Using the ARDIAG Offline Diagnostic on HP-UX
Interface command descriptions

Interface command descriptions

DISPMAP
The DISPMAP command allows the user to display all available disk arrays on the system.

Synopsis
ARDI AG

Output

ARDI AG> di spnap
Test
Di sk Path Product String Rev Size

*0 56/40.1.0 HPC3586 AUTCRAI D di sk array ZPRF 1.0 GB

Legend:
TestDisk - Indx of the array listed. This is flagged with a '*’
if it is marked for testing.

NOTE:
The size of disk may not match the Information Specified by
the vendor due to difference in calculation nethods.
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DISPMECH

The DISPMECH command allows the user to display physical mechanisms within a selected disk array.

Synopsis

Output

106

DI SPMECH

ARDI AG> DI SPMECH
Pat h Product String Rev Si ze

* 56/40.1.0 HPC3586 AUTORAID disk array ZPRF 1.0 GB

PHYSI CAL MECHANI SM5 W THI N THE SELECTED ARRAY

Test

Level FRU Sl ot Drive State Initialization State
0 CNTRL X
1 MECH Al Ready Ready
2 MECH B1 Ready Ready

* 3 MECH A2 Ready Ready
4 MVECH B2 Ready Ready
5 MECH A3 Ready Ready
6 MECH B3 Ready Ready
7 MECH A4 Ready Ready
8 MECH B4 Ready Ready

Legend:

TestLevel -Indx of the FRUlisted. This is flagged with a '*’
if it is marked for testing.
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RANGE
The RANGE environment variable allows the user to set the desired range of blocks for testing.
Synopsis

RANGE {start[/end]{, start[/end]}}

Output
ARDI AG> RANGE 300/ 500, 1000/ 2000
Range: 300/500, 1000/ 2000

ARDI AG> RANGE

Range: 300/ 500, 1000/ 2000
ARDI AG> RANGE 10, 20/ 30, 50
Range: 10, 20/ 30, 50

ARDI AG>
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SHOWENV

The SHOWENYV command allows the user to view the current values of the environment variables
TESTDISK, TESTLEVEL and RANGE.

Synopsis
SHOWENV

Output

ARDI AG> SHONENV
TESTDISK : 0
TESTLEVEL 3
RANGE : 200/ 600
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TESTDISK

The TESTDISK environment variable allows the user to reference a particular disk array for test.

Synopsis
TESTDI SK <I ndx>

Output
ARDI AG> TESTDI SK 2
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TESTLEVEL
The TESTLEVEL environment variable allows the user to reference a physical mechanism within a
SureStore E (AutoRAID) Disk Array for test.
Synopsis
TESTLEVEL <I ndx>

Output
ARDI AG> TESTLEVEL 2
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ODE interface

The following examplesiillustrate ARDIAG functioning within ODE.
The user runs ODE at the SL prompt.

*kkk Kk

*kkk*k

*kkk Kk

*kkk*k

*kkk Kk

*kkk Kk

*kkk Kk

*kkkkk

*kkkkk

*kkk Kk

| SL> ODE

PR R R RS EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE SRR
* Kk k k %k %

*kok kK k OFFLI NE DI AGNOSTI C ENVI RONMENT
* Kk k k k%

* ok ok ok ok ok (O copyright Hew ett-Packard Co 1994
ok kKK All Rights Reserved

* Kk k k k%

* Kk k k k%

* Kk Kk Kk K ok TC Versi on XX XX. XX

Kok ok ok Kk SysLib Version XX XX. XX

* Kk k k k%

* Kk k k %k %

*kkk Kk

R R S O O S I R S O S

Type HELP for command information

ODE> hel p

BASI C COMVANDS

HELP - Prints detailed information when “help <command>" or “help
<variable>" is typed.

LS - Lists modules available on the boot media.

<MODULE NAME> - Load and initialize the module.

RUN - Run module (after setting environment variables)

CONTROL-Y | CONTROL-C - Abort an ODE command; pause a module.

RESUME - Restart a paused module.

DISPLOG - After running a module, display the contents of the log.
EXIT - Return to the next higher level prompt.

ENVIRONMENT VARIABLES
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SHOANSTATE - Display the values of the follow ng environnent variabl es:
LOOP - Run a test this many times.

ERRPRINT [ON | OFF] - Print low |level error nessages.

ERRNUM [ON | OFF] - Print one-line, nunmbered errors.

ERRPAUSE [ON | OFF] - Pause nodul e on error.

ERRONLY [ON | OFF] - Print only error messages.

INFOPRINT [ON | OFF] - Print informational messages.

| SOPRINT [ON | OFF] - Print fault isolation messages.

| SOPAUSE [ON | OFF] - Pause nodul e when isol ati on message i s generat ed.
LOGSI ZE - Set the size of the nmessage | og.

DEFAULT - Reset environment variables to default state.

CDE> | s

Modul es on this boot nedia are:

filename type size created description
ARDI AG XXXX XXX XXXX XXXXXX
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ARDIAG interface to ODE

ODE> ARDI AG

PR R R RS EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE RS E RS EEE SRR
* Kk k k k% * Kk k k k%
* Kk k k %k % ARDI AG * Kk k k k%
* Kk k k% % * k% k k %k %
koK Kk x ok (C) copyright Hew ett-Packard Co 1996 koA kK
*ok Kk ok k Al Rights Reserved *ok ok ok ok ok
* Kk k k k% * Kk k k k%
* Kk k k k% * Kk k k% %
* Kk k k k% * Kk k k k%
* Kk k k k% Vers' On XX XXXX * Kk k k %k %
* Kk k k k% * Kk k k k%
* Kk k k %k % * Kk k k k%
PR R R RS EEEEEEREEEEEEEEEEEEEEEEEEEEEEEE RS EE SRR
Pl ease wait while | scan the device busses...

Test

Di sk Path Product String Rev

*0 56/40.1.0 HPC3586 AUTORAI D di sk array ZPRF
Legend:

TestDisk - Indx of the array listed. This is flagged with a
if it is marked for testing.

NOTE:

1%

The size of disk may not match the Infornmation Specified by

t he vendor due to difference in calculation nethods.
ARDI AG> hel p
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ARDI AG Utility Help Menu

UTILINFO - Shows conmands that do the nost common ARDI AG t asks.

HELP - This nmenu, or use HELP <help itenr for nore detailed help

DI SPVAP - Display the disk arrays found

DI SPMECH - Display the selected disk array and internal disks

DI SPFILES - Display the firnware inages found

DOMNLOAD - Downl oad the image file to the desired disk array
controller or internal disk.

TESTDI SK - Select the array to be tested.

TESTLEVEL - Select the FRUw thin the disk array to be tested.

RANGE - Select range of blocks to be tested by ROMI and WRTMT

SHOWENV - Display the current settings for TESTDI SK and RANGE.

READLOG - Read the internal logs of the desired disk array
controller or internal disk.

CLRLOG - Clear the internal |ogs of the desired disk array
controller or internal disk.

REQSENSE - View SCSI Sense data of the desired disk array
controller or internal disk.

I NQUI RY - View SCSI Inquiry data of the desired disk array
controller or internal disk.

DESCRIBE - View Configuration data of the desired disk array.

REVISION - View revision information of the desired disk array.

WRTMT - Performa DESTRUCTIVE wite/read test on the desired disk

ROMI - Performa read only test on the desired disk.

CREATELUN - Adds a LUN to the selected disk array.

DELETELUN - Renpves a LUN fromthe sel ected disk array.
SHUTDOWN - Puts the selected disk array into the shutdown state.
SETOPTIONS - View and nodi fy SCSI node paraneters on the sel ected
array controller.
RECOVER - Reconstruct data nmapping and array configuration.
Continue ([y]l/n)? n
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Chapter 5. Managing the HP SureStore E
Disk Array 12H on MPE

This chapter introduces the tools available for managing your HP SureStore E Disk Array 12H on MPE.
These tools provide complete control over all aspects of disk array operation.

The following information is included in this chapter:
* A brief description of each management tool
e Which tools can be used for each management task.

e Instructions for installing the disk array management software
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Disk Array Management Tools

Two disk array management tools are available for managing the disk array—an online tool and the disk
array control panel.

AutoRAID Management (ARM) utilities

Included with the disk array is a set of ARM utilities, which provide advanced capabilities for managing the
disk array. You will need to use the ARM dtilities to perform functions such as formatting or diagnostics.

Disk array control panel

An alternative to the online management tool is the disk array control panel. Although you can use the disk
array control panel to perform most of the management tasks available through the ARM utilities, the added
convenience and functionality provided by the ARM utilities make them better tools for managing the disk
array.
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Which Tools to Use for Each Task

The various management tasks are performed using the command- line utilities. In general, the more
common tasks are available from the ARM tilities. Most tasks can also be performed using the disk array
control pandl.

Table 14. Tools and Tasks

Tasks Tools
ARM Control
Utilities Panel

Including a disk Yes (arraycfg) Yes
Checking disk array status Yes (arraydsp) Yes
Creating/deleting LUNs Yes (arraycfg) Yes
Renumbering LUNs Yes (arraycfg) Yes
Starting/canceling a Rebuild Yes (arrayrbld) Yes
Downing (excluding) a disk Yes (arraycfqg) No
Formatting a LUN or array Yes (arrayfmt) Yes
Shutting down the disk array Yes (arraymgr) Yes
Changing operating settings Yes (arraymgr) Yes
Changing SCSI settings Yes (arraymgr) Yes
Monitoring performance Yes (arraydsp) No
Switching primary controller Yes (arraymgr) Yes
Testing a disk Yes (drivetest) No
Displaying disk test results Yes (dteststat) No
Displaying disk array serial Yes (arraydsp) Yes
numbers

Changing controller SCSI ID Yes (arraymgr) Yes
Resetting/restarting the disk array Yes (arraymgr) Yes
Setting data resiliency Yes (arraymgr) No
Creating a disk array alias Yes (arraymgr) No
Recovering data maps Yes (arrayrecover) Yes
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Installing the Disk Array Management Software
The AutoRAID Manager (ARM) disk array management software is distributed on the World Wide Web.

NOTE! At the time of printing the following ARMServer patches were available:

The latest patches are available from the HP Patch web site:

(www.hp.com/go/support)

which will indicate if the above patches have been superceded.

IEILJ Operating System Support

> The ARM Server software is supported on MPE/iX 6.0 C.60.00 and requires the following patches:
e  MPEKXUS3
e ARMKXWS5
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Tips for Configuring the Disk Array On MPE

Before installing a new disk array, you should determine what is more important for your operating
environment—performance or capacity. This decision will influence how you configure the disk array
hardware. There are several configuration options that impact the performance of the disk array. Table 15
identifies the various configuration options, their impact on disk array performance, and any considerations
regarding disk array capacity.

NOTE! Overall system performance is a complex issue influenced by many factors. The
configuration options described here will increase the potential performance of the disk array.
However, the actual performance of the disk array will be determined largely by host demand.
AutoRAID technology is particularly suited to I/O-intensive application environments such as
OLTP and NFS. It is in these environments that the performance benefits offered by AutoRAID

will be fully realized. Z
Y
Im
Table 15. Configuration Options
Configuration Impact on Performance and Capacity
Option
Number of LUNs Performance. Increase the number of LUNSs per disk array to improve
per disk array performance. More LUNs increases the size of the /O command queue
allocated, which increases throughput. The recommended number of
LUNs is 4 to 6.

Capacity. To allow for future capacity expansion, avoid creating the
maximum number of LUNSs (8) on the disk array. New capacity is made
available through the creation of a new LUN. If the maximum number of
LUNSs have already been created, it will be necessary to delete and
recreate an existing LUN to increase capacity.

Number of disk Performance. Limit the number of disk arrays per host adapter to
arrays per SCSI improve performance.
host adapter Capacity. If maximum capacity is more important than performance,

connect the maximum number of disk arrays to each adapter.
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Configuration
Option

Impact on Performance and Capacity

Number of disk
drives

Performance. Increase the number of disk mechanisms in the disk array
for maximum performance. As the number of individual disks is
increased, the number of potential I/Os that can be performed
simultaneously increases as well. This will improve performance in
environments that place heavy I/0 demand on the disk array.

Capacity. The capacity of a disk array that is fully populated with disk
mechanisms can only be increased by replacing lower capacity disks with
higher capacity disks.

Unallocated disk
array capacity

Performance. Unallocated capacity is used as additional RAID 0/1
space. The amount of RAID 0/1 space required to maintain optimal
performance is determined by the write working set parameter.

Capacity. To create the maximum amount of storage capacity, allocate
all available capacity to LUNs.
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Configuring AutoRAID SCSI LUNSs for MPE/iX

This section will explain how to configure the AutoRAID using the MPE/iX SY SGEN along with alist of
configuration requirements.

Configuration Requirements

There are two configuration requirements MPE/iX has that the user should be aware of before starting the
SY SGEN configuration:

e SCSI LUN 0 on the AutoRAID should be configured first. LUN 0 will be used by the ARM tility for
communications with the AutoRAID.

e SCSI LUN 0 should have the lowest LDEV number configured compared to the LDEV's assigned to
SCSI LUN-1 through 7.

For example:

LDEV 30 SCSI LUN O
LDEV 32 SCSI LUN 1
LDEV 33 SCSI LUN 3
LDEV 35 SCSI LUN 4
LDEV 37 SCSI LUN 5
LDEV 38 SCSI LUN 6
LDEV 39 SCSI LUN 7

NOTE! The LDEV assignment does not have to be contiguous, but only the lowest LDEV should
be assigned to the lowest number SCSI LUN. Configuration to a non-existent SCSI LUN is not
recommended.
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MPE/iX SYSGEN Configuration

The following example illustrates how to configure an MPE/iX logical device (LDEV) to a SCSI LUN. It
assumes the configuration of an LDEV to a physical 1/O path of 10/16/4.1.0.

NOTE! To obtain the path, use the offline utility ODE and run mapper.

To configure any device on an MPE/iX system, use the SY SGEN configuration from the MPE/iX system
prompt as follows:

: SYSCGEN

Within the 10 area of SY SGEN, configure the upper level hardware first. For example, a 969K §/100 has
two levels of bus converters, which appear in the path prior to specifying the HP-PB slot number.

Thefollowing is a SY SGEN list path(Ip) from theio prompt:

io>1p10
PATH: 10 LDEV:
ID: A2372-6003 TYPE: BC
PMGR: BUS CONV_MGR PMGRPRI: 2
LMGR: MAXIOS: 0
io>1p 10/16
PATH: 10/16 LDEV:
ID: A2372-60003 TYPE: BC
PMGR: BUS CONV_MGR PMGRPRI: 2
LMGR: MAXIOS: 0
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Device Adapter Configuration:
Configure the HP-PB Fast/Wide SCSI adapter using the SY SGEN ID of HP28696:

Configuring AutoRAID SCSI LUNs for MPE/iX

io>ap 10/16/4 id = hp28696a

io>|p 10/16/4
PATH: 10/16/4 LDEV:
ID: HP28696A TYPE: DA
PMGR: FWSCSI_DAM PMGRPRI: 6
LMGR: MAXIOS: 0

SCSI Target Configuration:

The next item to configure isthe SCSI Target ID (TID). Since the AutoRAID is amulti-lun device, the TID
will be the same for each LDEV connected to any single AutoRAID. The SCSI Target will represent the

path to the controller that the SCSI cable is connected to.

NOTE: The setting of the initial SCSI TARGET(TID) and the SCSI LUN values on the AutoRAID
can be set by the front panel control. See User’s and Service Manual for information on how to
use the front panel.

The SCSI Target ID of the controller is represented within SY SGEN using the ID of PSEUDO.
i0> ap 10/16/4.1 id=pseudo
io>Ip 10/16/4/1

PATH: 10/16/4/1 LDEV:

ID: PSEUDO TYPE: DA
PMGR: TRANSPARENT_MGR | PMGRPRI: 6
LMGR: MAXIOS: 0
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LDEV (SCSI LUN) Configuration

The next and last item to configure isthe LDEV number. If thisisthe first time the user is performing this
to an AutoRAID, then LUN 0 should be configured. As mention in the first note in this chapter, the user is
required to have LUN 0 be the lowest LDEV number.

NOTE! The SYSGEN product ID for ALL AutoRAID devices is HPDARRAY.

To configure the LDEV number to the AutoRAID as follows:

io> ad 30 id=hpdarray path=10/16/4.1.0

io> 1d 30
LDEV: 30 DEVNAME | OUTDEV: 0 MODE:
ID: HPDARRAY RSIZE: 128 | DEVTYPE: DEVC
PATH: 10/16/4.1.0 MPETY PE 4 MPESUBTY PE: 2
CLASS: DISC SPOOL

Once LUN 0 has been configured, adding more LDEV s is done by using only the add device command
(ad). The following is an example of adding LDEV 31 and LDEV 32:

io>ad 31 id=hpdarray path=10/16/4.1.1
io>ad 32 id=hpdarray path=10/16/4.1.2

For more information on the SY SGEN configuration, refer to the MPE/iX System Startup, Configuration,
and Shutdown Reference Manual, part number (36650-90042).
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Utilities for MPE

The AutoRAID software includes a set of AutoRAID Manager (ARM) command line utilities. These
commands provide the ability to manage the disk array from the MPE command prompt.

The ARM commands can be used to perform a number of tasks. These tasks are intended for advanced
users and involve procedures such as diagnostics, performance monitoring, setting SCSI values, and disk
array maintenance.

LUNs and Logical Drives. To maintain consistency with MPE terminology, the term LUN is used
to refer to a disk array logical drive. The two terms are used interchangeably and refer to the
same logical entity on the disk array.

Setting Up MPE POSIX Shell

To set up the MPE POSI X shell to execute the ARM command line utilities, refer to the following example:
1. : SETCATALOG HPPXUDC; APPEND; SYSTEM

2. :SH

3. >cd /opt/hparray/bin
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Information in man pages

The procedures in this chapter summarize the use of the ARM tilities. Detailed information about the
ARM command line utilities and their proper usage is included in the MPE operating system man pages. A
man page also exists for ARM Server, the server portion of the disk array management software.

To access MPE man pages information, type:
man <conmandname>

Substitute one of the following ARM utility names for commandname.

ARMSer ver
arraycfg
arraydsp
arrayfnt
arrayl og
arrayngr
arrayrbld
arrayrecover
downl oad
drivet est
dt est st at
| ogprint

Command Syntax Conventions

The following symbols are used in the command descriptions and examples:

Symbol Meaning
<> Integer value, whose units are not defined.

| “Exclusive OR.” Exactly one of the
parameters displayed will be used.

[1 Items enclosed are optional.
{} Items enclosed are required.
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The ARMServer Process

The ARM Server process is the server portion of the ARM software. It monitors the operation and
performance of the disk array, and services external regquests from clients executing disk array commands.
The ARM Server process monitors disk array performance and status, maintains disk array logs, initiates
diagnostics, and allows clients to examine and change the disk array configuration.

The ARM Server process must be running to allow management of the disk array using the ARM command
line utilities. Because of its importance in managing the disk arrays, the ARM Server process should be
launched automatically when the system is booted. Host 1/Os to the disk array are not dependent on the
ARM Server process and are serviced regardless of whether the ARM Server processis running or not.
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Selecting a Disk Array to Manage

When using the ARM utilities, the<ar r ay- i d> field isused to identify the disk array. The<ar r ay-
i d> field can contain the disk array serial number or an aliastext string assigned to the array using the
arrayngr command.

For example, assume a disk array has a serial number of 00786B5C0000 is defined for this array, and it has
an alias of autoraid4. To check the available unallocated capacity on this particular disk array, you could
use any of the following commands:

arraydsp 00786B5C0000

or

arraydsp autorai d4
The serial number of al arraysin the system can be obtained using the command

arraydsp -i

For more information sedisplaying Disk Array Serial Numbérin this chapter.

128



Using the ARM Command Line Utilitiesfor M PE
Configuring a New Disk Array

Configuring a New Disk Array

After installing a new disk array, you can perform the initial configuration using the ARM utilities. This
establishes the operating environment for the disk array.

To configureanew disk array:

1.

Plan your capacity management strategy and LUN configuration.

Decide how you want to use the disk array capacity. Factors such as data redundancy and performance
influence how you manage the capacity. See “Managing the Disk Array CapacityHP thgeSore
E Disk Array 12H User’s and Service Manual for help in planning your strategy. Also s@ag's for
Configuring the Disk Array On MPEof this guide.

Display the serial number of the disk array by typing:

4dIN

arraydsp -i

The serial number provides a way to identify disk arrays when using the ARM utilities. Record the
serial number for future reference, or set a shell variable to hold this value, for example:

export | D=00786B5C0000

If the planning in step 1 requires you to disable any of the configuration settings to implement your
capacity management strategy, do so now. These settings include Active Hot Spare, Auto Rebuild, and
Auto Include. Change the configuration settings by typing:

arrayngr -h { on|off } <array-id> (Active Spare)
arrayngr -a { on|off } <array-id> (Auto Rebuild)
arrayngr -i { on|off } <array-id> (Auto Include)

NOTE! Only one setting can be changed on each command line.

4. Check the available unallocated capacity on the disk array by typing:

arraydsp $ID

The total unallocated capacity available for creating LUNs will be displayed. Make sure there is
adequate capacity to create the LUN structure you need.
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5. Create each LUN on the disk array by typing:
arraycfg -L LUN -a capacity <array-id>
Example:

arraycfg -L 0 -a 1000 00786B5C0000
This command creates LUN 0 with a capacity of 1000 Mbytes on the array identified by serial number
00786B5C0000.

This step makes disk array capacity available to your operating system, and it must be repeated for each
LUN to be created. Make sure you observe any operating system limitations on LUN size or number. For
more information, seeCreating a LUN in this chapter.
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Checking Disk Array Status

One of the most important management tasks is monitoring the status, operation, and configuration of the
disk array. It isimportant to know how well the disk array is operating and if any problems or failures have
occurred. Using the ARM ar r aydsp command, you can easily check all aspects of disk array operation
and configuration. The ar r aydsp command options, summarized in Table 16, allow you to display
information about each disk array hardware component, as well as information about the logical
configuration of the disk array.

Table 16. arraydsp Options for Displaying Disk Array Status

Option Status Information Displayed
none General information about the disk array
-1 [LUN Information for the specified LUN

-a All information displayed for options -I, -d, -c, -s, -v, and -h

-C Array controller status

-d Disk status

-h Hardware status

- Serial numbers for all disk arrays

-m Display performance metrics

-R Rescan for SureStore E (AutoRAID) disk arrays recognized by the
host.

-r Make performance recommendations

-S Generate raw output, used in combination with other options

-S General configuration information. For a complete description of
all the configuration settings, see “Viewing the Disk Array Genera
Configuration Settings” at the end of this chapter.

-V Capacity information
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Displaying Disk Array Serial Numbers
The serial numbers of all disk arrays connected to the host can be displayed by typing:

arraydsp -i

Missing Disk Arrays? If you know there are disk arrays connected to the host but they are not
displayed in response to the arraydsp command, check the following:

« Make sure all disk arrays are properly connected to the host. This includes proper termination
of the SCSI bus.

* Make sure all disk arrays are turned on and operating properly.

* Make sure the ARMServer process is running. ARMServer must be running to execute this or
any other ARM command. You can easily check to see if the ARMServer process is running
using the following command: -ps ef | grep ARM

* Rescan for disk arrays by typing: arraydsp -R. This will update the ARMServer information to
reflect the current system configuration.

Changing Disk Array Configuration Settings

A number of configuration settings control the operation of the disk array. These settings are usually
established during installation and once set, should rarely need to be changed.

The default settings have been selected to provide the best operation for most systems. However, if you
determine that any setting does not meet your needs, you can easily changeit.

Table 17 lists the various settings, including factors you may want to consider when changing them.
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Table 17. arraymgr Disk Array Configuration Settings

Setting Default | Command Comments and Considerations
Option
Active On -h Active Hot Spare provides optimum
Spare protection against disk failure. Disabling
Active Hot Spare will make additional
capacity available to the host, but at the
expense of maintaining full data
redundancy.
Auto On -a Auto Rebuild provides optimum protection
Rebuild against disk failure by rebuilding a failed
disk as quickly as possible. Disabling Auto
Rebuild gives you more control over the
rebuild process, but it can leave the disk
array vulnerable to a second disk failure
until a Rebuild is performed manually.
Auto On -i Auto Include simplifies the task of adding
Include a new disk to your array. Disabling it will
require you manually to include each disk
you install in the array.
Rebuild High -p Rebuild priority determines how quickly a
Priority Rebuild operation will complete.

To change Active Spare, Auto Rebuild, or Auto Include settings, type:

arrayngr { -h |

-a| -i } { onloff } <array-id>

To change Rebuild Priority setting, type:

arrayngr -p { high|low } <array-id>
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Managing LUNs (Logical Drives)

An important part of managing the disk array involves defining and maintaining the optimal LUN structure
for your system. Y our system requirements and limitations will influence the LUN structure you choose.

Managing LUNsis a part of the overall task of managing disk array capacity. For more information on
managing disk array capacity to meet your system needs, refer to the HP SureStore E Disk Array 12H
User's and Service Manual

Checking LUN Configuration

When you are managing LUNSs, you may find it convenient to check the current LUN configuration and the
available capacity.

To check the current LUN configuration and the available capacity, type:

arraydsp -1 [LUN] <array-id>

Creating a LUN

Only capacity assigned to LUNs is visible to the operating system. When selecting the size for your LUNS,
consider the following factors:

e Any size limitations imposed by the operating system.

e Your backup strategy. If you do unattended backup to a device such as a tape, you may want to avoid
creating aLUN that islarger than the capacity of the tape media. This allows you to back up an entire
LUN without changing tapes.

e Configuring the LUN for maximum performance as described in Table 15.

NOTE! Before creating a LUN, check your operating system documentation for any additional
information or steps that may be required to create a LUN.

Tocreatea LUN, type:
arraycfg -L LUN -a capacity <array-id>

LUN must be an unused value between 0 and 7
Capaci t y must be less than or equal to the currently available unallocated capacity
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NOTE! The following commands require LUN exclusive access. This means nothing can access
the LUN while the command is running.

Del ete LUN
Renunmber LUN

Renumbering a LUN

NOTE! Before renumbering a LUN, check your operating system documentation for any
additional information or steps that may be required to renumber a LUN.

Torenumber aLUN, type:

arraycfg -L LUN -r newLUN <array-id>

LUNisthe LUN to be renumbered
newLUN is anew available LUN number

Deleting a LUN

When a LUN is deleted, its capacity is returned to the pool of unallocated capacity space. Deleting a LUN
isagood way of freeing up capacity for the Active Hot Spare or for ssmply adding more unallocated
capacity to improve disk array performance.

CAUTION! All dataon a LUN is lost when it is deleted. Make sure you backup any
important data on the LUN before deleting it.

NOTE! Before deleting a LUN, check your operating system documentation for any additional
information or steps that may be required to delete a LUN.

Todeletea LUN, type:
arraycfg -L LUN -d <array-id>

LUNisthe LUN to be deleted
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Adding a Disk

At some time, you may want to add another disk to your array. Features such as hot-pluggable disks and
Auto Include simplify the process of adding a disk to the array even while it is operating. A disk can be
added to the array without disrupting current I/O operations.

After you have added a new disk, you have three options on how to use it:

* Increase capacity - use the disk to increase the capacity available to the operating system by creating a
new LUN.

e Improve performance - use the disk to improve the disk array performance by simply leaving it as
unallocated capacity.

e EnableActive Spare - use the additional capacity to enable Active Hot Spare if the disk array does not
currently have the capacity to support this feature. This also improves performance as the spare spaceis
used as RAID 0/1 space until it is needed.

Toadd adisk tothearray:
4. Make sure the new disk has been physically inserted into the array.

5. If Auto Include is on, the disk is automatically added to the array and you can skip to the next step. If
Auto Include is off, manually include the disk as described in the next sedtioluding a DisK’

NOTE! In some situations, the array will not include a disk automatically, even if Auto Include is
enabled. This will occur if the new disk’s status is something other than Normal. See “Auto
Include” in the HP SureStore E Disk Array 12H User’s and Service Manual for more information
about when this might occur.

6. Depending on how you intend to use the new disk, perform the appropriate next step:

* Tousethedisk to increase capacity, create a LUN using all or a portion of the disk capacity. For
more information, seeCreating a LUN in this chapter.

* To use the disk to increase performance, leave the disk capacity unallocated.

* To use the disk capacity for an Active Hot Spare, enable the Active Hot Spare feature if not
currently enabled. For more information, s€hanging Disk Array Configuration Settiriga this
chapter.

Including a Disk

A disk must be included in the disk array configuration before it can be used by the disk array. There are

two ways to include a disk:
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* You can enable Auto Include, which will automatically include a disk when it isinserted into the disk
array enclosure.

¢ You can manualy include each new disk.

For convenience, Auto Includeis enabled by default on a new disk array. For information on disabling Auto
Include, seeChanging Disk Array Configuration Settiriga this chapter.

After including a disk, you must decide how you want to use it. For more information, see the preceding
section, Adding a Disk”

Tomanually include a disk, type:
arraycfg -D slot -a <array-id>

sl ot is the cabinet shelf containing the disk drive (Al through A6, or B1 through B6)
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Rebuilding the Disk Array

To maintain data redundancy in the event of adisk failure, it isimportant to rebuild the disk array as
quickly as possible. Auto Rebuild does this automatically, and it is enabled by default. For optimum data
protection it recommended that Auto Rebuild remain enabled.

If you want more control over the Rebuild process, you can disable Auto Rebuild. Thiswill allow you to
manually start a Rebuild at the time you choose. A Rebuild impacts disk array performance whileitisin
progress, so before starting a Rebuild make sure the appropriate Rebuild Priority is stit®ep “
Rebuild Priority in this chapter.

For convenience and maximum protection in the event of a disk failure, Auto Rebuild is enabled by default
on a new disk array. For information on disabling Auto Rebuild, Geariging Disk Array Configuration
Setting$ in this chapter.

Rebuilding the Disk Array Manually

If you have chosen to disable Auto Rebuild, you will have to start the Rebuild manually. The Rebuild will
begin immediately and continue to completion. If no Rebuild is necessary, the command will be ignored.

To start a Rebuild manually, type:

arrayrbld -r <array-id>

Setting Rebuild Priority

The rebuild priority determines how quickly a Rebuild completes. It allows you to balance the servicing of
host 1/0s with the rebuilding of the disk array. The same rebuild priority is used for both Auto Rebuilds and
manual Rebuilds.

To set therebuild priority, type:

arrayrbld -P { high|low} <array-id>
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Checking the Progress of a Rebuild

Y ou can easily check the progress of a Rebuild. This allows you to determine approximately when a
Rebuild will complete.

To check the progress of a Rebuild, type:

arrayrbld -p <array-id>

Canceling a Rebuild

A Rebuild can be canceled only if it was started manually. A Rebuild that was started by Auto Rebuild
cannot be canceled. If aRebuild is canceled, it must be started over again and any progress made during the
first Rebuild will be lost.

When canceling a Rebuild, the Rebuild may not stop immediately. This occursif the disk array is busy
servicing higher priority 1/0 requests from the host. The Rebuild will be canceled when the disk array has
serviced all higher priority commands.

To cancel a manual Rebuild, type:

arrayrbld -c <array-id>

139



MPE

Using the ARM Command Line Utilitiesfor M PE
Analyzing Disk Array Performance

Analyzing Disk Array Performance

The disk array monitors and stores a number of metrics that reflect how the disk array is performing. The
disk array management software periodically retrieves these performance metrics and stores them for your
viewing. The ARM software can also analyze the performance metricsto identify any potential performance
problems. Based on this analysis, recommendations are made on how to improve disk array performance.

Checking the metrics regularly is a quick and easy way for you to monitor the performance of the disk array
and identify any problems that may be developing. Y ou may choose to display only the recommendations,
or you may want to view the metrics for further analysis.

For a complete description of each performance metric, refer to the HP SureStore E Disk Array 12H User’s
and Service Manual. You can also view the ar r aydsp man page for a complete explanation of all the
performance command options.

To analyze disk array performance, type:

arraydsp { -r stine etine} | { -mstine etine [int] } <array-id>

Command Examples

The following command displays performance recommendations for disk array serial number
00786B5C0000. Performance is analyzed for the time period starting at 8:00 AM and ending at 5:00 PM
(1700) on March 15. The format of thest i me and et i ne argumentsis mddhhnm{ yy] .

arraydsp -r 03150800 03151700 00786B5C0000
The following command displays the performance metrics for disk array serial number 00786B5C0000.
Metrics are displayed for the time period starting at 11:00 AM and ending at 6:00 PM on April 6. A display
interval of 30 minutesis specified.

arraydsp -m 04061100 04061800 2 00786B5C0000
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Selecting a Time Period for Analysis

When analyzing performance, you must define the time period over which the analysis will be performed. A
starting time (st i me) and ending time (et i nme) establish the analysis period. For the best results, select a
time period when performance may be a concern. Thiswill produce the most meaningful analysis and
recommendations.

For example, if the heaviest [oad on the disk array occurs between the hours of 8:00 AM and 5:00 PM,
restrict the analysis to this time period. If you include periods of less activity, the analysis may yield
different results and conseguently different recommendations. This occurs because activity is averaged over
the entire analysis period, and periods of less activity will offset the effects of busier periods.

Typically, you should select aperiod of time that represents normal system operation. Avoid any unusual
events such as a Rebuild or changes made to array capacity. If you select atime period that includes an
event that may distort the analysis, the utility will alert you and will not provide any recommendations.

Y ou can aso control the display interval using thei nt option. This allows you to control how much detail
you get when displaying the metrics. The display interval is the number of 15-minute increments.

Checking the Working Set Metric

A key factor in monitoring and maintaining optimal performance of the disk array is the Working Set
metric. To ensure that disk array performance is maintained, you should access the performance metrics
regularly and check the Working Set value.

The Working Set performance metric is derived from the Write Working Set parameter. It indicates the
ratio of the Write Working Set size to the amount of RAID 0/1 space available. For a detailed explanation
of the Write Working Set and itsimpact on performance, refer to the HP SureStore E Disk Array 12H
User'sand Service Manual.

To maintain performance, the amount of RAID 0/1 space should equal or exceed the Write Working Set,
resulting in aWorking Set value less than or equal to 1. A Working Set value greater than 1 indicates that
the Write Working Set is larger than the available RAID 0/1 space and the disk array is servicing writes
from RAID 5 space.

If the Working Set consistently exceeds 1, the amount of RAID 0 /1 space available should be increased to
improve performance. This can be accomplished in several ways as described in the following section.

If the Working Set is consistently much less than 1, some of the RAID 0/1 capacity can be allocated to a
new LUN without impacting performance. The remaining RAID 0/1 space should be adequate to
accommodate the Write Working Set.
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Performing Disk Array Maintenance Tasks

There are several tasks that you may have to perform in the on-going management of the disk array. These
maintenance tasks are typically performed infrequently and may involve taking the disk array off line.

Shutting Down the Disk Array

CAUTION! When an array shutdown is performed, the disk array becomes unavailable to
the host system. An array that is shutdown appears to the operating system as if its power
has been turned off. As with any disk subsystem, it is essential that file system access to
the disk array be correctly removed before shutting down or powering off the disk array.

Before an array Shutdown is performed, all mounted file systems mapped to the disk array must be
unmounted. Theunount operation synchronizes data in the MPE internal buffers with the data stored on
the disk array.

The disk array must be Shutdown prior to performing any maintenance. The Shutdown process copies vital
data mapping information from the controller NVRAM to the disks. This protects the data mapping
information should the contents of the NVRAM be lost or corrupted due to battery failure. Shutdown then
takes the disk array off line, making all data unavailable to the host. The disk array can still be managed and
tested, but al dataisinaccessible while the disk array is Shutdown.

Shutdown is initiated automatically each time the disk array is turned off using the power switch, so it is
usually not necessary to initiate a Shutdown using the ARM utility.

To Shutdown the disk array, type:
arrayngr -s shut <array-id>
Restarting the Disk Array
Following Shutdown, the disk array can be brought back on line by performing arestart. This makesthe

data on the disk array available to the host once again.

Torestart thedisk array, type:

arrayngr -s start <array-id>

142



Using the ARM Command Line Utilitiesfor M PE
Performing Disk Array Maintenance Tasks

After the array completesinitialization, file systems mapped to the disk array must be mounted for MPE to
access the disk array.

Resetting the Disk Array

Thedisk array can be reset if there is a problem with SCSI channel communication. A reset will interrupt
access to the disk array temporarily, so it should be done only when attempting to solve a problem with the
disk array.

Toreset thedisk array, type:

arrayngr -R <array-id>

Downing (Excluding) a Disk

Downing (or excluding) adisk istypically donein preparation for testing the disk. After the disk is downed,
testing can be done without impacting disk array operation. If testing reveal s that the disk is good, the disk
can be included back in the array configuration.

Downing adisk has the same effect asiif the disk failed or was physically removed from the cabinet. If Auto
Rebuild is enabled, the disk array will immediately begin a Rebuild when a disk is downed.

The - v option identifies the down operation as either destructive or nondestructive. This determines
whether the disk array will assume there is any valid data on the disk if it is returned to the array
configuration. If adestructive down is performed (- v not specified), the disk array will assume no data on
the disk isvalid. If the down is nondestructive (- v specified), the array will assume any data on the disk
that was not updated in the disk’s absence is valid.

Todown adisk, type:
arraycfg -Dslot -d [-v] [-R-Z] <array-id>

To protect data availability, the disk array will not let you down a disk if doing so would result in loss of
data redundancy or data unavailability. However, you can override this protection by specifying the
appropriate ARM options. TheR option allows the disk to be downed even if a loss of redundancy would
result, but not data unavailability. Th& option allows the disk to be downed even if data unavailability
would occur. A complete description of the options is included iathieycf g man page.

NOTE. Two of the disks in the disk array are used to store recovery map information. The
disk array will not allow you to down either of these drives unless you use the -R or
-Z option.
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After testing, a downed disk can be returned to the disk array configuration by manually including it. For
more information, sedricluding a Disk in this chapter.

Testing a Disk

Diagnostics allow you test the operation and integrity of a disk. Three different types of testing can be
performed:

e Write/lRead/Verify - a destructive test that will destroy data on the disk being tested. The disk must be
downed before beginning the test.

« Read/Verify - a nondestructive test that will not alter any data on the disk being tested. It is not
necessary to down the disk before performing a read/ verify test.

e Sdf-test - a nondestructive internal test that checks the operation of the disk.

To perform awrite/read/verify test of adisk, type:

drivetest -D slot -w percent <array-id>

To perform aread/verify test of adisk, type:

drivetest -D slot -r percent <array-id>

To perform a self-test of adisk, type:

drivetest -D slot -s <array-id>

per cent is the percent (0 to 100) of the disk to be tested
sl ot is the cabinet shelf containing the disk drive (Al through A6, or B1 through B6)

Displaying Test Results

After the disk testing is complete, the test results can be displayed for analysis by udingsthst at
utility.

Todisplay theresults of a disk test, type:

dteststat [-D slot] <array-id>
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If the - D option is not specified, results will be displayed for al disksin the array that have been tested.

Canceling a Disk Test

If you do not want to wait for a disk test to complete, you can cancel it using the dt est st at command
and testing will stop immediately.

To cancel adisk test in progress, type:

dteststat -D slot -c <array-id>

Printing ARMServer Log Contents

The contents of the various log files maintained by ARM Server can be printed using thel ogpr i nt
command. The contents of the logs may be useful in identifying any possible problems that may be
occurring with the disk array.

For a detailed explanation of the log contents output, seethel ogpr i nt man page

To print the contents of the ARM Server logs, type:

logprint[-d log_directory nane] [-s start_tine] [-e stop_tine]
[-t record_type...] [-a array_serial _nunber]

| og_di rectory_nane identifies the location of the log files
start_timeandstop_tine limittheoutput to events between the specified times

r ecor d_t ype identifies the type of record(s) to print. Records include system usage log
(usage), disk error log (di sk), controller error log (ct r | r), system change log (change), and
performance log (per f)

array_serial _nunber limitsthe output to only those entries associated with the specified
disk array.

Displaying Hardware Logs

In addition to the logs maintained by ARM Server, hardware logs are also stored on the disk array. The
arr ayl og command provides access to the controller and disk logs maintained by the disk array. These
logs contain information useful for diagnosing and troubleshooting the disk array. The logs can also be
cleared using ar r ayl og. The arraylog options for accessing the disk array hardware logs are listed in
Table 18.
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Table 18. arraylog Options for Displaying Log Contents

Option Description
-u Display the contents of the disk array controller usage log.
-e Display the contents of the disk array controller event log.
-d slot Display the contents of the log for the disk installed in the cabinet slot

identified by slot. Slot numbers must be of the form "An" or "Bn", where
A or B correspond to a cabinet column, and n corresponds to a shelf
position (1-6).

-C{-c | -d slot} Clear the specified logs. If -c is specified, clear the disk array controller
usage and event logs. Both logs will be cleared when using this option.
It is not possible to clear just one of the logs. If -d is specified, clear the
log for the disk installed in the cabinet slot identified by slot.

Todisplay the contents of a hardwarelog, type:

arraylog [-u] [-e] [ -d slot ] <array-id>

To clear the hardwarelogs, type:

arraylog [-C{-c|-d slot}] <array-id>

Formatting the Disk Array

Should it become necessary to do so, you can format the entire disk array, or asingle LUN. Formatting
destroys all data on the array or LUN involved. Formatting an array first requires that all LUNSs be deleted.

Toformat the entiredisk array, type:

arrayfm -F [-h] <array-id>

Toformat a LUN, type:

arrayfm -L LUN <array-id>
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Changing SCSI Settings

The SCSI settings control the transfer of information over the SCSI channel connecting the host and the
disk array. The default SCSI settings listed in Table 21 have been chosen to work with all supported SCS
adapters, and in most cases should not be changed.

NOTE! Before changing any SCSI setting, you should understand what the SCSI setting does,
and what effect changing it will have on disk array operation. Be aware that using an incorrect
SCSI setting may make it impossible for the host and disk array to communicate properly. In this
case, it will be necessary to use the disk array control panel to return the SCSI setting to its
original value to reestablish communication.

To change SCSI settings, type:

arraymgr { -W| -T | -P| -m| -r } {on]off} <array-id>

Changing the Controller SCSI ID

Changing the SCSI ID directly impacts the operating system’'s ability to access the disk array. Before
performing this task, check your operating system documentation for information on how to change the
SCSI ID of adisk subsystem.

To changethecontroller SCSI ID, type:

arrayngr -C {X| Y} addr <array-id>

addr isthe new address (0 — 15) for the indicated controller
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Switching Primary Controllers

In dual-controller disk array configurations, the array automatically switches to the secondary controller if
the primary controller fails. However, you can switch controllers manually if necessary. Thiswill cause the
secondary controller to assume the role of primary controller.

Toswitch primary controllers, type:

arraymgr -¢ { X | Y } <array-id>

Setting Data Resiliency

The data map contents stored in the disk array controller NVRAM is copied to two disks on the array at
regular intervalsto protect against map loss. The interval at which the disks are updated with recovery map
information is controlled using the data resiliency setting. Selecting a data resiliency setting involves
making a tradeoff between data protection and performance. The more frequently the recovery maps are
updated, the more impact it may have on performance.
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To set the data resiliency mode, type:
arrayngr -J {SingleController | Secure | Normal | H ghPerformance} <array-id>

The dataresiliency settings are described in Table 19.

Table 19. Data Resiliency Settings

Setting Description

SingleController This setting should only be used if the disk array is operating with one
controller. This suppresses the single controller warning messages that
are normally generated when the disk array is operating with one
controller. This setting will affect I/O performance. This is the default
setting for single controller mode.

Secure Continually updates the disks with any changes in the controller maps.
This is the highest level of data protection, but it may result in
decreased I/O performance.

Normal Updates the maps on the disks at regular intervals (typically 4 seconds).
This option offers both data protection and good performance. This is
the default setting for dual controller mode.

HighPerformance  Updates the disk maps only during shutdown of the disk array. This is
the lowest level of data protection, but it offers the highest level of
performance.
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Creating a Disk Array Alias

An alias can be created to identify the disk array. The alias provides an alternative to the disk array serial
number and raw device file name that can also be used to identify the array.

Aliasing can be used in avariety of waysto help identify disk arraysin large systems. For example, by
assigning numbers to racks and to the shelf positions within the racks, each disk array can be uniquely
identified using an appropriate alias. If arack is assigned number 12, the disk array installed on shelf 3 of
the rack could be identified using an alias of R12_S03. This technique simplifies locating the disk array
should it need service.

Tocreateadisk array alias, type:
arraynmgr -D alias_nanme <array-id>

al i as_nane can be up to 12 charactersin length and can include upper case letters, numbers, spaces,
number sign (#), underscore (), and period (.).

Recover

If the disk array is not shutdown properly, it is possible that the data mapsin NVRAM memory will be lost.

For this reason, the disk array allows the data maps to be periodically written to the disk drives. If the maps

are lost, an error code such as “No Address Table” will appear on the display. If your disk array is a boot
device, you may have to recover the maps by using the front panel command called “Recover” under the
“Cntrl Changes” menu. The Recover command is only supported in controller firmware versions later than
HP40, and any patch delivered after IPR9808 release.

150



Using the ARM Command Line Utilitiesfor M PE
Downloading Firmware

Downloading Firmware

Thedownl oad command copies new firmware code to the controller(s) or individual disk mechanismsin
the disk array. Firmware also can be copied from a primary array controller to a secondary controller.

The ARMSer ver process continues to run while the download is in progress. However, this process may
not be able to access the array during the download because the download operation shuts down the disk
array. This may cause warning messages such as the following to be displayed:

access error: Unable to get status fromdisk array on <raw di sk
file name> at <machi ne nane>

These warning messages can be ignored.

CAUTION! The firmware code is copied from the primary controller to the secondary
controller, so before performing this task make sure the controller that has the desirable
code is designated the primary controller. See *  Switching Primary Controllers " for
instructions on changing the state of the controller.

To download firmwareto a disk, type:

downl oad -D sl ot codefil enane <array-id>

sl ot identifiesthe cabinet shelf containing the disk drive
codefi | enane identifiesthe file containing the firmware code

To download firmwareto thedisk array controllers, type:

downl oad -C codefil enane <array-id>

codef i | enanme identifiesthe file containing the firmware code

Todownload firmware from the primary controller to the secondary controller, type:

downl oad -M <array-id>
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Firmware Download Procedure

The procedure described below should be followed to perform the download. This procedure works for
single or multi-host configurations.

CAUTION! In multi-host configurations, other hosts must not access the disk array while
the download is in progress. Data can be lost if write requests are made to the disk array
while a download is in progress.

If the system volume set is contained on the array, the offline diagnostic (ARDIAG) must be used to
download the firmware.

NOTE! The download process automatically shuts down the array. The array Shutdown will not
succeed unless all file systems have been unmounted access to the array has been deactivated.

To download firmwareto the array controllersor to the disk mechanism:
1. Quiet (quiesce) or stop all I/O traffic to the array.
2. Download the controller or disk mechanism firmware.

3. Load the controller firmware.

downl oad -C firmvare.fil e 000000123456

If the disk array has LUNSs that are being used as raw devices, for example a database system doing “raw
I/O, the array should be disconnected from all systems except the one doing the download.
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Recovering Data Maps

If the data maps stored in the disk array controller NVRAM arelost, thear r ayr ecover command can be
used to reconstruct the maps. The data maps are reconstructed using the latest recovery maps stored on two

of the disk drives.

The recovery operation involves performing a parity scan on the contents of the entire disk array to validate
the accuracy of the maps and to correct any drive parity inconsistencies. This process can take up to severa
hours depending on the amount of data on the disk array.

To start the map recovery process, type:

arrayrecover [[-s] | [-1[c]] | [-p] | [-v volune_set_ID]] [-c] <array-id>
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The command optionsfor ar r ayr ecover arelisted in Table 20.

Table 20. arrayrecover Command Options

Description

Used with other options, this will cause continuous polling during the
recovery. The recovery is monitored and the current progress is
displayed at regular intervals.

Displays the array controller logs on standard output.

Displays the array controller logs on standard output, and then clears
the logs.

Begin the recovery in non-interactive mode. If there are multiple volume
sets on the disk array, a list of the volume set numbers will be
displayed. If there is only one volume set on the disk array, the recovery
will be done on it. This option provides a mechanism to pass volume set
information to a script designed to perform a recovery.

Returns the recoverability status of the disk array, as well as the status
of a recovery in progress. The status indicates if recovery is needed,
and what percentage of the entire recovery has been completed. When
used with the -c option, status will be returned at regular intervals
allowing continuous monitoring of the recovery progress.

-v volume_set ID

Starts a recovery on the volume set indicated by volume-set-id. This
option is intended for use only in environments where there are multiple
volume sets on the disk array.
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Viewing the Disk Array General Configuration Settings

Checking the general configuration settings allows you to view the current settings for all the disk array
operating parameters. The settings include the current status of the array, the array configuration, and the
SCSI configuration settings.

A description of each setting isincluded in Table 9. The default settings have been selected to optimize disk
array operation on MPE.

NOTE! Before changing any setting, you should understand what the setting does, and
what effect changing it will have on disk array operation. Be aware that using an
incorrect setting may make it impossible for the host and the disk array to
communicate properly.

To view the general configuration settings, type:

arraydsp -s <array-id>

A complete list of the settings will be displayed.

Table 21. General Configuration Settings

Parameter Default Description
Setting

Overall State of Array | READY |Specifies the current state of the array

Active Hot Spare ENABLED [Indicates whether the array should reserve space within

Desired which to perform a rebuild process.
Auto Include ENABLED [Indicates the action to be taken when a drive is physically
inserted into the array.
Auto Rebuild ENABLED (Indicates the action to be taken when a drive becomes
unusable.
Rebuild Priority HIGH [Indicates the priority the rebuild process is given with

respect to host I/O.
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Parameter

Default
Setting

Description

Capacity Depletion
Threshold

0%

Indicates the amount of space below which the disk array
should signal a Capacity Depletion warning. For example,
if this field is set to 99% then when the disk array reaches
99% capacity, a Capacity Depletion warning will be
indicated. 0% means that Capacity Depletion warnings
will not be issued.

Write Working Set
Interval

8640
seconds

Indicates the period (in ten second intervals) over which
write performance measurements should be gathered.
For example, 8640 X 10 = 86400 seconds = 24 hours.

Language

ENGLISH

Indicates the language used when displaying information
on the front panel.

Log Full Warning

DISABLED

Indicates whether the disk array should assert a warning
when some portion of the controller log is full. When
enabled, the disk array will assert a Log Full Warning
when one of the disk array log pages fills, or a log
parameter reaches its maximum value. When disabled,
no Log Full Warning will be indicated.

Volume Set
Partitioning

DISABLED

Indicates whether the disk array should boot when half or
more of the previously available drives are unavailable
(i.e., there is no drive quorum). Enabled indicates that
\volume set partitioning should be allowed. Disabled, the
system will remain in the No Quorum state when the
required quorum is not available.

Format Pattern Fill

DISABLED

Indicates whether the disk array will fill in incomplete
RAID blocks with a format pattern when performing new
writes. Some operating systems (not HP-UX, MPE, or
NT) expect that SCSI format commands completely
reinitialize data to a non-random pattern. When using the
array with one of those operating systems, pattern filling
should be enabled.

Disk array Type ID

12

Uniquely identifies the disk array hardware configuration.
This field can be used to find the number of drives and
SCSI channels supported within the disk array.

LUN Creation Limit

Controls the range of LUNs that may be created.

Maximum LUN
Creation Limit

Specifies the maximum supported value for the LUN
Creation Limit.
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Parameter Default Description
Setting
Array SCSI N/A N/A
configuration:
Controller X SCSI Indicates the SCSI bus address to be used by controller
Address X. Changes in this field will take affect only after controller
X is reset.
Controller Y SCSI Indicates the SCSI bus address to be used by controller
Address Y. Changes in this field will take affect only after controller
Y is reset.
Write Cache ENABLED [Indicates whether the disk array should cache write data.

This field may be ignored depending on the map
resiliency mode. Series 800 systems normally disable this
field. Generally, write cache is used even though a host
system automatically disables this field.

Read Cache DISABLED [Indicates whether the disk array should cache read data.

Note. This field does not represent what is actually
happening. The disk array uses read cache algorithms.
This field is put in place to facilitate some third party
operating systems.

SCSI Parity Checking | ENABLED |Indicates whether the disk array should check SCSI bus
parity. Disabled means that bus parity checking is
disabled. Enabled indicates that bus parity checking is
enabled.

SDTR ENABLED [Indicates whether the disk array should initiate SDTR
(Synchronous Data Transfer Request). Disabled,
indicates the disk array will not initiate SDTR. Enabled
indicates the disk array will initiate SDTR.

WDTR ENABLED [Indicates whether the disk array should initiate WDTR

(Wide Data Transfer Request). Disabled, indicates the
disk array will not initiate WDTR. Enabled indicates the
disk array will initiate WDTR.

Terminator Power | ENABLED |Indicates whether the disk array should provide power for
the SCSI bus terminators. Disabled, indicates the disk
array will not provide termination power. Enabled
indicates the disk array will provide termination power.
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Parameter

Default
Setting

Description

Unit Attention

ENABLED

Indicates whether the disk array should signal a Unit
Attention condition immediately following power-on or
reset. Disabled, indicates the disk array will not signal unit
attention. Enabled indicates the disk array will signal unit
attention.

Disable Remote Reset

ENABLED

Controls the bus reset behavior of the second controller
when a SCSI reset (reset signal, BDR or Reset Disk array
command) is received in the first controller. When this bit
is disabled, the second controller will assert the bus reset
signal to indicate that all outstanding requests were
cleared in response to the reset. When this bit is enabled,
the second controller will not assert the SCSI reset signal
to indicate the commands were cleared. Hosts that
cannot tolerate target bus resets should enable this
setting.

Secondary Controller

Offline

DISABLED

Controls the behavior of the secondary controller with
respect to bus selection. When disabled, any secondary
controller present will respond to host selection. When
enabled, the secondary controller will remain off-line until
a failure of the primary controller is detected (at which
point it becomes primary). Only the primary controller will
go on-line.

Very Early Busy

DISABLED

Controls the behavior of the disk array with respect to
SCSI bus selection during the early stages of the
initialization sequence (i.e., from about three seconds
after reset until about fifteen seconds prior to initialization
completion). When disabled, the disk array will ignore
SCSI bus selection until the late stages of initialization.
\When enabled, the disk array will accept selection during
early initialization and will return BUSY status until the late
stages of initialization.

Queue Full Threshold

1952

Specifies the target queue depth beyond which the disk
array will return QUEUE FULL status to subsequent host
requests.
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Parameter Default Description
Setting
Maximum Queue Full 1952 [Specifies the maximum supported value for the Queue
Threshold Full Threshold parameter. Attempts to set the QFT

parameter to values higher than the MQFT will fail with
CHECK CONDITION status and ILLEGAL REQUEST,
INVALID FIELD IN PARAMETER LIST sense indications.

Simplified Resiliency | Normal |Determines the values of the following eight parameters.
Setting This field regulates the mode of data resiliency that the

disk array will operate in. The “Normal” mode is set at the

factory when dual controllers are ordered with the array.

Single Controller ENABLED (Indicates whether the disk array should assert a warning

Warning when only one controller is present. When enabled, the
disk array will assert a Single Controller Warning when
there are not two controllers present in the array disk
array. When disabled, no Single Controller Warning will
be indicated.

Lock Write Cache On| TRUE |Controls the modification of the Write Cache setting.
When LCWO is set to true, then the host cannot change
the Write Cache setting. When LWCO is false, the host
will be able to change Write Cache setting.

Disable NVRAM on FALSE |Enables the disk array response to the Write Cache

WCE False setting. If false, NVRAM use does not depend on the
\Write Cache setting, and will be enabled if no other
condition inhibits it. If true, then NVRAM is disabled when
\Write Cache is disabled

Disable NVRAM with TRUE |[Couples the use of NVRAM to the presence of an

One Citrlr operational dual controller. If true and no operational dual
controller is present, then NVRAM use is disabled.
Otherwise NVRAM use does not depend on the presence
of the second controller, and will be enabled if no other
condition inhibits it.

Disable NVRAM on FALSE |[Couples use of NVRAM to the presence of an operational

UPS absent UPS or BBU. At the time of printing, this field is reserved
for future functionality with UPS and is disabled in all
resiliency modes.
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Parameter

Default
Setting

Description

Force Unit Access
Response

2

Controls the array’s response to the FUA bit. The FUA bit
is a command from the host when Write Cache is
enabled. It gives the host an opportunity to flush write
cache on command:

If this field is 0, then the FUA bit is ignored.

If this field is 1, then the FUA bit in a write command
disables immediate report on the write and all write cache
data for the involved LUN will be flushed.

If this field is 2, then the FUA bit in a write command
disables immediate report on the write and all write cache
data for the involved LUN will be flushed along with the
map journal before completing the write request.

If NVRAM use is disabled due to the chosen map
resiliency mode, then this field is ignored.

Disable Read Hits

FALSE

Controls the array’s ability to satisfy read commands from
write cache contents during FUA processing. If NVRAM
use is disabled due to the chosen map resiliency mode,
then read data is never satisfied out of write cache.

Resiliency Threshold

Specifies the maximum time between delivery of the
response to a write command to the host, and initiation of
associated writes out of write cache and map journal to
disks. This time is specified in seconds. This maximum
time is submitted to the scheduler for implementation.
Depending on the priority of other events in the scheduler,
the desired time may not be implemented. If NVRAM use
is disabled due to the chosen map resiliency mode, then
this field is ignored. The 0 value of this field is not the
same as disabling NVRAM use. A value of Oh indicates
that no maximum time will be enforced and that no
recovery image will be available.
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Simplified Resiliency Setting

The simplified resiliency setting is derived from several other fields. Collectively these settings control how
dataresiliency is managed. Table 22 identifies the field settings for each of the resiliency modes.

There are four modes of data resiliency: Normal, SingleController, Secure, and HighPerformance. The
default setting is Normal for dual controller disk arrays. If the disk array has been ordered with asingle
controller, the default for this settings is SingleController.

For information on changing the data resiliency mode, Settihg Data Resilientyn this chapter.
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Table 22. Simplified Data Resiliency Settings

Normal Mode

Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller ENABLED Single Controller Dual Controller
Warning
Lock Write Cache On| TRUE Not Supported Data map and write cache
Disable NVRAM on FALSE information will be flushed
WCE False to the disk every four
Disable NVRAM with TRUE seconds.
One Ctrlr
Disable NVRAM on FALSE
UPS absent
Force Unit Access 2
Response
Disable Read Hits FALSE
Resiliency Threshold 4
SingleController
Mode
Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller |DISABLED Single Controller Dual Controller
Warning
Lock Write Cache On| FALSE |Data map and write cache Not Supported
Disable NVRAM on TRUE [information will be flushed
WCE False to the disk once every
Disable NVRAM with TRUE second.
One Ctrlr
Disable NVRAM on FALSE
UPS absent
Force Unit Access 2
Response
Disable Read Hits FALSE
Resiliency Threshold 1
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Secure Mode

Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller ENABLED Single Controller Dual Controller
Warning
Lock Write Cache On| FALSE Not Supported Data map and write cache
Disable NVRAM on TRUE information will be flushed
WCE False to the disk once every
Disable NVRAM with TRUE second.
One Ctrlr
Disable NVRAM on FALSE
UPS absent
Force Unit Access 2
Response
Disable Read Hits FALSE
Resiliency Threshold 1
HighPerformance
Mode
Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller ENABLED Single Controller Dual Controller
Warning
Lock Write Cache On| TRUE Not Supported Data Resiliency disabled
Disable NVRAM on FALSE
WCE False
Disable NVRAM with TRUE
One Ctrlr
Disable NVRAM on FALSE
UPS absent
Force Unit Access 0
Response
Disable Read Hits FALSE
Resiliency Threshold 0

163

4dIN






Chapter 7. Using the ARDIAG Offline
Diagnostic on MPE

This chapter defines the AutoRAID supported offline diagnostic commands for Series 800 MPE systems.
Thisfunctionality will be a combination of the support media offline diagnostic environment (ODE)
commands and commands issued from the AutoRAID front panel.

Operating environment

ARDIAG will only operate under ODE and thusit only operates in an offline environment. When ARDIAG
is executed, ODE handles all the 1/0 with the user and it handles several higher level commands like LOG,
HELP, etc.

NOTE. There should be no I/O activity on the SCSI bus when using ARDIAG. When
operating in a multi-initiator environment, make sure none of the host systems are
trying to access the disk array. Bus activity make cause ARDIAG to not see the
disk array.

Support Software

ARDIAG requires all the software needed for ODE to run as ARDIAG relies on ODE to load and run.
Additionally, ARDIAG needs the MAPPER SL and the DIODE SL from the protocol level down.
Minimum hardware

For ARDIAG to run properly, aworking 1/0 subsystem and at least one SureStore E Disk Array is needed.
ARDIAG must also meet ODE’s hardware requirements (for example a working console). ARDIAG and
ODE will use no more than 4 MB of main memory.

Minimum software
ODE, MAPPER SL and DIODE SL are needed to execute ARDIAG correctly.
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Definition of Terms

The following terms are used in this chapter.

M PE
SIO

SERIES 800
ISL

ODE

LIF
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Hewl ett-Packard’s version of the MPELI Operating System.

"Server 1/O". Thedriver environment for the current Series 800 M PE system. Proprietary,
non-reentrant, port-server drivers. Communication is via message passing.

MPE PA-RISC multi-user systems. These systems utilize the Sl O subsystem.

“Initial System Loader” This is the first piece of software loaded from outside the SPU
and executed during the boot process.

“Offline Diagnostic Environment” The software architecture consisting of several
modules to provide diagnostic functionality VBBL support media for Series 800 MPE
10.0+ systems.

“Logical Interchange Format” A standard disk format that may be used for interchange of
files among various HP computer systems. A LIF volume contains a header (identifying it
as a LIF volume) and a directory that defines the contents of the volume. A boot device
with a valid LIF is assumed to have bootable media.

“Spectrum Object Module” A SOM is the smallest unit that may be generated by a
compiler, and it may exist as a single entity or as part of a collection.
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ARDIAG Operational Commands
Table 23 lists the ARDIAG operational commands and their descriptions.

Table 23. ARDIAG Operational Commands

Command Description

CLRLOG Allows the user to clear the specified target’s internal logs.

CREATELUN Allows the user to create a LUN via the specified controller path
to the disk array.

DELETELUN Allows the user to delete a LUN via the specified controller path
to the disk array.

DESCRIBE Displays LUN configurations and warning states.

DOWNLOAD Allows the user to download firmware to the specified controller
or internal disk.

FORMAT Allows the user to format the specified target.

INQUIRY Issues an Inquiry to an array controller or an internal disk.

READLOG Allows the user to read the specified target’s internal logs.

RECOVER Allows the user to restore controller map information in the
specified SureStore E (AutoRAID) Disk Array.

REQSENSE Issues a Request Sense on the specified target.

RESTART Allows the user to bring the array out of the Shutdown state via
the specified controller path.

REVISION Displays controller, drives and software revisions.

ROMT Read/Verify test to the specified internal mechanism..

SETOPTIONS Allows the user to view and set specific options for the array
controller.

SHUTDOWN Allows the user to put the array into a Shutdown state via the
specified controller path .

WRTMT Destructive write/read and verify test to the specified internal
mechanism.
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ARDIAG Interface Commands
Table 12 lists the ARDIAG test module interface commands and their descriptions.

Table 24. ARDIAG Interface Commands

Command Description
DISPMAP Displays a list of AutoRAID controllers.
DISPMECH Displays the disk mechanisms within the selected disk array.
RANGE Environment variable that represents a range of blocks to test.
SHOWENV Displays all environment variables.
TESTDISK Points to the disk array on which to execute commands.
TESTLEVEL Points to a physical mechanism within the disk array on which to

execute commands.
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Operational Command Descriptions

CLRLOG
The CLRLOG command allows the user to clear the internal logs of the specified target.

Synopsis
CLRLOG
Output

ARDI AG> CLRLOG
Clearing the contents of array controller log at Indx <0>.

R E R O R S

Successful Conpl etion
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DELETELUN
The DELETELUN command allows the user to delete a LUN from the specified disk array.

Synopsis
DELETELUN

Output

ARDI AG> DELETELUN
Enter the nunmber of the LUN to delete: [default = 0]

LR R S S S S S S

* DATA LOSS WARNI NG *

hkkkhkkhkhkkkhhkhhhkkkhkhkhkkhhhkkhkkkhkkkkkhhkkkkkkhkkkkkkkkkkk k k%
Continuing with DELETELUN W LL DEFI NI TELY RESULT | N DATA LGCSS.

Al information stored on the LUNto be deleted will be |ost
and the physical storage previously used will be freed...

LR S S S S S

Lun 2 sel ected
Del ete selected lun [default = [n]?]y
Lun 2 was successfully del et ed.

Additional notes:

«  Any problems detected by the DELETLUN command will be displayed with an appropriate error
message and a prefix of ERROR, INVALID or FAILED.
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DESCRIBE

The DESCRIBE command allows the user to display the configuration and warning states of the currently
selected array. Information displayed includes replaceable FRUs and their states, subsystem and physical
drive dataand LUN configurations.

Synopsis
DESCRI BE
Output

ARDI AG> DESCRI BE
Configuration information for the controller in slot X

Conponent I nstance State

Fan F1 Good

Fan F2 Good

Fan F3 Good

Power Supply P1 Good

Power Supply P2 Good

Power Supply P3 Good

Controller X Good

Controller Y Good

Control ler X Battery 1 Good

Controller X Battery 2 Good

Controller Y Battery 1 Good

Controller Y Battery 2 Good

Menory I nstance Si ze State
Control | er X DRAM 1 32MB Good
Controll er X NVRAM 1 32MB Good
Controll er X NVRAM 2 32MB Good
Controll er Y DRAM 1 32MB Good
Controller Y NVAM 1 32MB Good
Controller Y NVRAM 2 32MB Good
Total Menory: 192MB

Test

Level FRU Sl ot State War ni ng | ndi cations

0 CNTRL Y War ni ng Redundancy Loss
1 MECH Al I ncl uded

2 MECH Bl Downed

3 VECH A2 Fai |l ed

4 MECH B2 I ncl uded

5 MVECH A3 I ncl uded
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6 MECH B3 I ncl uded
7 MECH A4 I ncl uded
8 MECH B4 I ncl uded

Lun Capacity

NP WNRERO!
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DOWNLOAD
The DOWNLOAD command allows the user to download firmware to the specified target(s).

Synopsis

DOWNLOQAD

Additional information

DOWNLOAD tothearray controller:

The DOWNLOAD process must be performed using the primary controller. The primary controller is
identified using the INQUIRY command. If the secondary controller isidentified, you must change the
controller selection using the TESTDISK command. The TESTLEVEL command must be set to zero
to indicate a controller selection.

A presently installed secondary controller is automatically updated with the new firmware image after
a successful DOWNLOAD to the primary controller. Thus there is no interaction needed to update the
presently installed secondary controller.

A newly installed secondary controller can be interactively updated to the firmware image that is
presently in the primary controller using the DOWNLOAD command.

After successful DOWNLOAD, the REVISION command can be used to verify firmware revision.
Reset ARDIAG to update DISPMAP revision information.

DOWNLOAD to an internal disk:

The DOWNLOAD process to an internal disk can be performed through either the primary or
secondary controller. The internal disks are identified using the REVISION command, which will
display the disks within the array along with their corresponding TESTLEVEL identifier. The
TESTLEVEL command must be set to a value from one to twelve to indicate the appropriate disk
selection.
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Output

Example 1: Controller

ARDI AG> testlevel 0
TESTLEVEL = 0
ARDI AG> downl oad

LR R S S S S S S

* Array Controller DOANNLOAD *
khkkhkkhkhkhkhkkhkdhkhkhkhhhhkhkhkdhhhkhdhhkhhkhkdhhrhkhdhhohhkddkhrdrrddhrhkhkhdkhrrxhhdhxkd*x
The following options are available for DOMLOAD to the array controller:
1 - Download a firmvare image file to the primary controller with an
autonmatic update of same firmmare to the secondary controller.
2 - Update the secondary controller with the same firmvare as the
primary controller.
Choose [1]: 2
The primary controller is at XXXX
Do you want to do the update (y/[n])? vy
Pl ease be patient. The firmwvare downl oad process nay take several
m nut es.
WARNI NG
I F YOU | NTERRUPT TH S PROCESS, THE DEVI CE COULD BE RENDERED | NOPERATI VE! !
Shutting down the array...
Mrroring the mcrocode inage...
Pl ease wait while the array perforns a reset...

EEE R S S S S S R O

* Fi rmvar e Downl oad Successf ul *
EE S I S T I T T I I I S I I S S I I I S
ARDI AG>
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Example 2: Internal disk drive

ARDI AG> testlevel 1
TESTLEVEL = 1
ARDI AG> downl oad
Enter the firmvare file nane
['? displays the files. Default quits]: ?

File name I ntended Product ID Rev. Si ze
Z1Cs HPC3586A di sk array Z1CS 1048576
SEA5400 SEAGATEST31230N di sk drive 0284 261632
S2G7200 Generic Disk 1208 261632
S4Gr200 ST15150W di sk drive 1207 261632
Legend:

File name = nane of the firmvare file

Intended Product ID = firmvare file's intended product nane
Rev. = firmvare Revision of the firmware file
Si ze = exact byte size of the firmware i nmage

Enter the firmvare file nane
['?" displays the files. Default quits]: sea5400
WARNI NG
Firmnare file SEA5400 was nade for a SEAGATEST31230N di sk dri ve.
TESTDI SK sel ects a Unknown Product.

STOP! CONTI NUI NG MAY PERVANENTLY DESTROY ALL DATA ON DI SK.
Do you still want to continue (y/[n])? Y
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LR R S S S O S

* About to update Unknown Product currently at

* firmvare revision 0256 with new firmvare revi sion 0284.

R R R R R R R R R R R R R R R R R R R R S R R I

Notes for this firmware rel ease (from SEA5400):

1G and 2G 5400 RPM Seagat e

Do you want to do the update (y/[n])? vy

Pl ease be patient. The firmwvare downl oad process nay take several

m nut es.

WARNI NG

I F YOU | NTERRUPT TH S PROCESS, THE DEVI CE COULD BE RENDERED | NOPERATI VE! !
Shutting down the array...

Downl oadi ng the firmware image...

If this is the last firmvare downl oad you want to performon this array,
you can reset the array, which causes firmmvare changes on the disks to
take effect. |I|f you have nore downl oads to do, you will save tinme by
waiting to do the reset after the last one. Note that a download to the
array controller causes an automatic reset.

Do you want to performa reset ([y]/n)? vy

Pl ease wait while the array perforns a reset...

LR R R S S S S S S

* Fi rmnvar e downl oaded SUCCESSFULLY!
EE I I S I S T I S I I I I S I I O S I
ARDI AG>
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FORMAT
The FORMAT command allows the user to format the specified target.
Synopsis
FORVAT
Output

Example 1: Controller

ARDI AG> TESTLEVEL 0
ARDI AG> FORVAT

Rk R I b R Rk S bk R R kb T b S R Ok ke b o S R

* Array Subsystem FORVAT *
EIR R I O S kO R S O R O O O
NOTI CE Use of this

conmmand i s not recommended except where a full subsystem backup of user
data is available or when a new, uninitialized subsystemis being
prepared for use. As a precaution, this command will NOT allow a fornmat
to an array containing any LUNs. The DELETELUN conmand nust be used to
renmove all existing LUNs.

Rk R I b S R R R S b ok Sk kS R R R b ok kR R Rk kS kR Rk o

Do you want to continue (y/[n])? Yy

Checking the array subsystemfor LUNs...

There are no LUNs presently configured on the sel ected array.
The selected array subsystemis allowed a format.

Do you want to continue (y/[n])? vy

FORVATTI NG. . .

Rk R I b S R Rk I b ok Sk kS R Rk R T bk kR IRk Sk S b I T

* FORVAT Successful ly Conpl eted *

Rk R I b R SRR R I b ok kS R R R Sk R R O Sk kS b o I R

ARDI AG>
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Example 2: Internal disk drive

ARDI AG> TESTLEVEL 1
ARDI AG> FORVAT

Rk R I b R R O kR R o I R R R Rk ok kS b S R IR kS

* Internal Disk Drive FORVAT *
EE R IR I I I I R I R R R I R I R R I I IR R I R R I R R I R R I R R R R I R Sk I R I
* WARNI NG! *

Rk R I b R Rk S b Sk R R R kS R Rk kS b S R R o I

* FORVAT cannot continue without a | oss of redundancy on the disk array
selected! Failure of a disk before redundancy is restored will result in
DATA LOSS. Al though continuation of this FORMAT will NOT result in
direct data loss, it may take several hours before redundancy is restored
and a disk failure can be tolerated w thout data | oss.

Rk R I b S R R R S b ok kS S R R R bk kR R S O kR SRRk Ik kS

Do you want to continue (y/[n])? Yy

Rk R I b S R IR R S b ok kS R Rk R T b Ok R R Sk R R R b o I R

* NOTI CE *

ER R R O S O S O Rk O O S O O

* The following FORMAT will require approxi mately ONE HOUR to conpl ete.
During this period you will be unable to perform any other diagnostic
activities.

ER R R O S kO S O R S O S O O O

Do you want to continue (y/[n])? Yy

FORVATTI NG. . .
ER R R O S kO R S O R O S O S
* FORVAT Successfully Conpl et ed *

Rk R I b S R IR R I b ok Sk kS S R R T o kR R R Rk kS b I R

ARDI AG>

Additional notes;
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INQUIRY
The INQUIRY command allows the user to view SCSI Inquiry data from the specified target.

Synopsis
| NQUI RY
Output

ARDI AG> | NQUI RY

Performing Inquiry at TestLevel Indx O

khkkhkkhkhkhkhkkhkhhkhkhkhhhhkhkhkdhhrhkhdhhhhhkdhhrhkhkdhhhhkdhkhrrhdkdhrhkhkddkhrrxhhdhxkd*x
Peripheral Qualifier: Requested LUN is supported

Peri pheral Device Type: Direct-access device

Medi um i s NOT renovabl e

Devi ce-type Modifier = 0(0x0)

| SO Version = 0 | ECMA Version = 0| ANSI Version = 2
Device conmplies to present SCSI-2

Devi ce does NOT support TERM NATE |/ O PROCESS nessage

I NQUIRY data format is as specified in SCSI-2

O her supported features

16-bit wi de data transfer, Synchronous data transfer, Tagged Command
Queui ng

Thi s device responds to a RESET condition with a SOFT RESET alternative

Vendor ldentification: HP

Product ldentification: C3586A

Product Revision Level: ZPRF

Requested Lun is Supported

Product Serial Nunber is fffffffffffffffffffffffffffffffef
Controller Pair Serial Number is
fEfffffffffffeffffffffefffffefefffffeefefffffaeere

Backpl ane Serial Number is 007870ca0000

Requested Lun is Supported

Manuf act uri ng Product Code is ManProdCod

Firmnare Revision is 5D03159518

Nunmber of Supported Logical Units = 32

Lun Capacity (Logical Bl ocks)
0 2097152
1 4194304
2 6291456
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READLOG
The READLOG command allows the user to read the internal logs of the specified target.

Synopsis
READLOG
Output

The following are examples of the READLOG command.

ARDI AG> READLOG
Example 1: Controller

ARDI AG> readl og

Contents of array controller log at TestLevel Indx O
EE R R O S O S S O O
Vendor ID = HP

Product 1D = C3586A

Usage Log
ECC Error Count = 0 (0x0)
Sel ect nunber to indicate display option for Event Log Information
Nunmber Di splay Option
*kkk k% kkkkhkkkkhkkhkhkkkk*k
1 Event Type Tabl es
2 Chr onol ogi cal
3 Bot h Event Type Tabl es & Chronol ogi cal

Note - Event Type Tabl es and Chronol ogi cal are the sane information;
they are just displayed differently.

default[3] - Both
1
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DRI VE ERROR EVENT TABLE
khkkhkkhkhkhkhkkhkhhkhkhkhdhhhkhkhkdhhhkhdhhhhkdhkhrhhdhhkhkhkdhdkhrdrhddhrhkhkhdkhrxrhdhxkd*x

* Tinme * Module * Event * Event * Slot * Sense * ASC * ASCQ * LBA *
* Stanp * ID * Code * Count * * Key * * * *

E R O S I R I O R

28279 0x4 0x0 Ox1f 30 A2 0x5 0x24 0xO N A

CONTROLLER ERROR EVENT TABLE

E R E R R O O R S R

* Time * Mdule * Event * Event * Conponent * FRU * Abterm *

* Stanp * ID * Code * Count * Specific ID * * Code *
EEEE R R R EEEREEEEEESEEEEEESEEEEEEEEEEEEEEEEEEEREEEEEEEEEEEEEEEEEEEEEEEEEESE]
30367 0x40 0x0 0x87 1 0x7 0x81 NORMAL

SYSTEM CHANGE EVENT TABLE

R E R O R R

* Time * Mdule * Event * Event * FRU * Devi ce | D Nunber *
* Stanp * I D * Code * Count * * *
R R R R SR RS EEEEEEEEEEEEEEEEEEEEEEEREEEEEEEEEEEEEEEEE SR SR EEEEEEEEEEEEE RS

28254 Oxle 0x0 0x56 1 0x0 0 1

30345 Oxe 0x0 Oxb1 1 0x0 0 1

30348 0x30 0x0 Ox8a 1 0x0 0 0

30350 Oxe 0x0 Oxb1 1 0x0 0 1

30510 Oxe 0x0 Oxb1 1 0x0 0 1

30515 0x30 0x0 0x8b 1 0x0 0 0

30515 0x30 0x0 0x89 1 0x0 0 0

30515 0x30 0x0 Oxb5 1 0x0 0 0
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Example 2: Internal disk drive

182

ARDI AG> testlevel 4

TESTLEVEL = 4

ARDI AG> readl og

Contents of drive log at TestlLevel Indx 4

EE R R S S o O kI S I O Rk O O
Vendor ID = HP

Product 1D = 1.050 GB 3rd ###

Page Code 0 Supported Log Sense Pages

Error Counter Page (Wite) Page [Wite Errors]

Error Counter Page (Read) Page [Read Errors]

Error Counter Page (Verify) Page [Verify Errors]

Non- Medi um Error Page [ Non- Medi uni

Page Code 37 Vendor Unique or Non SCSI-2 Standard [Vendor Unique]
Page Code 3e Vendor Unique or Non SCSI-2 Standard [Vendor Unique]

T
QO
(e}
(0]
(X
(0]
OOTWN

Page Code 2 Wite Errors

Errors Corrected Wth Possi bl e Del ays
Total Errors Corrected By Applying Retries
Total Errors Corrected

Total Tines Correction Al gorithm Processed
Total Bytes Processed

Total Uncorrected Errors

Inmmnn
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Page Code 3 Read Errors

Errors Corrected Wthout Substantial Delay = 4

Errors Corrected Wth Possible Del ays = 0

Total Errors Corrected By Applying Retries = 0

Total Errors Corrected = 4

Total Tines Correction Al gorithm Processed = 4

Total Bytes Processed = (0x000000000de82c00)
Total Uncorrected Errors = 0

Page Code 5 Verify Errors

Errors Corrected Wthout Substantial Delay = 0

Errors Corrected Wth Possibl e Del ays = 0

Total Errors Corrected By Applying Retries = 0

Total Errors Corrected = 0

Total Times Correction Al gorithm Processed = 0

Total Bytes Processed = (0x0000000000000000)
Total Uncorrected Errors = 0

Page Code 6 NonMedium Errors

Errors Corrected Wthout Substantial Delay = 334

Page Code 37 Addr [ Hexadeci mal | ASCI |

0 (0x0 ) | Ox37 0x00 0x00 Oxle 0x00 0x00 0x80 0x02 | 7.......
8 (0x8 ) | Ox01 Ox3e 0x00 0x01 0x80 0x02 Oxff Oxff | .>. .....
16 (0x10 ) | Ox00 0x02 0x80 0x02 0x00 0x00 0x00 0x03 | ........
24 (0x18 ) | 0x80 0x02 0x00 0x00 0x00 0x04 0x80 0x02 | ........
32 (0x20 ) | 0x00 0x00 | ..

Page Code 3e Addr [ Hexadeci mal | ASCI |

0 (0x0 ) | Ox3e 0x00 Ox00 0x08 0x00 0x00 Ox00 Ox04 | >.......
8 (0x8 ) | 0Ox00 0x00 0x97 Oxf1l | ...
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RECOVER
The RECOVER command allows the user to restore controller map information in the specified SureStore
E (AutoRAID) Disk Array.
Synopsis
RECOVER

Output

ARDI AG>t est di sk 1

Array state is No Address Table

The following warnings are currently in effect:
Di sk Warni ng
Capacity Warning

ARDI AG>t est |l evel O

TESTLEVEL = 0

ARDI AG> recover

The 1 ogs shoul d be cleared before executing this comrand.

Do you want to abort to clear logs ([y]/n)? no

There is only one volume set in the array.

0) " 125B0 D')

Di sks: Al A2 A3
Proceed with recover operation ([y]/n)? yes

Recovery Progress = 1 Percent
Recovery Progress = 2 Percent
= 3 Percent

Recovery Progress
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Recovery Progress = 97 Percent
Recovery Progress = 98 Percent
Recovery Progress = 99 Percent

Wait, This will take several m nutes.
Attenpting to check conpletion status of the recover operation.

The array state has changed!
The previous state was No Address Table. The new state is Ready.
The array warni ngs has changed!
The previ ous war ni ngs were:
Di sk Warni ng
Capacity Warning

Now t here are no warni ngs.

Additional Notes

Read controller logs to assess the completion status of the command based on the number of ECC errors or
event counts.
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REQSENSE
The REQSENSE command allows the user to view SCSI Sense data from the specified target.

Synopsis
REQSENSE

Output

ARDI AG> REQSENSE

Perform ng Request Sense at TestlLevel Indx O

EEEE R R EEEEREEEEEESEEEEEEEEEEEEEEEEEEEEEEEEREEREEEEEEEEEEEEEEEEEEEEEEEEEESE]

Error Code: 112 (0x70) | Segment Number = 0 (0x0)

File mark bit is OFF | End of mediumbit is 1349672

The Incorrect Length Indicator is OFF

Sense Key: NO SENSE (0xO0)

The information field is NOT SCSI-2 conpliant
Information field bytes: 0x0O OxO0 0x0 0xO
Information as an int = 0 (0x0)

Command Specific Information field bytes: Ox0O 0xO0O O0xO0 0x0
Command Specific Info as an int = 0 (0x0)

Addi tional sense code = 0 (0x0) and qualifier = 0 (0x0)
Translates to: No additional sense infornmation

Field repl aceable unit code = 0 (0x0)

Sense Key Specific field is NOT valid
Sense key specific field = 0x0O O0x0 O0xO

Modul e Identifier is 0 (0x0)

Error Nunmber is 0 (0x0)
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RESTART
The RESTART command allows the user to bring the specified disk array out of the Shutdown state.

Synopsis
RESTART

Output

ARDI AG> RESTART

This command will issue a hard reset to the array controller(s)

Ready to restart the array [default = [n]]?

The array is starting up...

Pl ease wait while the array perforns a reset...

Atwo minute tine-out is inposed here but 90 second reset tinmes are nore
typi cal .

Array has been successfully restarted.

Additional notes:

*  Any problems detected by the RESTART command will be displayed with an appropriate error
message and a prefix of ERROR, INVALID or FAILED.
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REVISION

The REVISION command allows the user to display the internal drive’s firmware revisions on the specified
SureStore E (AutoRAID) Disk Array.

Synopsis
REVI SI ON
Output
ARDI AG> REVI SI ON
Test
Level FRU Sl ot Vendor |ID Product ID Rev
0 CNTRL Y HP Arrays R Us YPR1
1 VECH Al HP 1. 050 GB 3rd ### 0256
2 VECH B1 HP 2.13 GB 2nd ### 0256
3 MVECH A2 HP 1. 050 GB 3rd ### 0256
4 VECH B2 HP 2.13 GB 2nd ### 0256
5 VECH A3 HP 1. 050 GB 3rd ### 0256
6 VECH B3 HP 2.13 GB 2nd ### 0256
7 VECH A4 HP 1. 050 GB 3rd ### 0256
8 VECH B4 HP 2.13 GB 2nd ### 0256
ARDI AG>
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ROMT
The ROMT command allows the user to perform aread only mediatest on the specified target.

Synopsis
ROMT
Output
ARDI AG> ront
R R EEEEEEEEEEEEEREEEEEEEEEESEEEEEREEEREEESEEEREREEEEEEEEESEEEEEEEEEEEEES]
* WARNI NG! *

EIEE R S I R O R

This test cannot continue without a | oss of redundancy on the AutoRAI D
Array being tested! Redundancy will be restored when the test conpletes.
However, failure of another disk during the test will result in data

unavailability until the test conpletes.

R R R R RS EEEEEEEEEEEEEEEEEEEESEEESEEREEEREEESEREREEREEEEEEEEESEEEEEEEEEEEEES]
Do you want to continue (y/[n])? Yy

Testing bl ock O.

per cent

conpl ete

100%

Test conpl ete.
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Testing subrange 1000/ 1200.
per cent

conpl ete

10 %

20 %

30 %

40 %

50 %

60 %

70 %

80 %

90 %

100%

Test conpl ete.
Testing bl ock 45000.
per cent

conpl ete

100%

Test conpl ete.

ARDI AG>
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SETOPTIONS
The SETOPTIONS command allows the user to view and set specific options for the array controller.
Synopsis

SETOPTI ONS

Output

ARDI AG> SETOPTI ONS
Current information for the controller in slot X

Subsyst em Par anet er Val ue Subsyst em Par anet er Val ue
1 Subsystem State Ready 15 Terminati on Power ON
2 Active Hot Spare OFF 16 Unit Attention ON
3 Vol unme Set Partitioning ON 17 Controller X Address 0

4 Rebuild in Progress OFF 18 Controller Y Address 1

5 Aut o- Rebui | d ON 19 Enabl e Manual Override OFF
6 Auto-1ncl ude ON 20 Manual Override Destination OFF
7 Bal ance in Progress OFF 21 Format Pattern Fill ON

8 Optimze in Progress ON 22 Di sabl e Renpte Reset OFF
9 Mgrating Wite Destination OFF 23 Language Engli sh
10 Log Full Warning N 24 Capacity Depletion Threshold 0
11 Rebuild Priority OFF 25 Rebuild Progress 0
12 Parity ON 26 Wite Working Set Interval 0
13 SDTR ON 27 Subsystem Il dentifier 13
14 WDTR ON

Sel ect the nunber of the parameter to nodify.[Default quits]: 2
Al'l owed val ues for Active Hot Spare

0 - OFF

1- ON

Sel ect the nunber of new parameter value.[Default quits]: 1
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192

Modi fy the paraneter with the selected value?(y/[n])? vy

Subsyst em Par anet er
Subsystem St at e

Active Hot Spare

Vol ume Set Partitioning
Rebuild in Progress

Aut o- Rebui | d

Aut o- | ncl ude

Bal ance in Progress
Optimze in Progress
Mgrating Wite Destination
10 Log Full Warning

11 Rebuild Priority

12 Parity

13 SDTIR

14 WDTR

O©CO~NOUAWNPE

Val ue Subsyst em Par anet er Val ue
Ready 15 Terninati on Power ON
ON 16 Unit Attention ON
N 17 Controller X Address 0
COFF 18 Controller Y Address 1
N 19 Enabl e Manual Override OFF
N 20 Manual Override Destination OFF
COFF 21 Format Pattern Fill ON
N 22 Disabl e Renpnte Reset OFF
COFF 23 Language Engl i sh
ON 24 Capacity Depletion Threshold 0
OFF 25 Rebuild Progress 0
ON 26 Wite Working Set Interval 0
N 27 Subsystem Il dentifier 13
ON
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Additional notes:

¢ Any problems detected by the SETOPTIONS command will be displayed with an appropriate error
message and a prefix of ERROR, INVALID or FAILED.

e Table 13 containsalist of the subsystem states displayed by the SETOPTIONS command and the
naming convention used in AutoRAID documents. Severa of the subsystem state names displayed by
the SETOPTIONS command have been abbreviated.

Table 25. Subsystem States

SCSI Specification Front Panel Display ARDIAG Set Options Display
Ready Ready Ready
Warning Warning Warning
Not Enough Drives Not Enough Disks NtEnDsk
No Quorum No Quorum NoQuorm
No Map No Address Table Nomap
Shutting Down Shutdown Started Shtgdwn
Shut Down Shutdown Complete Shutdwn
Starting Up Initializing Strtgup
No Code No Code Nocode
RESERVED N/A Resrved
Shutdown Warning Shutdown Warning Shtwrn
RESERVED N/A Resrved
Mismatched Code Firmware Needed FWneed
Controller Mismatch Cntrl Mismatch CTLmis
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SHUTDOWN
The SHUTDOWN command allows the user to put the specified disk array into the Shutdown state.
Synopsis

SHUTDOWN

Output

ARDI AG> SHUTDOWN

Are you sure that you want to shutdown the array [default = [n]]?
Shutting down the array...

The array at testdisk O is nowin the shutdown state.

Additional notes:

¢ Any problems detected by the SHUTDOWN command will be displayed with an appropriate error
message and a prefix of ERROR, INVALID or FAILED.
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WRTMT

The WRTMT command allows the user to perform a destructive write/read and verify test on the specified
target.

Synopsis
WRTMT

Output

ARDI AG> wrtmt

You nust set the range variable before performng this task!
SOFTWARE ERROR(S) DETECTED BY ARDI AG

ARDI AG> range 0, 1000/ 1200, 45000

The sel ected disk has blocks fromO to 4165271

RANGE: 0, 1000/ 1200, 45000

ARDI AG> wrtmt

R R S S S O S R O

* WARNI NG! *

R R R R RS EEEEEEEEEEEEEEEEEEEESEEEEEREEEEEEESEREREREEEEEEEEEEEEEEEEEEEEEEES]

* This test cannot continue without a |oss of redundancy on the AutoRAI D

* Array being tested! Failure of a disk before redundancy is restored

* will result in DATA LOSS. Al though continuation of this test will NOT

* result in direct data loss, it nay take several hours before redundancy
* is restored and a disk failure can be tolerated w thout data | oss.

*

R O S S I O R S S S O

Do you want to continue (y/[n])? Yy
The following data pattern options are avail abl e:
1 - Random pattern (0x00 to OxFF)
2 - User defined
3 - Abort the test
Choose [1]: 2
Enter the pattern in hex format (0 to FF) [A5]: dd
The wite data pattern will be OxDD
Testing bl ock O.
per cent
conpl ete
100%
Test conpl et e.
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Testing subrange 1000/ 1200.
per cent

conpl ete

10 %

20 %

30 %

40 %

50 %

60 %

70 %

80 %

90 %

100%

Test conpl ete.

Testing bl ock 45000.
per cent

conpl ete

100%

Test conpl ete.

ARDI AG>
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Interface command descriptions

DISPMAP
The DISPMAP command allows the user to display all available disk arrays on the system.

Synopsis
ARDI AG

Output

ARDI AG> di spnap
Test
Di sk Path Product String Rev Size

*0 56/40.1.0 HPC3586 AUTCRAI D di sk array ZPRF 1.0 GB

Legend:
TestDisk - Indx of the array listed. This is flagged with a '*’
if it is marked for testing.

NOTE:
The size of disk may not match the Information Specified by
the vendor due to difference in calculation nethods.
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DISPMECH
The DISPMECH command allows the user to display physical mechanisms within a selected disk array.

Synopsis
DI SPMECH
Output

ARDI AG> DI SPMECH
Pat h Product String Rev Si ze

* 56/40.1.0 HPC3586 AUTORAID disk array ZPRF 1.0 GB

PHYSI CAL MECHANI SM5 W THI N THE SELECTED ARRAY

Test

Level FRU Sl ot Drive State Initialization State
0 CNTRL X
1 MECH Al Ready Ready
2 MECH B1 Ready Ready

* 3 MECH A2 Ready Ready
4 MVECH B2 Ready Ready
5 MECH A3 Ready Ready
6 MECH B3 Ready Ready
7 MECH A4 Ready Ready
8 MECH B4 Ready Ready

Legend:

TestLevel -Indx of the FRUlisted. This is flagged with a '*’
if it is marked for testing.
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RANGE

The RANGE environment variable allows the user to set the desired range of blocks for testing.

Synopsis

RANGE {start[/end]{, start[/end]}}
Output

ARDI AG> RANGE 300/ 500, 1000/ 2000

Range: 300/ 500, 1000/ 2000

ARDI AG> RANGE

Range: 300/ 500, 1000/ 2000

ARDI AG> RANGE 10, 20/ 30, 50

Range: 10, 20/ 30, 50

ARDI AG>
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SHOWENV

The SHOWENYV command allows the user to view the current values of the environment variables
TESTDISK, TESTLEVEL and RANGE.

Synopsis
SHOWENV

Output

ARDI AG> SHONENV
TESTDISK : 0
TESTLEVEL 3
RANGE : 200/ 600
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TESTDISK

The TESTDISK environment variable allows the user to reference a particular disk array for test.

Synopsis
TESTDI SK <I ndx>

Output
ARDI AG> TESTDI SK 2
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TESTLEVEL
The TESTLEVEL environment variable allows the user to reference a physical mechanism within an
SureStore E (AutoRAID) Disk Array for test.
Synopsis
TESTLEVEL <I ndx>

Output
ARDI AG> TESTLEVEL 2
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ODE interface

The following examplesiillustrate ARDIAG functioning within ODE.
The user runs ODE at the SL prompt.

*kkk Kk

*kkk*k

*kkk Kk

*kkk*k

*kkk Kk

*kkk Kk

*kkk Kk

*kkkkk

*kkkkk

*kkk Kk

| SL> ODE

PR R R RS EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE SRR
* Kk k k %k %

*kok kK k OFFLI NE DI AGNOSTI C ENVI RONMENT
* Kk k k k%

* ok ok ok ok ok (O copyright Hew ett-Packard Co 1994
ok kKK All Rights Reserved

* Kk k k k%

* Kk k k k%

* Kk Kk Kk K ok TC Versi on XX XX. XX

Kok ok ok Kk SysLib Version XX XX. XX

* Kk k k k%

* Kk k k %k %

*kkk Kk

R R S O O S I R S O S

Type HELP for command information

ODE> hel p

BASI C COMVANDS

HELP - Prints detailed information when “help <command>" or “help
<variable>" is typed.

LS - Lists modules available on the boot media.

<MODULE NAME> - Load and initialize the module.

RUN - Run module (after setting environment variables)

CONTROL-Y | CONTROL-C - Abort an ODE command; pause a module.

RESUME - Restart a paused module.

DISPLOG - After running a module, display the contents of the log.
EXIT - Return to the next higher level prompt.

ENVIRONMENT VARIABLES
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SHOANSTATE - Display the values of the follow ng environnent variabl es:
LOOP - Run a test this many times.

ERRPRINT [ON | OFF] - Print low |level error nessages.

ERRNUM [ON | OFF] - Print one-line, nunmbered errors.

ERRPAUSE [ON | OFF] - Pause nodul e on error.

ERRONLY [ON | OFF] - Print only error messages.

INFOPRINT [ON | OFF] - Print informational messages.

| SOPRINT [ON | OFF] - Print fault isolation messages.

| SOPAUSE [ON | OFF] - Pause nodul e when isol ati on message i s generat ed.
LOGSI ZE - Set the size of the nmessage | og.

DEFAULT - Reset environment variables to default state.

CDE> | s

Modul es on this boot nedia are:

filename type size created description
ARDI AG XXXX XXX XXXX XXXXXX
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ARDIAG interface to ODE

ODE> ARDI AG

R S R S O I S I S R S S O O

* Kk k k k% * Kk k k k%
* Kk k k %k % ARDI AG * Kk k k k%
* Kk k k% % * k% k k %k %
*oA Kk Kk k (C) copyright Hew ett-Packard Co 1996 koA kK
*ok Kk ok k Al Rights Reserved *ok ok ok ok ok
* Kk k k k% * Kk k k k%
* Kk k k k% * Kk k k% %
* Kk k k k% * Kk k k k%
Kok Versi on XX. XX. XX *okk ok x
* Kk k k k% * Kk k k k%
* Kk k k %k % * Kk k k k%

R R R S O S R S R R S O

Pl ease wait while | scan the device busses...

Test
Di sk Path Product String Rev Si ze
*0 56/40.1.0 HPC3586 AUTORAI D di sk array ZPRF 1.0 GB
Legend:
TestDisk - Indx of the array listed. This is flagged with a '*’

if it is marked for testing.
NOTE:

The size of disk may not match the Infornmation Specified by
the vendor due to difference in calculation nethods.
ARDI AG> hel p
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ARDI AG Utility Help Menu

UTILINFO - Shows conmands that do the nost common ARDI AG t asks.

HELP - This nmenu, or use HELP <help itenr for nore detailed help

DI SPVAP - Display the disk arrays found

DI SPMECH - Display the selected disk array and internal disks

DI SPFILES - Display the firnware inages found

DOMNLOAD - Downl oad the image file to the desired disk array
controller or internal disk.

TESTDI SK - Select the array to be tested.

TESTLEVEL - Select the FRUw thin the disk array to be tested.

RANGE - Select range of blocks to be tested by ROMI and WRTMT

SHOWENV - Display the current settings for TESTDI SK and RANGE.

READLOG - Read the internal logs of the desired disk array
controller or internal disk.

CLRLOG - Clear the internal |ogs of the desired disk array
controller or internal disk.

REQSENSE - View SCSI Sense data of the desired disk array
controller or internal disk.

I NQUI RY - View SCSI Inquiry data of the desired disk array
controller or internal disk.

DESCRIBE - View Configuration data of the desired disk array.

REVISION - View revision information of the desired disk array.

WRTMT - Performa DESTRUCTIVE wite/read test on the desired disk

ROMI - Performa read only test on the desired disk.

CREATELUN - Adds a LUN to the selected disk array.

DELETELUN - Renpves a LUN fromthe sel ected disk array.
SHUTDOWN - Puts the selected disk array into the shutdown state.
SETOPTIONS - View and nodi fy SCSI node paraneters on the sel ected
array controller.
RECOVER - Reconstruct data nmapping and array configuration.
Continue ([y]l/n)? n
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Disk Array 12H on Windows NT

This chapter introduces AutoRAID Manager — the complete software package for managing your HP
SureStore E Disk Array 12H on Microsoft Windows NT.

AutoRAID Manager is a management tool that allows you to monitor and manage your HP SureStore E
Disk Array 12H from a network WindoWsomputer - either locally or remotely. Using AutoRAID

Manager you can easily and quickly perform all the tasks involved in the daily management and operation

of your disk arrays.

AutoRAID Manager makesit easy for you to:

e Add disk capacity to the disk array.

e Monitor array performance.

e Change disk array operating parameters.

*  ldentify and diagnose problems with the disk array.

Most disk array management can be done using the AutoRAID Manager for Windows. The AutoRAID
Manager software also includes the HP AutoRAID Manager (ARM) command line utilities for Windows
NT. These commands are typically used for performing advanced tasks such as reading logs and
downloading firmware.

Using the disk array control panel

An alternative to using the AutoRAID Manager to manage your disk array isthe disk array control panel.
Although you can use the disk array control panel to perform many of the same management tasks, the
added convenience and functionality provided by AutoRAID Manager makes it a more convenient tool for
managing the disk array.

Find the Latest Information on the World Wide Web

For the latest information about operating your HP SureStore E Disk Array 12H on Windows NT visit our
web site at http://www.hp.com/go/support.  You'll find the latest software, firmware, and operating tips.
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AutoRAID Manager Components

AutoRAID Manager software includes several components. The AutoRAID Manager Server and the
AutoRAID Manager Client are required components that work together to manage the HP SureStore E Disk
Array 12H. The exact combination of components you install will be determined by your system and
network configuration.

208

AutoRAID Manager Clients - these required components provide the user interface for managing the
HP SureStore E Disk Array 12H. Two clients are provided: the AutoRAID Manager for Windows
client and the ARM command line utilities. The Windows client can be used to manage disk arrays
remotely. The command line utilities can only be used to manage disk arrays from the host server.

OpenView Client for AutoRAID - this optional component runs under HP OpenView and
automatically discovers and displays HP AutoRAID devices on the HP OpenView map. The HP
OpenView client communicates with the SNMP agent. The OpenView Client isinstalled if OpenView
Network Node Manager isinstalled on the client.

AutoRAID Manager Server - thisrequired component is the core of the AutoRAID Manager. The
AutoRAID Manager Server (ARMServer) isinstalled as a service on the host server to which the disk
array is connected. The HP AutoRAID Manager service must be running to manage disk arrays using
AutoRAID Manager. Installation of the AutoRAID Manager Server must be done from the host server
console by a user with Administrator access.

Remote M anagement SNM P Agent - This optional component isinstalled on the server only if
SNMP isinstalled. The AutoRAID Manager SNMP agent communicates with the HP OpenView client
to provide the mechanism for broadcasting event information to network administrators and establish a
communication link between the server and the client.

Failover Driver - this componentenables the operating system to exploit the performance and
redundancy benefits provided by dual disk array controllers. During normal operation, the failover
driver manages the transfer of host data to achieve optimum performance. If one of the controllersfails,
the failover driver automatically stops using the failed controller and directs all subsequent 1/Os to the
remaining controller. The failover driver provides the same functionality regardless of whether the two
disk array controllers are on the same SCSI channel or on separate SCS| channels.
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HP OpenView Integration

An OpenView client for AutoRAID isincluded with the AutoRAID Manager software, enabling full
integration with HP OpenView. This allows you to manage the SureStore E Disk Arrays on your network
from an OpenView console. If OpenView Network Node Manager (NNM) is detected on the client during
installation of the AutoRAID software, the OpenView client for AutoRAID will be installed.

The OpenView client for AutoRAID communicates with the AutoRAID Manager SNMP agent running on
the server. Changes to AutoRAID status are immediately communicated to the client which updates the
AutoRAID icon status indicators.

SureStore E Disk Arrays are managed from OpenView in the same manner as other network resources. The
following tips identify ways in which you can use OpenView to manage your disk array most efficiently.

*  AutoRAID Manager can be launched by double-clicking an AutoRAID disk array icon on an
OpenView submap. The AutoRAID manager will open, displaying the status window for the disk array
icon that was clicked.

*  The AutoRAID OpenView client requires that ARM Server and the AutoRAID SNMP agent both be
running on the server

e At OpenView initialization, the client discovers all AutoRAID disk arrays connected to NT systems,
then adds the associated AutoRAID icons to the server submaps.

e Thedisk array submap layout is updated automatically once a day to reflect the addition or deletion of
devices. The submap layout is also updated manually if a server rescan is performed.

e The SNMP configuration parameters used for each SNMP session opened by the OpenView Client for
AutoRAID can be set from the OpenView console.
Disk Array Events

Disk array events are logged to the NT Event Log by default. If SNMP isinstalled on the server, the events
can be passed to network management applications such as HP OpenView using the AutoRAID Manager
SNMP agent. The AutoRAID SNMP agent isinstalled during setup if SNMP is detected on the server.

All disk array events are listed in the online Help for AutoRAID Manager. In addition, an ASCI| text file of
all the events message stringsisincluded in the Pr ogr am Fi | es/ Aut oRAI DY Doc folder (default
location). This file may be useful in creating filters and templates for network management applications.
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System Req uirements
AutoRAID Manager requires the following system environment:

+  Microsoftd Windows NT” 4.0 Advanced Server or NT Server, Enterprise Edition with Service Pack 3
(host server) (or later)

«  Microsoftd Windows NT” 4.0 Workstation or Windows™ 95 (client)

e TCPI/IP services installed

« SNMP Services installed (required for installation of the AutoRAID SNMP agent)

Checking the System Hardware Configuration

Before installing and using the AutoRAID Manager software, the system hardware should be checked to
make sure it meets the necessary requirements for proper operation on Windows NT.Check the following
system components and make sure they are configured as indicated.

SCSI Hardware

CAUTION! The disk array uses a differential SCSI bus. Use only the HP A5252A SCSI HBA
and C2905A differential terminator when connecting the disk array. Using single-ended
SCSI hardware may damage the disk array.

Check the following SCSI bus hardware:

e The A5252A SCSI HBA is installed properly in the host.
e All SCSI cabling is installed and connected properly.
e The SCSI bus is terminated properly using differential terminator part number C2905A.

NOTE! If the disk array will be used in a stand-alone (noncluster) environment, it is
recommended that the A5252A SCSI HBA setting “Reset SCSI Bus at IC Initialization” be
enabled. Refer to the Installation Guide included with the HBA for instructions on changing HBA
settings.
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Disk Array SCSI Settings
Thefollowing disk array SCSI settings must be checked and set to the indicated value if necessary.

*  WDTR set to enabled
*  SDTR set to enabled

Use the disk array control panel isto view and change SCSI settings. Refer to the HP SureStore E Disk
Array 12H User’s and Service Manuair control panel information.

Logical Drive Configuration

NOTE! At least one logical drive must be created on the disk array before the array can be
accessed by the host server. During the boot process, the server must recognize a logical drive
on the disk array to ensure the HBA device driver is loaded properly. If there is no logical drive on
the disk array, the server may hang during the boot process.

Logical drive 0 must be created on the disk array to ensure that the host recognizes the array. Y our strategy
for creating logical drive O will be influenced by the type of installation - NT cluster or standalone.

e NT cluster - In NT cluster installations logical drive 0 must be reserved for exclusive use by the
AutoRAID Manager and should not be used for data files. This unused logical drive is essential for
maintaining proper operation should one of the cluster serversfail. Because logical drive O is used only
for management purposes, you should make it as small as possible.

e Standalone (noncluster) - In standalone installations logical drive O can be used as any other logical
drive on the disk array. Its size will depend on your overall logical drive strategy for the disk array.

Use the disk array control panel to create alogical drive. Refer to the HP SureStore E Disk Array 12H
User's and Service Manu#ébr control panel information.

Installing AutoRAID Manager Software

Installation Tips

Remember the following tips as you install the AutoRAID Manager software.

v’ Selectthe appropriate system configuration to ensure the proper software components are installed.

«  Select Client Installation to install Windows GUI and HP OpenView client softwareon remote
computers used to manage network resources (no command line utilities).

e Select Server Installation to install the clients, server and failover driver components.
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e Select Custom Ingtallation only if you want to control which components are installed.
Check the README file for important updates about the AutoRAID Manager software.

Do not install the AutoRAID Manager software into the root directory of the local drive. Installing the
software into the root directory will cause the AutoRAID Manager to be inoperative.

Make sure you share the AutoRAID Manager Administrator folder (Program

Filess AutoRAID/ARMadmin [the default location]) on the server if you want to manage the disk arrays
from aremote client. If thisfolder is not shared, you will get a security access violation when you try to
manage the disk array using AutoRAID Manager.

Windows NT allows the static assignment of drive |etters on volumes, partitions, and CD-ROM drives.
This means that a drive letter can be permanently assigned to a specific hard disk, partition or volume,
and CD-ROM drive. When anew hard disk is added to an existing computer system, it will not affect
statically assigned drive letters. Installing the failover driver can cause remapping of your disk drives if
they have not been assigned as "static". To prevent re-mapping, use the Disk Administrator
(Start|Programs]Administrative Tools) and reassign the current disk drive |etters to each drive.
Reassigning the | etters will make the assignments "static" and prevent remapping.

Toinstall the AutoRAID Manager software:

1
2.
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Logon to the network as a user with administrator privileges

Load the HP AutoRAID on Windows NT CD into the CD-ROM drive. The AutoRun feature will
automatically start the setup program (if AutoRun is not enabled, you must run setup.exe manually).

As you proceed through the setup, select the following options when prompted:

»  Select the appropriate system configuration option.

e Itisrecommended that you use the default locations for the AutoRAID Manager files.
e  View the README filefor the latest information on AutoRAID Manager

e Sharethe AutoRAID Administrator folder to allow remote clients to manage the disk array. For
more information seeControlling Access to the Disk Arrdys

* The install program will also run the Firmware Download Utility. Make sure firmware revision
HP54 is installed on the disk array. If another version of firmware is installed on the disk array,
download HP54 to the disk array.
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CAUTION! Firmware version HP54 is required for proper operation on Windows NT. Using

another version of firmware could result in improper system operation. The README file
contains information regarding current firmware for the disk array.

When you have performed all the tasks required to complete setup, continuBetithg' Up AutoRAID
Manager for Windows”

Controlling Access to the Disk Arrays

CAUTION! Access to AutoRAID Manager should be restricted to those involved in
managing network resources. AutoRAID Manager provides capabilities that, if used
improperly, could destroy data or disrupt access to the disk array. For this reason, it is
recommended that you restrict user access to AutoRAID Manager.

When sharing the AutoRAID Manager Administration folder, make sure you restrict access
to the folder. The default permissions when sharing a folder give everyone access, so you
will need to change the permissions to restrict access to the desired users only.

The AutoRAID Administrator folder must be shared to allow remote clients to use AutoRAID Manager to
manage the disk array. Disk array management is controlled by the permissions applied to the AutoRAID
Administrator folder, which is located by default at Program Files/AutoRAID/ARMadmin. If you selected
another location for the Administration folder during setup, the specified folder will control access to the
disk array. Standard Windows NT security procedures are used to define the permissions for the
Administrator folder.

Any user account with read/write access to the Administrator folder will be able to view and manage theg.
disk array. The folder will inherit the share access rights currently defined for the system. If the default 2
permissions are not suitable, add or remove users from the access list as necessary to impose the desiggd
security on the folder. Also make sure the NTFS file permissions are also set properly to control accesss
(0)]

HP-UX Server Access =z

If you will be using AutoRAID Manager to manage a disk array connected to an HP-UX server, you must
configure the HP-UX server as follows to allow access to the array:

1. Verify that the NT userid is valid on the HP-UX server and that the userid is a member of the adm
group.

2. If you're not using the root userid, add group write access to the /var/opt/hparray/admin sub-directory.

3. Add host and userid to the /etc/hosts.equiv file.

NOTE! To administer a disk array connected to an HP-UX server from an AutoRAID Manager client, the
necessary patches must be installed on the HP-UX server. Check the README file included on the HP
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AutoRAID on Windows NT CD-ROM for information on which patches are required. If you will be using a
Windows 95 management client, it will be necessary to restart the client before you can manage disk arrays
connected to an HP-UX server.

Changing the Log File Directory Location

The default directory for the AutoRAID Manager log files is x:\ProgramFiles\AutoRAID\log. If you want to
use adifferent directory for the log files, it will be necessary to edit the registry entry for the file location.
Thelog file directory is defined by the following registry key:

HKEY_LOCAL_MACHINE\SOFTWARE\HEWLETT-PACKARD\AUTORAID\ARMSERVER\LOG DIRECTORY

Run the Registry Editor and edit this entry to reflect the new directory location. Make sure the proper
permissions are set on the new directory.

NOTE - Use caution when modifying the registry and make a backup before making any changes!

Setting Up AutoRAID Manager for Windows NT

After installing the software, there are afew initial steps that must be performed before you can begin
managing your disk arrays. Thisinvolves scanning the local network for any host that has an HP SureStore
E Disk Array 12H connected to it. Once a host has been located, the disk arrays connected to it must be
added to the Array List window before they can be managed using AutoRAID Manager.
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The HPAutoRAID Manager GUI

The HPAuUtoRAID Manager’s main screen is divided into two main sectivinay pane andDetail pane.

The View pane (left side) contains the views that are available and the Detail pane (right side) contains the
list of hosts visible to the selected view.

Torunthe HP AutoRAID Manager:
From the Start menu, select Programs|AutoRAID Manager|AutoRAID Manager.

AutoRAID Manager immediately begins scanning the selected hosts for the current view, searching for all
operating disk arrays with AutoRAID. As disk arrays are identified, they are added to the Detail pane (right

side). When the scanning is complete, ddPtSureSore E Disk Array 12H in the view should be shown in
the Detail pane.

HF AutoRAID Manager EEB
File Dewvice Miew Help

2] =la) 7|

E Local host Avrray Status HostMame =+ Avrray Serial # Arrayy Total Space
sm All known hosts @ Mormal hph10320 noooooos?D22 <no rights>
& Marmal hpb26440 000000057 ASE 118.72 GB

"oty e
"of <<Mew Host Wiews:
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For Help, press F1 [ {Count. 2 2
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What is a view?

To more easily manage disk arrays connected to a host, you can group sets of hostsinto customized views.
For example, you could group all arrays that are located in an accounting department and group them into a
single view called “Accounting.”

When you first start the HP AutoRAID Manager, a Local Host view and All Known Hosts view are
automatically created (these viearg not customizable).
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How do | add a customized view?
To add a customized view:

Click ™ <<Add New Host View>> in the View pane.

Enter a name for the view.

Click OK.

Use the Columns, Filter, and Sort tabs to customize your view.
Click OK.

Select the desired Hosts

Click OK.

N o o kM 0w DN P

The view will now appear in the View pane.

All known hosts B

| Bpecified Hasts

—Known Hosts selected Hosts for Al trowmrhasts:
- hpb1 0320 boi hp.com hpb10320 bai hp.com
Discover... | hpb26440 baoihp.com hpb26440.boihp.com

Aol |

<4 Berie

ok Cancel Help |
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To select additional arraysyou want to manage:

1. Onthe View menu, click Select Hosts

2. Sedlect adisk array you want to manage from the Known Hosts. Y ou can select multiple arrays at once.

3. Click the Add>> button to move the disk array to the Selected Hosts list. Click OK. All the disk arrays
you added are now displayed in the Detail pane.
There may be adelay as the status of each disk array is retrieved. Until the status is retrieved, each disk
array is assigned a status of UNKNOWN.

Y ou are now ready to begin managing your disk arrays using the AutoRAID Manager.The next chapter
provides step-by-step instructions for performing the tasks involved in managing the disk array.

NOTE! Disk arrays connected to an NT cluster will appear twice in the Discovered Arrays -
- once for each server in the cluster.
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Missing Disk Arrays? If you know there are disk arrays connected to your network but they are not
displayed in the Discovered Arrays, check the following:

e Make sure the host the disk array is connected to is operational and logged on to the network.
e Makesurethedisk array isturned on and operating properly.

e Makesurethedisk array is properly connected to the host. This includes proper termination of the
SCSl bus.

 Makesurethereisat least onelogical drive created on the disk array. A logical drive must be created
on the disk array before the array can be accessed by the host. During the boot process, the host server
must recognize alogical drive on the disk array to ensure the HBA device driver isloaded properly. If
thereis no logical drive on the disk array, the host may be unable to access with the array. A logical
drive can be created using the disk array control panel as described in the HP SureStore E Disk Array
12H User's and Service Manual.

DiscoveringDisk Arrays

If the disk array configuration on your network changes, the AutoRAID Manager may be unaware of it. For
example, if adisk array is added to or removed from a server, the change may not be reflected in the Array
List. Inthis case, it will be necessary to search the network to update the information displayed by the
AutoRAID Manager.

To discover disk arrays

1. From the HP AutoRAID Manager’s View menu, cliSiect Hosts....
2. ClickDiscover....

3. Click Automatic Discovery.

4

The AutoRAID Manager will search the local network for disk arrays and update the Known Hosts list
with the new information.

5. Check the Known Hosts list and add any new disk arraysto the Selected Hosts list, if the view is not
configured for All Known Hosts.

Managing Disk Arrays on a Remote Host

The discovery feature described in the preceding procedure locates disk arrays connected to hosts on the
local server (Local Hosts view) as well as remote hosts (All Known Hosts view). If a specific host is not
displayed, or you do not wish to run automatic discovery, you can do the following:
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Toadd aremote host and itsdisk arrays:

1.

2
3.
4

On the HP AutoRAID Manager’s View menu, cliSklect Hosts.
Click Discover....
Click Specified Hostand enter the | P address or the domain name of the host server and click OK.

The AutoRAID Manager will locate the remote host and add each HP SureStore E Disk Array 12H
connected to it to the Discovered Arrays.

Select the disk array(s) and click Add>> to add them to the Selected Hosts lit, if the view is not
configured for All Known Hosts.

Click OK and the disk arrayswill be included in the Detail pane.

Editing the Disk Array List

Over time, the disk arrays you are responsible for managing may change. Y ou can use the Selected Hosts
list dialog box to add or remove disk arrays from the Detail pane. Only disk arrays in the Selected Hosts list
window can be managed using AutoRAID Manager.

Solving Common Installation Problems
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AutoRAID SNMP agent was not installed during Setup.

If the NT SNMP service is not installed on the server when running Setup, the AutoRAID SNMP agent
isnot installed. To load the AutoRAID SNMP agent, install the NT SNMP service and Service Pack (3
or later) then reinstall the AutoRAID Manager software.

Can't access remote servers from AutoRAID Manager running on a Windows 95 client.

A Windows 95 client must be rebooted following installation of the AutoRAID Manager software
before remote severs can be accessed. Reboot the client and remote servers should be accessible from
AutoRAID Manager.

Can’t locate Help for ARM NT command line utilities.

The Help for the command line utilities is accessed by typing armhelp from the NT command prompt.
Help can also be accessed from the NT desktop Start menu by selecting Programs|AutoRAID

M anager |AutoRAID Manager Command Line Help.

Can't see the disk array in the NT Disk Administrator.
At least one logical drive must be created on the disk array before it will be visibleinthe NT Disk
Administrator.

Disk array events are not being communicated to network management application.
Thisistypically caused by the AutoRAID SNMP agent not being installed. If the NT SNMP serviceis
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not installed on the server when running Setup, the AutoRAID SNMP agent is not installed. To load the
AutoRAID SNMP agent, install the NT SNMP service and reinstall the AutoRAID Manager software.

Security Violation error when attempting to accessthe disk array using AutoRAID
Manager from remote client.

Thisistypicaly acaused by the AutoRAID Manager Administrator folder (default

Program Files\AutoRAID\ARMadmin) not being shared on the server for access. For more information
on security, seeControlling Access to the Disk Arrays

Server hangs during boot process after installing the HP SureStore E Disk Array 12H.

This may occur if there is no logical drive created on the disk array. At least one logical drive must be
created on the disk array before the host server can access the array. During the boot process, the server
must recognize a logical drive on the disk array to ensure the HBA device driver is loaded properly. If
there is no logical drive on the disk array, the server may hang during the boot process. A logical drive
can be created using the disk array control panel as describedHR tugeStore E Disk Array 12H

User's and Service Manual.

1N SMOPUIM
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Chapter 9. Using AutoRAID Manager for
Windows NT

AutoRAID Manager for Windows can be used to perform all the tasksinvolved in normal management of
your HP SureStore E Disk Array 12H. AutoRAID Manager can be used for:

e Configuring a New Disk Array

e Checking Disk Array Status

e Changing Disk Array Configuration Settings

e Managing Logical Drives

e Adding aDisk

e Rebuilding the Disk Array

e Analyzing Disk Array Performance

e Performing Disk Array Maintenance Tasks

This chapter describes the stepsinvolved in performing each of these tasks.

Online Help

AutoRAID Manager includes detailed online Help. If you need assistance in performing any task, the Help
should provide the guidance you need.

Selecting a Disk Array

Before you can manage a disk array using AutoRAID Manager, you must select the array from the Detail
pane. See Setting Up AutoRAID Managéiin the preceding chapter for information on adding disk arrays
to the Array List window.

1N SMOPUIM

Toselect adisk array:

1. In the Detail pane, click the disk array you want to manage. If it is not visible in the Detail pane, you may
need to select another view.

2. Right click the array and use the property pages (tabs) for the operation(s) you want to perform.

223



Windows NT

Using AutoRAID Manager for Windows NT
Configuring a New Disk Array

Configuring a New Disk Array

After installing a new disk array, you can perform the initial configuration using AutoRAID Manager. This
establishes the desired operating environment for the disk array, and makes the capacity of the disk array
available to the host server.

The following steps guide you through the typical process of configuring a new disk array.

NOTE! At least one logical drive must be created on the disk array before the host can access
the array. For more information, see “Logical Drive Configuration” in the preceding chapter

To configureanew disk array:

1. Check the available unallocated capacity on the disk array.
The total unallocated capacity available for creating logical drivesis displayed in the Capacity screen.

2. Plan your capacity management strategy and logical drive configuration.
Determine how you want to use the capacity of the disk array. Factors such as data redundancy and
performance influence how you manage the capacity. For example, you can increase the amount of
available capacity by disabling Active Hot Spare, but this may mean you sacrifice data redundancy in
the event of a disk failure. See the "Concepts and Management" chapter in HP SureStore E Disk Array
12H User’s and Service Manufar help in planning your strategy.

3. Createlogical driveson thedisk array.
Thisrequired step makes disk array capacity available to your operating system. Each logical drive
appears to the host as a physical disk device. Make sure you observe any limitations imposed by your
system regarding disk size or number. For more information, see Creating a Logical Drive

Checking Disk Array Status

One of your most important management tasks is monitoring the status, operation, and configuration of your
disk array. Because it is a vital piece of your system, it is important to know how well the disk array is
operating and if any problems or failures have occurred. AutoRAID Manager continually monitors the
operation of the disk array and updates status information regularly. This provides you with the latest
information on the operation of your disk array.
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To check disk array status:

1. Right-click the disk array from the Detail pane.
2. Click Properties.

3. Click the Status tab.

NOTE! Double clicking on adisk array entry in the Array List window has the same effect as right-
clicking the array.

Changing Disk Array Configuration Settings

A number of configuration settings control the operation of the disk array. These settings are usually
established during installation and, once set, should rarely need to be changed.

The default settings have been selected to provide the best operation for most systems. However, if you
determine that any setting does not meet your needs, you can easily changeit.

Table 26 lists the various settings, including factors you may want to consider before changing them.

Table 26. Disk Array Configuration Settings

Setting Default Comments and Considerations
Active On Active Hot Spare provides optimum protection against disk
Spare failure. Disabling Active Hot Spare will make additional capacity

available to the host, but at the expense of not maintaining data
redundancy in the event of adisk failure.

Auto On Auto Rebuild provides optimum protection against disk failure by
Rebuild rebuilding afailed disk as quickly as possible. Disabling Auto
Rebuild gives you more control over the rebuild process, but it can
leave the disk array vulnerable to a second disk failure until a
rebuild is performed manually.

Auto On Auto Include simplifies the task of adding a new disk to your
Include array. Disabling it will require you manually to include each disk
you install in the array.
Rebuild High Rebuild priority determines how quickly arebuild operation will
Priority complete.
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To changedisk array configuration settings:
1. Right-click the disk array from the Detail pane.
2. Click Properties.

3. Click the Configuration tab.

4. Select the appropriate value for each setting.

Managing Logical Drives

Establishing and managing the logical drive structure of your disk array is an important management task.
Y our system requirements and file directory structure influence the logical drive strategy you choose.

Managing logical drivesisapart of the overall task of managing disk array capacity. For more information
0On managing array capacity to meet your system needs, see the " Concepts and Management" chapter in the
HP SureStore E Disk Array 12H User’s and Service Manual

Creating a Logical Drive

Creating alogical drive makes array capacity available to the operating system. Each logical drive appears
to the host as a physical disk device. Logical drives are created during initial installation of the disk array,
and typically after installing a new disk module.

Tocreatealogical drive:

1. Right-click the disk array from the Detail pane.
2. Click Properties.

3. Click Logical Drives.
4

Click Create... to display the Create Logical Drive window. If there is no unallocated capacity on the
disk array, the Create... option will not be available.

In the Number field, select the number of the new logical drive.
In the Capacity field, enter the desired size of the logical drive.
7. Click OK.

NOTE! After creating anew logical drive, you must perform the necessary steps to configure the logical
drive into the operating system. Thisistypically done using the Windows NT Disk Administrator. Refer to
Windows NT Help for information on performing this task.
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Renumbering a Logical Drive

Renumbering changes the logical drive number assigned to the logical drive by the disk array. The logical
drive number is the means by which the operating system identifies each logical drive. Consequently,
renumbering a logical drive will impact your operating system'’s ability to access the data on that drive.

You should only consider renumbering a logical drive in specific situations. For example, assume you are
using logical drive 0 as your boot drive, and you later decide you want to boot from a different drive. You
will have to assign the current boot drive a new number, and then renumber the new boot drive to 0.

NOTE! Before renumbering a logical drive, consult your Windows NT documentation for information on
what steps you will have to take to make sure the host can access the new logical drive number.

Torenumber alogical drive:

1. Right-click the disk array from the Detail pane.

2. ClickProperties.

3. Click theLogical Drivestab.

4. Click the drive you want to renumber.

5. ClickRenumber... to display the Renumber Logical Drive window.

6. IntheChangeto: field, select the new number you want assigned to the logical drive.

7. ClickOK. E

Deleting a Logical Drive g_
(@]

CAUTION! Deleting a logical drive destroys all data on that logical drive. Before deleting a =

logical drive, make sure you backup any data you want to save. »
Z

When you delete a logical drive, all data on that logical drive is destroyed and its capacity is returned to_tHe

pool of unallocated capacity on the array.

Todeletealogical drive:

1. Right-click the disk array from the Detail pane.
2. Click Properties.

3. Click theL ogical Drivestab.

4

Click the drive you want to delete.
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5. Click Delete.

Adding a Disk

At some time you will probably want to add another disk to your array. Features such as hot-plug disk
modules and Auto Include simplify the process of adding a disk to the array, even while the disk array is
operating. A disk can be added to the array without disrupting client or host operation.

After you have added a new disk, you have three options on how to use it:

* Increase capacity - you can use the disk to increase the capacity available to the operating system by
creating anew logical drive.

* Improve performance - you can use the disk to improve disk array performance by smply leaving it
as unallocated capacity.

e EnableActive Hot Spare - you can use the additional capacity to enable Active Hot Spare if your disk
array does not currently have the capacity to implement this feature.

NOTE! The Auto Include feature will normally include the disk drive when it isinstalled. However, in
some situations, the array will not include a disk automatically, even if Auto Include is enabled. In this case,
you must manually include the disk. For more information on Auto Include, see the "Concepts and
Management" chapter in the HP SureStore E Disk Array 12H User’s and Service Manual.

To add a disk to increase capacity:
1. Make sure the new disk has been installed in the array cabinet.
2. Click the disk array from Detail pane.

3. If Auto Includeison, the disk is automatically added to the array and you can proceed to step 4. If
Auto Includeis off, manually include the disk as described im¢luding a Disk Manually.

4. Create one or more logical drives using all or a portion of the disk’s capacity.

5. Perform the necessary steps to configure the new logical drive into your host. This is typically done
using the Windows NT Disk Administrator. Refer to Windows NT Help for information on performing
this task.

To add adisk toimprove array performance:
1. Make sure the new disk has been installed in the array cabinet.

2. Right-click the disk array from the Detail pane.
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3. If Auto Includeison, the disk is automatically added to the array and you can proceed to step 4. If
Auto Includeis off, manually include the disk as describedlimcfuding a Disk Manualf

4. Check the disk array configuration and verify that the disk has been added to the unallocated capacity.

Toadd adisk to enable Active Hot Spare:
1. Make sure the new disk has been installed in the array cabinet.
2. Click the disk array from the Detail pane.

3. If Auto Include is on, the disk is automatically added to the array and you can proceed to step 4. If
Auto Include is off, manually include the disk as describedrioltiding a Disk Manualf

4. Click Properties.
5. Click theConfigure tab.
6. Select thé\ctive Spare Enable setting.

Including a Disk Manually

A disk must be included before it can be used by the disk array. There are two ways to include a disk:
< Enable Auto Include, which automatically includes a disk when it is installed in the array cabinet.
e Disable Auto Include and manually include each new disk.

A blue status indicator in the Status window identifies any disks that are not included.

Because of the convenience it provides, Auto Include is enabled by default. However, you can disable /!Eto
Include and include new disks manually if you choose.

Tomanually include a disk:

This procedure assumes that Auto Include has been disabled.

LN smopul

1. Right-click the disk array from the Detail pane.
Click Properties.
Click theDiagnostics tab.

Click the disk you want to include from the graphic or list.

a > 0D

Click Include.
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Rebuilding the Disk Array

To maintain data redundancy in the event of adisk failure, it isimportant to rebuild the disk array as soon
aspossible. The disk array is hot data redundant until arebuild is performed. If another disk fails before the
rebuild is complete, data on the disk array may be lost.

AutoRAID Manager provides two rebuild options:
* Auto Rebuild, which allows the disk array to begin rebuilding immediately if adisk fails.

* Manual Rebuild, which requires you to initiate the rebuild. This option is provided if you want more
control over the rebuild process, such as delaying the start of arebuild until the system isless busy.

A rebuild impacts disk array performance whileit isin progress, so before starting a rebuild make sure the
appropriate Rebuild Priority is set.

Rebuilding the Disk Array Automatically

Y ou can enable Auto Rebuild to allow the disk array to immediately begin rebuilding if adisk fails. To
perform a Rebuild the array must have enough capacity available, either in the form of an Active Hot Spare
or unallocated capacity.

Auto Rebuild with high priority is enabled by default to provide the greatest protection against disk failure;
consequently, it will typically not be necessary to perform this procedure unless you want to change the
rebuild priority.

To enable Auto Rebuild to rebuild thedisk array automatically:
1. Right-click the disk array from the Detail pane.

Click Properties.

Click the Configuration tab.

Under Rebuild, click Automatic.
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Select the Priority you want the disk array to use when it performs arebuild.

The disk array will now automatically rebuild the array if adisk fails.

NOTE! If thereisno Active Hot Spare or not enough unallocated capacity available, Auto Rebuild will be
enabled even though arebuild cannot be performed if adisk fails. In this situation, you must increase the
amount of unallocated capacity so there is enough capacity to perform arebuild. You can increase the
amount of unallocated capacity by adding another disk or deleting an existing logical drive.
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Rebuilding the Disk Array Manually

Y ou can manually start arebuild if adisk drive has failed and Auto Rebuild is disabled. To perform a
Rebuild the array must have enough capacity available, either in the form of an Active Hot Spare or
unallocated capacity.

Todisable Auto Rebuild:

1. Right-click the disk array from Detail pane.
2. Click Properties.

3. Click the Configuration tab.

4. Under Rebuild, select Manual.

With Auto Rebuild disabled, you are now prepared to perform all rebuilds manually.

Torebuild thedisk array manually:

Right-click the disk array from Detail menu.

Click Properties.

Click the Configuration tab.

Under Rebuild, click Manual.

Select the Priority you want the disk array to use asiit rebuilds the disk array.
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Click Start in the Rebuild controls. The rebuild will begin and the progress of the rebuild will be
displayed.

NOTE! If thereisno Active Hot Spare or not enough unallocated capacity available, you must increase the
amount of unallocated capacity so there is enough to perform the rebuild. Y ou can increase the amount of
unallocated capacity by adding another disk or deleting an existing logical drive.

Checking the Progress of a Rebuild

The progress of arebuild is displayed in the Configuration window. Access this window to monitor the
progress of arebuild.

To monitor the progress of arebuild:
1. Right-click the disk array currently undergoing arebuild from Detail pane.
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2. Click Properties.
3. Click the Configuration tab.
4. Under Rebuild, check the rebuild progress bar for the current status of the rebuild.

Canceling a Rebuild

It is possible to cancel arebuild in progress before it completes. However, you should be aware that when
you restart a stopped rebuild it starts at the beginning, not at the point where it left off. This means any
portion of the rebuild completed before you canceled it will have to be repeated.

To cancel arebuild:

1. Right-click the disk array currently undergoing arebuild from the Detail pane.
2. Click Properties.

3. Click the Configuration tab.

4. Under Rebuild, click Stop. The rebuild will stop immediately.

Analyzing Disk Array Performance

Thedisk array controller monitors and stores a number of performance metrics that reflect how the disk
array is performing. AutoRAID Manager periodically retrieves the metrics and stores them for viewing.
AutoRAID Manager can also analyze the performance metrics to identify any potential performance
problems. Based on this analysis, AutoRAID Manager will make recommendations on how to improve disk
array performance.

Checking the metrics regularly is a quick and easy way to monitor the performance of your disk array and
identify any problems that may be developing. Y ou may choose to display only the recommendations, or
you may want to view the metrics for further analysis.

For more information on performance metrics, see the " Concepts and Management" chapter in the HP
SureStore E Disk Array 12H User’s and Service Manual.

Selecting a Time Period for Analysis

When analyzing performance, you must define the time period over which the analysis will be performed.
For the best results, select atime period when performance may be a concern. Thiswill produce the most
meaningful analysis and recommendations.

For example, if the highest load on your disk array occurs between the hours of 8 AM and 5 PMm, restrict the
analysisto thistime period. If periods of lower activity are included, the analysis may yield different results
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and conseguently different recommendations. This occurs because activity is averaged over the entire
analysis period, and periods of lower activity will offset the effects of busier periods.

For the most accurate analysis, select a period of time that represents normal system operation. Avoid any
unusual events such as arebuild or changes made to array capacity. If you select atime period that includes
an event which may distort the analysis, the utility will alert you and will not provide any recommendations.

To analyze disk array performance:

1. Right-click the disk array from the Detail pane.
2. Click Properties.

3. Click the Perfor mance tab.

4

Position the interval marker over the desired time period in the Performance Events window. If the time
period you want is not displayed, use the horizontal scroll bar to display the desired time.

5. Click Recommend to display the Performance Recommendations window.

Displaying Performance Metric Thresholds

Severa of the performance metrics maintained by the disk array can be displayed. These are the same
metrics used by AutoRAID Manager to produce performance recommendations.

The performance metrics may help you understand how your disk array is performing, but you should avoid
making performance-planning decisions based solely on them. AutoRAID Manager uses other metrics not
displayed in this window when performing its analysis. Consequently, AutoRAID Manager can make a
more accurate analysis and arrive at the best recommendations for improving performance.

To display the performance metric thresholds:

1. Right-click the disk array from the Detail menu.

2. Click Properties.

3. Click the Performance tab.

4. Click Thresholdsto display the Performance Thresholds window.

Checking the Working Set Metric

A key factor in monitoring and maintaining optimal performance of the disk array is the Working Set
metric. To ensure that disk array performance is maintained, access the performance metrics regularly and
check the Working Set value.

The Working Set performance metric is derived from the Write Working Set parameter. It indicates the
ratio of the Write Working Set size to the amount of RAID 0/1 space available. For a detailed explanation

233

LN SMOpUIM



Windows NT

Using AutoRAID Manager for Windows NT
Performing Disk Array Maintenance Tasks

of the Write Working Set and itsimpact on performance, refer to the HP SureStore E Disk Array 12H
User’s and Service Manual.

To maintain performance, the amount of RAID 0/1 space should equal or exceed the Write Working Set,
resulting in a Working Set value less than or equal to 1. A Working Set value greater than 1 indicates that
the Write Working Set is larger than the available RAID 0/1 space and the disk array is servicing writes
from RAID 5 space.

If the Working Set consistently exceeds 1, the amount of RAID 0 /1 space available should be increased to
improve performance. This can be accomplished in several ways as described in the following section.

If the Working Set is consistently much less than 1, some of the RAID 0/1 capacity can be allocated to a
new logical drive without impacting performance. The remaining RAID 0/1 space should be adequate to
accommodate the Write Working Set.

Performing Disk Array Maintenance Tasks

There are anumber of tasks that may have to be performed in the ongoing management of the disk array.
These maintenance tasks are typically performed infrequently and may involve taking the disk array offline.
Shutting Down the Disk Array

Shutting down the disk array makes the array unavailable to the server. When a shutdown is initiated, the
disk array completes any 1/Os in progress with the server, performs internal housekeeping functions, and
then takes itself offline.

Shutdown is intended primarily as a maintenance operation and does not need to be done on aregular basis.

To shutdown the disk array:

Alert all usersthat the disk array is being shutdown and any data on it will not be available.
Right-click the disk array from the Detail pane.

Click Properties.

Click the Diagnostics tab.

Under Array, click Shutdown.

Click OK to confirm the Shutdown.
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Restarting the Disk Array

The disk array must be restarted after being shutdown. Restart returns the disk array to operation, ready to
once again service 1/Os from the server.

Torestart thedisk array:

1. Right-click the disk array from the Detail pane.
2. Click Properties.

3. Click the Diagnostics tab.

4. Under Array, click Restart.

Resetting the Disk Array

Resetting the disk array returnsit to the power-on state. Access to the disk array may be interrupted during a
reset.

Toreset thedisk array:

1. Right-click the disk array from the Detail pane.
2. Click Properties.

3. Click the Diagnosticstab.

4. Under Array, click Reset.

Formatting the Disk Array

WARNING! A Format will destroy all the data on the disk array. Make sure you backup all
the data you want to keep before formatting the disk array.

The entire disk array can be formatted, if necessary. However, the disk array can only be formatted if there
areno logical drives on the array. If there are logical drives on the disk array, they must be deleted before
the array can be formatted.

Toformat thedisk array:

1. Right-click the disk array from the Detail pane.
2. Click Properties.

3. Click the Diagnostics tab.
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4. Under Array, click Format. If the Array control isnot available, it indicates that there are logical
drives on the disk array. The disk array cannot be formatted until all logical drives are deleted.

5. Click OK inthe confirmation box to begin the formet.

Formatting a Logical Drive

WARNING! A format will destroy all the data on the logical drive. Make sure all data is
backed up before formatting the logical drive.

Windows NT

Each logical drive can be reformatted, if necessary.

Toformat alogical drive:

1. Right-click the disk array from the Detail pane.
Click Properties.

Click the L ogical Drivestab.

Click the Logical Drive you want to format.
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Click Format .

Testing a Disk

AutoRAID Manager includes diagnostics that test the operation and integrity of any disk in the array
enclosure. Testing adisk may impact the performance of the disk array, so you may want to delay disk
testing to times when the disk array is not being heavily accessed.

Two different types of testing can be performed:

» Read verify - anondestructive test that does not alter any data on the disk being tested. The disk is not
downed when performing a read/verify test.

e Write/Read - adestructive test that destroys data on the disk being tested. The disk is downed before
beginning the test. If Auto Rebuild is enabled, the disk array will immediately begin rebuilding the data
on the disk when it is downed.

Totest adisk:

1. Right-click thedisk array from Detail pane.
2. Click Properties.

3. Click the Diagnosticstab.
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Click on the disk you want to test.

Click Test.

Select Read Verify or Write Read.

Enter the percent of the disk media you want to test.
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If you are performing a Write/Read test, you must first Down the disk. The diagnostic test will begin
and a progress indicator will be displayed in the Test Status box. When the test concludes, the results
will be displayed.

To continue using adisk following a Write/Read test, it must be manually included back in the array
configuration. Seelhcluding a Disk Manuall/for more information.

Downing a Disk

If you must remove a disk from the array for testing or replacement, the disk should be downed before
removing it from the array enclosure. In some situations, downing a disk may cause a loss of data
redundancy or even a loss of user data. You must decide if you are willing to accept either of these
conditions before downing the disk. In addition, if Auto Rebuild is enabled, the disk array will begin
rebuilding the data on the downed disk immediately. If you do not want this to happen, you must disable
Auto Rebuild before downing the disk. Sé&ebuilding the Disk Arrdyfor information on disabling Auto
Rebuild.

Todown adisk:

1. Right-click the disk array from the Detail pane.

2. ClickProperties. §
3. Click theDiagnostics tab. 8—
4. Click on the disk you want to down. 5
5. Click Down. =
6. From the Down Physical Disk Warning dialog, select the desired option restricting the conditions unEt'er

which the down can occur.
To return a downed disk to the array configuration, you must manually include itnSkeelihg a Disk
Manually“ for more information.
Switching Array Controllers

In disk arrays with two controllers, the array automatically switches to the secondary controller if the
primary controller fails. However, you can manually switch controllers if necessary.
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Toswitch array controllers:

1. Right-click the disk array from the Detail pane.

2. Click Properties.

3. Click the Diagnostics tab.

4. Click Switch to Y (or X, as appropriate) to switch to the secondary controller.

Displaying Hardware Logs

Each controller and each disk drive in the disk array maintains its own internal hardware status log. These
logs contain information that may be useful inidentifying or diagnosing problems with the array.
AutoRAID Manager regularly copies the contents of the controller logs to the log file on the host server.

Y ou can read the contents of the hardware logs directly, and also clear the logs.

Torestart the hardwarelogs:

1. Right-click the disk array from the Detail pane.
2. Click Properties.

3. Click the Diagnostics button on the toolbar.

4. Under Logs, click Restart.
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Downloading Controller Firmware

AutoRAID Manager includes a separate utility for downloading controller firmware. This utility,
W nDownl oad, simplifiesthe process of downloading new firmware to the controller in your disk array.

The WinDownload utility is used only for downloading firmware to the disk array controllers. Firmware can
also be downloaded to the disk modules using the ARM downl oad command line utility described in
“Downloading Firmware to a Disk Modula the next chapter

The download process shuts down the disk array while the firmware is being downloaded, so the disk array
will be inaccessible while the download is in progress.

CAUTION! In multi-host configurations, other hosts must not access the disk array while
the download is in progress. Data can be lost if write requests are made to the disk array
while a download is in progress.

Do not attempt to download controller firmware to a disk array that is serving as the NT
boot device. If you attempt to do so, the operating system will crash.

To download controller firmware:

1. Alert users that data on the disk array will be inaccessible during the download.

From theStart menu, seledPrograms|AutoRAID Manager|WinDownload

Select the disk array you want to upgrade with new firmware. §

Click Select Firmware File 8—
&

o~ DN

Select the firmware file to be downloaded to the disk array. The latest version of firmware is installe
in the Aut oRAI D\ FWfolder during setup. If the desired firmware file is in another location, locate an
select it . 2

6. ClickDownload

The download process will begin. The process can take up to 5 minutes to complete. When the
download is complete the disk array will be brought back on line, ready to process I/Os from the host.
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Chapter 10. Using the ARM Command Line
Utilities for Windows NT

Included with the AutoRAID Manager (ARM) software are the ARM command line utilities for Windows
NT". These commands provide the capability of managing the disk array from the NT command prompt.
The command utilities are emulated by the AutoRAID Manager Windows GUI, so the GUI should be the
primary tool used to manage the disk array.

NOTE! The command line utilities can only be used on the host server to manage local disk
arrays. The command line utilities cannot be used to manage disk arrays remotely.

The command line utilities do provide some additional functionality not available from the GUI. However,
these are specialized tasks not typically performed in the day-to-day management of the disk array.

 The downl oad command downloads new firmware to the disk array controller and disk drives.
e« Thel ogpri nt command accesses the log files maintained by AutoRAID Manager.

e Thearrayngr command provides additional capability for managing some aspects of disk array
behavior.

e« Thearraydsp command allows you to check all aspects of disk array operation and configuration.

Each of the command line utilitiesis described in this chapter.

LUNs and Logical Drives. To maintain consistency with ARM command line terminology, the
term LUN is frequently used to refer to a disk array logical drive. The two terms are used
interchangeably and refer to the same logical entity on the disk array.

Online Help

Detailed online help is available for all the command line utilities. To view the help type ar mhel p from
the NT command prompt, or fromthe START menu select

Programs|AutoRAID Manager|Command-Line help
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Command Syntax Conventions
The following symbols are used in the command descriptions and examples:

Symbol Meaning
<> Integer value, whose units are not defined.

| “Exclusive OR.” Exactly one of the
parameters displayed will be used.

[] Items enclosed are optional.
{} Items enclosed are required.

Selecting a Disk Array to Manage

When using the ARM utilities, the<ar r ay- i d> field isused to identify the disk array. The<ar r ay-
i d> field contains the disk array serial number.

For example, assume adisk array has a serial number of 00786B5C0000. To check the available
unallocated capacity on this particular disk array, you would use the following command:

arraydsp -V 00786B5C0000

The serial number of al arrays connected to the host can be obtained using the command:
arraydsp -i

For more information see "Displaying Disk Array Serial Numbers' in this chapter.

Many commands affect the operation of the entire disk array. Commands that involve only a specific logical
drive on the array will include an option (-L LUN) for identifying the logical driveinvolved. For example,
to format logical drive 3 on adisk array with serial number 00786B5C0000, use the following command:

arrayfnt -L 3 00786B5C0000
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Configuring a New Disk Array

After installing a new disk array, you can perform the initial configuration using the ARM utilities. This
establishes the operating environment for the disk array.

To configureanew disk array:
1. Planyour capacity management strategy and logical drive configuration.

Decide how you want to use the disk array capacity. Factors such as data redundancy and performance
influence how you manage the capacity. See “Managing the Disk Array Capacity'HP thgeSore
E Disk Array 12H User’s and Service Mandat help in planning your strategy.

2. Display the serial number of all disk arrays by typing:
arraydsp -i

The serial number provides the means to identify disk arrays when using the ARM utilities. Record the
serial number for future reference.

3. If theplanning in step 1 requires you to disable any of the configuration settings to implement your
capacity management strategy, do so now. These settings include Active Hot Spare, Auto Rebuild, and
Auto Include. Change the configuration settings by typing:

arraymgr -h { on|off } <array-id> (Active Hot Spare)
arrayngr -a { on|off } <array-id> (Auto Rebuild)
arraymgr -i { onjoff } <array-id>  (AutoInclude)

NOTE! Only one setting can be changed on each command line.

4. Check the available unallocated capacity on the disk array by typing:

arraydsp $ID

Thetotal unallocated capacity available for creating logical driveswill be displayed. Make sure thereis
adequate capacity to create the logical drive structure you need.

5. Create each logical drive on the disk array by typing:
arraycfg -L LUN -a capacity <array-id>

Example:arraycfg -L 0 -a 1000 00786B5C0000
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This command creates logical drive 0 with a capacity of 1000 Mbytes on the array identified by seria
number 00786B5C0000.

This step makes disk array capacity available to your operating system, and it must be repeated for each
logical drive to be created. Make sure you observe any operating system limitations on logical drive size or
number. For more information, se@réating a Logical Drivein this chapter.

Checking Disk Array Status

One of the most important management tasks is monitoring the status, operation, and configuration of the
disk array. It is important to know how well the disk array is operating and if any problems or failures have
occurred. Using the ARMr r aydsp command, you can easily check all aspects of disk array operation
and configuration. Thar r aydsp command options, summarizedTiable 27 allow you to display

information about each disk array hardware component, as well as information about the logical
configuration of the disk array.

Table 27. arraydsp Options for Displaying Disk Array Status

Option Status Information Displayed
none General information about the disk array
-I [LUN] Information for the specified LUN
-a All information displayed for options -I, -d, -c, -s, -v, and -h
-C Array controller status
-d Disk status
-h Hardware status

-i Serial numbers for all disk arrays

-m Display performance metrics

-R Rescan

-r Make performance recommendations

-S Generate raw output, used in combination with other options

-s General configuration information. For a complete description of

all the configuration settings, see “Viewing the Disk Array General
Configuration Settings” at the end of this chapter.

-V Capacity information
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Displaying Disk Array Serial Numbers
The serial numbers of al disk arrays connected to the host can be displayed by typing:

arraydsp -i

Missing Disk Arrays? If you know there are disk arrays connected to the host but they are not
displayed in response to this command, check the following:

Make sure the AutoRAID Manager service is running. AutoRAID Manager must be running to
execute this or any other ARM command.

Rescan for disk arrays by typing: arraydsp -R. This will update the ARMServer information to
reflect the current system configuration.

Make sure all disk arrays are turned on and operating properly.

Make sure all disk arrays are properly connected to the host. This includes proper termination
of the SCSI bus.

Make sure there is at least one logical drive created on the disk array. A logical drive must be
created on the disk array before the host can access the array. During the boot process, the
host server must recognize a logical drive on the disk array to ensure the HBA device driver is
loaded properly. If there is no logical drive on the disk array, the host may be unable to access
with the array. A logical drive can be created using the disk array control panel as described in
the HP SureStore E Disk Array 12H User’s and Service Manual
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Changing Disk Array Configuration Settings

A number of configuration settings control the operation of the disk array. These settings are usually
established during installation and, once set, should rarely need to be changed. The default settings have
been selected to provide the best operation for most systems. However, if you determine that any setting
does not meet your needs, you can easily change it. Table 28 lists the various settings, including factors you
may want to consider before changing them.

Table 28. arraymgr Disk Array Configuration Settings

Setting Default Command Comments and Considerations
Option

Active On -h Active Hot Spare provides optimum protection

Spare against disk failure. Disabling Active Hot Spare will

make additional capacity available to the host, but
at the expense of not maintaining full data

redundancy.
Auto On -a Auto Rebuild provides optimum protection against
Rebuild disk failure by rebuilding a failed disk as quickly as

possible. Disabling Auto Rebuild gives you more
control over the rebuild process, but it can leave the
disk array vulnerable to a second disk failure until a
rebuild is performed manually.

Auto On -i Auto Include simplifies the task of adding a new
Include disk to your array. Disabling it will require you
manually to include each disk you install in the
array.
Rebuild High -p Rebuild priority determines how quickly a rebuild
Priority operation will complete.

To change Active Spare, Auto Rebuild, or Auto Include settings, type:

arraymgr { -h | -a | -i } { on|loff } <array-id>

To change Rebuild Priority setting, type:

arraymgr -p { high|low} <array-id>
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Managing Logical Drives

Animportant part of managing the disk array involves defining and maintaining the optimal logical drive
structure for your system. Y our system requirements and limitations will influence the logical drive
structure you choose.

Managing logical drivesisapart of the overall task of managing disk array capacity. For more information
on managing disk array capacity to meet your system needs, refer to the HP SureStore E Disk Array 12H
User’s and Service Manual

Checking Logical Drive Configuration

When you are managing logical drives, you may find it convenient to check the current logical drive
configuration and the available capacity.

To check the current logical drive configuration and the available capacity, type:

arraydsp -1 [LUN] <array-id>

Creating a Logical Drive

Only capacity assigned to logical drivesisvisible to the operating system. When selecting the size for your
logical drives, consider the following factors:

e Any size limitations imposed by the operating system.

e Your backup strategy. If you do unattended backup to a device such as a tape, you may want to avoid
creating alogical drive that islarger than the capacity of the tape media. This allows you to back up an
entire logical drive without changing tapes.

NOTE! Before creating a logical drive, check your operating system documentation for any
additional information or steps that may be required to create a logical drive.

Tocreatealogical drive, type:

arraycfg -L LUN -a Capacity <array-id>

LUN must be an unused value between 0 and 7
Capaci t y must be less than or equal to the currently available unallocated capacity
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Renumbering a Logical Drive

NOTE! Before renumbering a logical drive, check your operating system documentation for any
additional information or steps that may be required to renumber a logical drive.

Torenumber alogical drive, type:

arraycfg -L LUN -r newLUN <array-id>

LUNisthe logical drive to be renumbered
newLUNisanew available logical drive number

Deleting a Logical Drive

When alogical driveis deleted, its capacity is returned to the pool of unallocated capacity space. Deleting a
logical driveisagood way of freeing up capacity for the Active Hot Spare or for simply adding more
unallocated capacity to improve disk array performance.

CAUTION! All data on alogical drive is lost when it is deleted. Make sure you backup any
important data on the logical drive before deleting it.

NOTE! Before deleting a logical drive, check your operating system documentation for any
additional information or steps that may be required to delete a logical drive.

Todeletealogical drive, type:

arraycfg -L LUN -d <array-id>

LUNisthe logical drive to be deleted
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Adding a Disk

At some time, you may want to add another disk to your array. Features such as hot-pluggable disks and
Auto Include simplify the process of adding a disk to the array even whileit is operating. A disk can be
added to the array without disrupting current I/O operations.

After you have added a new disk, you have three options on how to use it:

* Increase capacity - use the disk to increase the capacity available to the operating system by creating a
new logical drive.

* Improve performance - use the disk to improve the disk array performance by simply leaving it as
unallocated capacity.

« EnableActive Hot Spare - use the additional capacity to enable Active Hot Spare if the disk array
does not currently have the capacity to support this feature. This also improves performance as the
spare spaceis used as RAID 0/1 space until it is needed.

Toadd adisk tothearray:
1. Make surethe new disk has been physically inserted into the array.

2. If Auto Includeison, the disk is automatically added to the array and you can skip to the next step. If
Auto Include is off, manually include the disk as described in the next sedtioluding a Disk
Manually.”

NOTE! In some situations, the array will not include a disk automatically, even if Auto Include is
enabled. This will occur if the new disk’s status is something other than Normal. See “Auto
Include” in the HP SureStore E Disk Array 12H User’s and Service Manual for more information
about when this might occur.

3. Depending on how you intend to use the new disk, perform the appropriate next step:

e Tousethe disk to increase capacity, create alogical drive using al or a portion of the disk
capacity. For more information, seeCreating a Logical Drivein this chapter.

e To use the disk to increase performance, leave the disk capacity unallocated.

e To use the disk capacity for an Active Hot Spare, enable the Active Hot Spare feature if not
currently enabled. For more information, s€&hanging Disk Array Configuration Settiriga this
chapter.
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Including a Disk Manually

A disk must be included in the disk array configuration before it can be used by the disk array. There are
two waysto include a disk:

* You can enable Auto Include, which will automatically include adisk when it isinserted into the disk
array enclosure.

e You can manually include each new disk.

For convenience, Auto Include is enabled by default on anew disk array. For information on disabling Auto
Include, seeChanging Disk Array Configuration Settiriga this chapter.

After including a disk, you must decide how you want to use it. For more information, see the preceding
section, Adding a Disk’

Tomanually include a disk, type:

arraycfg -D slot -a <array-id>

sl ot is the cabinet shelf containing the disk drive (Al through A6, or B1 through B6)
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Rebuilding the Disk Array

To maintain data redundancy in the event of adisk failure, it isimportant to rebuild the disk array as soon
as possible. Auto Rebuild does this automatically, and it is enabled by default.

If you want more control over the rebuild process, you can disable Auto Rebuild. Thiswill allow you to
manually start arebuild at the time you choose. A Rebuild impacts disk array performance whileitisin
progress, so before starting a rebuild make sure the appropriate Rebuild Priority is se¢tiBepRebuild
Priority” in this chapter.

For convenience and maximum protection in the event of a disk failure, Auto Rebuild is enabled by default
on a new disk array. For information on disabling Auto Rebuild, Geariging Disk Array Configuration
Setting$ in this chapter.

Rebuilding the Disk Array Manually

If you have chosen to disable Auto Rebuild, you will have to start the rebuild manually. The rebuild will
begin immediately and continue to completion. If no rebuild is necessary, the command will be ignored.

Tostart arebuild manually, type:

arrayrbld -r <array-id>

Setting Rebuild Priority

The rebuild priority determines how quickly a rebuild completes. It allows you to balance the servicing og.
host I/Os with the rebuilding of the disk array. The same rebuild priority is used for both auto rebuilds ara
manual rebuilds.

To set therebuild priority, type:

1N SMO

arrayrbld -P { high|low} <array-id>
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Checking the Progress of a Rebuild

Y ou can easily check the progress of arebuild. This allows you to determine approximately when a rebuild
will complete.
To check the progress of arebuild, type:

arrayrbld -p <array-id>

Canceling a Rebuild

A rebuild can be canceled only if it was started manually. A rebuild that was started by Auto Rebuild cannot
be canceled. If arebuild is canceled, it must be started over again and any progress made during the first
rebuild will belost.

When canceling a rebuild, the rebuild may not stop immediately. This occursif the disk array is busy
servicing higher priority 1/O requests from the host. The rebuild will be canceled when the disk array has
serviced al higher priority commands.

To cancel arebuild, type:

arrayrbld -c <array-id>
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Analyzing Disk Array Performance

Disk array performance can be checked using the ar r aydsp command. However, the AutoRAID Manager
for Windows provides a graphical representation of performance data that you should more useful than the
information returned using the ar r aydsp command. For information about using the Auto RAID Manager
for Windows and details on performance topicsin general, see "Analyzing Disk Array Performance” in the
preceding chapter.

To check disk array performance, type:

arraydsp { -r stine etine} | { -mstine etine [int] } <array-id>

The starting time (st i me) and ending time (et i nme) values establish the analysis period. The format of the
stime andeti ne argumentsisrmddhhnm yy] .Thei nt option controls the display interval. The
display interval isthe number of 15-minute increments.

Command Examples

The following command displays performance recommendations for disk array serial number
00786B5C0000. Performance is analyzed for the time period starting at 8:00 AM and ending at 5:00 PM
(1700) on March 15.

arraydsp -r 03150800 03151700 00786B5C0000
The following command displays the performance metrics for disk array serial number 00786B5C0000.
Metrics are displayed for the time period starting at 11:00 AM and ending at 6:00 PM on April 6. A display
interval of 30 minutesis specified.

arraydsp -m 04061100 04061800 2 00786B5C0000
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Performing Disk Array Maintenance Tasks

There are several tasks that you may have to perform in the ongoing management of the disk array. These
maintenance tasks are typically performed infrequently and may involve taking the disk array off line.

Shutting Down the Disk Array

CAUTION! When an array shutdown is performed, the disk array becomes unavailable to
the host system. An array that is shutdown appears to the operating system as if its power
has been turned off.

The disk array must be Shutdown prior to performing any maintenance. The Shutdown process copies vital
data mapping information from the controller NVRAM to the disks. This protects the data mapping
information should the contents of the NVRAM be lost or corrupted due to battery failure. Shutdown then
takes the disk array off line, making all data unavailable to the host. The disk array can still be managed and
tested, but all datais inaccessible while the disk array is Shutdown.

Shutdown is initiated automatically each time the disk array is turned off using the power switch, soitis
usually not necessary to initiate a Shutdown using the ARM Ltility.

To Shutdown thedisk array, type:
arraynmgr -s shut <array-id>
Restarting the Disk Array
Following Shutdown, the disk array can be brought back on line by performing arestart. This makesthe

data on the disk array available to the host once again.

Torestart thedisk array, type:

arraynmgr -s start <array-id>
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Resetting the Disk Array

The disk array can be reset if there is a problem with SCSI channel communication. A reset will interrupt
access to the disk array temporarily, so it should be done only when attempting to solve a problem with the
disk array.

Toreset thedisk array, type:

arrayngr -R <array-id>

Downing (Excluding) a Disk

Downing (or excluding) adisk istypically donein preparation for testing the disk. After the disk is downed,
testing can be done without impacting disk array operation. If testing reveals that the disk is good, the disk
can be included back in the array configuration.

Downing a disk has the same effect asiif the disk failed or was physically removed from the cabinet. If Auto
Rebuild is enabled, the disk array will immediately begin arebuild when adisk is downed.

The - v option identifies the down operation as either destructive or nondestructive. This determines
whether the disk array will assume there is any valid data on the disk if it is returned to the array
configuration. If a destructive down is performed (- v not specified), the disk array will assume no data on
the disk isvalid. If the down is nondestructive (- v specified), the array will assume any data on the disk
that was not updated in the disk’s absence is valid.

Todown adisk, type:
arraycfg -Dslot -d [-v] [-R-2Z] <array-id>

To protect data availability, the disk array will not let you down a disk if doing so would result in loss of
data redundancy or data unavailability. However, you can override this protection by specifying the
appropriate options. TheR option allows the disk to be downed even if a loss of redundancy would resul
but not data unavailability. TheZ option allows the disk to be downed even if data unavailability would
occur. A complete description of the options is included in the on-lineanelpy cf g description.

IN smopuim

NOTE. Two of the disks in the disk array are used to store recovery map information. The
disk array will not allow you to down either of these drives unless you use the -R or
-Z option.

After testing, a downed disk can be returned to the disk array configuration by manually including it. For
more information, sedricluding a Disk Manuallyin this chapter.
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Testing a Disk

Diagnostics allow you test the operation and integrity of a disk. Three different types of testing can be
performed:

* Writelread/verify - adestructive test that will destroy data on the disk being tested. The disk must be
downed before beginning the test.

* Read/verify - anondestructive test that will not alter any data on the disk being tested. It is not
necessary to down the disk before performing a read/ verify test.

o Sdf-test - anondestructive internal test that checks the operation of the disk.

Toperform awrite/read/verify test of a disk, type:

drivetest -D slot -w percent <array-id>

Toperform aread/verify test of adisk, type:

drivetest -D slot -r percent <array-id>

Toperform a self-test of a disk, type:

drivetest -D slot -s <array-id>

per cent isthe percent (0 to 100) of the disk to be tested
sl ot isthe cabinet shelf containing the disk drive (A1 through A6, or B1 through B6)

Displaying Test Results

After the disk testing is complete, the test results can be displayed for analysis by using the dt est st at
utility.

Todisplay theresults of adisk test, type:

dteststat [-D slot] <array-id>

If the - D option is not specified, results will be displayed for al disksin the array that have been tested.
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Canceling a Disk Test

If you do not want to wait for a disk test to complete, you can cancel it using the dt est st at command
and testing will stop immediately.

To cancel adisk test in progress, type:

dteststat -D slot -c <array-id>

Printing ARMServer Log Contents

ARM Server maintains a number of configuration and status log files on the server. The contents of the
various log files maintained by ARM Server can be printed using thel ogpr i nt command. The contents of
the logs may be useful in identifying any possible problems that may be occurring with the disk array.

For adetailed explanation of the log contents output, seethe on-linehelp| ogpri nt descri pti on.

To print the contents of the ARM Server logs, type:

logprint[-d log_directory nane] [-s start_tine] [-e stop_tine]
[-t record_type...] [-a array_serial _nunber]

| og directory nane identifiesthelocation of the log files
start_tinmeandstop_tine limittheoutput to events between the specified times

recor d_t ype identifies the type of record(s) to print. Records include system usage log
(usage), disk error log (di sk), controller error log (ct r | r), system change log (change), and
performance log (per f)

array_serial _nunber limitsthe output to only those entries associated with the specified
disk array.

Displaying Hardware Logs

In addition to the logs maintained by ARM Server, hardware logs are also stored on the disk array. The
arr ayl og command provides access to the controller and disk logs maintained by the disk array. These
logs contain information useful for diagnosing and troubleshooting the disk array. The logs can also be
cleared using ar r ayl og. The arraylog options for accessing the disk array hardware logs are listed in
Table 29.
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Table 29. arraylog Options for Displaying Log Contents

Option Description
-u Display the contents of the disk array controller usage log.
-e Display the contents of the disk array controller event log.
-d slot Display the contents of the log for the disk installed in the cabinet slot

identified by slot. Slot numbers must be of the form "An" or "Bn",
where A or B correspond to a cabinet column, and n corresponds to
a shelf position (1-6).

-C {-c|-d slot} Clear the specified logs. If -c is specified, clear the disk array
controller usage and event logs. Both logs will be cleared when using
this option. It is not possible to clear just one of the logs. If -d is
specified, clear the log for the disk installed in the cabinet slot
identified by slot.

Todisplay the contents of a hardwarelog, type:

arraylog [-u] [-e] [ -d slot ] <array-id>

To clear the hardwarelogs, type:

arraylog [-C[-c|-d slot}] <array-id>

Formatting the Disk Array

Should it become necessary to do so, you can format the entire disk array, or asingle logical drive.
Formatting destroys all data on the array or logical drive involved. Formatting an array first requires that all
logical drives be deleted.

Toformat the entiredisk array, type:

arrayfm -F [-h] <array-id>

Toformat alogical drive, type:

arrayfm -L LUN <array-id>
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Changing SCSI Settings

The SCSI settings control the transfer of information over the SCSI channel connecting the host and the
disk array. The default settings listed in Table 30 have been chosen to work with all supported SCS
adapters, and in most cases should not be changed.

NOTE! Before changing any SCSI setting, you should understand what the SCSI setting does,
and what effect changing it will have on disk array operation. Be aware that using an incorrect
SCSI setting may make it impossible for the host and disk array to communicate properly. In this
case, it will be necessary to use the disk array control panel to return the SCSI setting to its
original value to reestablish communication.

To change SCSI settings, type:

arraymgr { -W| -T | -P|] -m]| -r } {on]off} <array-id>

Changing the Controller SCSI ID

Changing the SCSI ID directly impacts the operating system’s ability to access the disk array. Before
performing this task, check your operating system documentation for information on how to change the
SCSI ID of a disk subsystem.

To changethe controller SCSI ID, type:

arraymgr -C {X| Y} addr <array-id>

addr is the new address (0 — 15) for the indicated controller
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Switching Primary Controllers

In dual-controller disk array configurations, the array automatically switches to the secondary controller if
the primary controller fails. However, you can switch controllers manually if necessary. This will cause the
secondary controller to assume the role of primary controller.

To switch primary controllers, type:

arraynmgr -¢ { X | Y } <array-id>
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Downloading Firmware

The downl oad command copies new firmware code to the disk array controller(s) or individual disk
drivesin the disk array. Firmware can also be copied from a primary array controller to a secondary
controller.

CAUTION! In multi-host configurations, other hosts must not access the disk array while
the download is in progress. Data can be lost if write requests are made to the disk array
while a download is in progress.

Downloading Firmware to a Disk Module

This procedure updates the firmware code on the specified disk module.

To download new firmwar e code to a disk module

1. Gather the following information:
e ThelD of thedisk array. The disk array ID can be displayed usingthear r aydsp -i command.
e Thelocation and name of the file containing the new firmware code

e The dot number of the disk module. Slot numbers are marked on the cabinet (A1 — A6, and B1 —
B6).

2. From a command prompt, type in the following command:

downl oad -D sl ot codefil enane <array-id>

sl ot identifies the cabinet shelf containing the disk drive
codefi | enane identifies the file containing the firmware code
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Downloading Firmware to the Disk Array Controllers

This procedure updates the firmware on both controllers simultaneously.

CAUTION! Do not attempt to download controller firmware to a disk array that is serving
as the NT boot device. If you attempt to do so, the operating system will crash.

NOTE! Downloading firmware to the disk array controllers is done most efficiently using the
WinDownload utility described in Downloading Controller Firmware in the preceding chapter.

To download new firmware code to thedisk array controllers

1. Gather the following information:
e ThelD of thedisk array. The disk array ID can be displayed usingthear r aydsp -i command.
e Thelocation and name of the file containing the new firmware code

2. From acommand prompt type in the following command:

downl oad - C codefil enane <array-id>

codef i | enanme identifiesthe file containing the firmware code
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Copying Firmware From the Primary Controller to the Secondary Controller

For proper disk array operation, the disk array controllers must have matching firmware. If the firmware
revisions do not match, this procedure can be used to synchronize them. Firmware can a so be copied from
the primary to the secondary controller using the disk array control panel.

CAUTION! The firmware code is copied from the primary controller to the secondary
controller, so before performing this task make sure the controller that has the desirable
code is designated the primary controller. See *  Switching Array Controllers " for
instructions on changing the state of the controller.

To copy the firmwar e code from the primary controller to the secondary controller
1. Gather the following information:

e ThelD of thedisk array. The disk array ID can be displayed usingthear r aydsp -i command.

2. From acommand prompt type in the following command:

downl oad -M <array-id>
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Viewing the Disk Array General Configuration Settings

Checking the general configuration settings allows you to view the current settings for all the disk array
operating parameters. The settings include the current status of the array, the array configuration, and the
SCSI configuration settings.

A description of each setting isincluded in Table 30. The default settings have been selected to optimize
disk array operation.

NOTE! Before changing any setting, you should understand what the setting does, and
what effect changing it will have on disk array operation. Be aware that using an
incorrect setting may make it impossible for the host and the disk array to
communicate properly.

Toview the general configuration settings, type:

arraydsp -s <array-id>

A complete list of the settings will be displayed.

Table 30. General Configuration Settings

Parameter Default Description
Setting

Overall State of Array | READY [Specifies the current state of the array
Active Hot Spare ENABLED (Indicates whether the array should reserve space within

Desired which to perform a rebuild process.
Auto Include ENABLED [Indicates the action to be taken when a drive is physically
inserted into the array.
Auto Rebuild ENABLED (Indicates the action to be taken when a drive becomes
unusable.
Rebuild Priority HIGH [Indicates the priority the rebuild process is given with

respect to host I/O.
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Parameter

Default
Setting

Description

Capacity Depletion
Threshold

0%

Indicates the amount of space below which the disk array
should signal a Capacity Depletion warning. For example,
if this field is set to 99% then when the disk array reaches
99% capacity, a Capacity Depletion warning will be
indicated. 0% means that Capacity Depletion warnings
will not be issued.

Write Working Set
Interval

8640
seconds

Indicates the period (in ten second intervals) over which
write performance measurements should be gathered.
For example, 8640 X 10 = 86400 seconds = 24 hours.

Language

ENGLISH

Indicates the language used when displaying information
on the front panel.

Log Full Warning

DISABLED

Indicates whether the disk array should assert a warning
when some portion of the controller log is full. When
enabled, the disk array will assert a Log Full Warning
when one of the disk array log pages fills, or a log
parameter reaches its maximum value. When disabled,
no Log Full Warning will be indicated.

Volume Set
Partitioning

DISABLED

Indicates whether the disk array should boot when half or
more of the previously available drives are unavailable
(i.e., there is no drive quorum). Enabled indicates that
\volume set partitioning should be allowed. Disabled, the
system will remain in the No Quorum state when the
required quorum is not available.

Format Pattern Fill

DISABLED

Indicates whether the disk array will fill in incomplete
RAID blocks with a format pattern when performing new
writes. Some operating systems (not HP-UX and not NT)
expect that SCSI format commands completely reinitialize
data to a non-random pattern. When using the array with
one of those operating systems, pattern filling should be
enabled.

Disk array Type ID

12

Uniquely identifies the disk array hardware configuration.
This field can be used to find the number of drives and
SCSI channels supported within the disk array.

LUN Creation Limit

Controls the range of LUNs that may be created.

Maximum LUN
Creation Limit

Specifies the maximum supported value for the LUN
Creation Limit.
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Parameter

Default
Setting

Description

Array SCSI
configuration;

N/A

N/A

Controller X SCSI
Address

Indicates the SCSI bus address to be used by controller
X. Changes in this field will take affect only after controller
X is reset.

Controller Y SCSI
Address

Indicates the SCSI bus address to be used by controller
Y. Changes in this field will take affect only after controller
Y is reset.

Write Cache

ENABLED

Indicates whether the disk array should cache write data.
Generally, write cache is used even though a host system
automatically disables this field.

Read Cache

DISABLED

Indicates whether the disk array should cache read data.

Note: This field does not represent what is actually
happening. The disk array uses read cache algorithms.
This field is put in place to facilitate some third party
operating systems.

SCSI Parity Checking

ENABLED

Indicates whether the disk array should check SCSI bus
parity. Disabled means that bus parity checking is
disabled. Enabled indicates that bus parity checking is
enabled.

SDTR

ENABLED

Indicates whether the disk array should initiate SDTR
(Synchronous Data Transfer Request). Disabled,
indicates the disk array will not initiate SDTR. Enabled
indicates the disk array will initiate SDTR.

WDTR

ENABLED

Indicates whether the disk array should initiate WDTR

(Wide Data Transfer Request). Disabled, indicates the
disk array will not initiate WDTR. Enabled indicates the
disk array will initiate WDTR.

Terminator Power

ENABLED

Indicates whether the disk array should provide power for
the SCSI bus terminators. Disabled, indicates the disk
array will not provide termination power. Enabled
indicates the disk array will provide termination power.

Unit Attention

ENABLED

Indicates whether the disk array should signal a Unit
Attention condition immediately following power-on or
reset. Disabled, indicates the disk array will not signal unit
attention. Enabled indicates the disk array will signal unit
attention.
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Parameter

Default
Setting

Description

Disable Remote Reset

ENABLED

Controls the bus reset behavior of the second controller
when a SCSI reset (reset signal, BDR or Reset Disk array
command) is received in the first controller. When this bit
is disabled, the second controller will assert the bus reset
signal to indicate that all outstanding requests were
cleared in response to the reset. When this bit is enabled,
the second controller will not assert the SCSI reset signal
to indicate the commands were cleared. Hosts that
cannot tolerate target bus resets should enable this
setting.

Secondary Controller

Offline

DISABLED

Controls the behavior of the secondary controller with
respect to bus selection. When disabled, any secondary
controller present will respond to host selection. When
enabled, the secondary controller will remain off-line until
a failure of the primary controller is detected (at which
point it becomes primary). Only the primary controller will
go on-line.

Very Early Busy

DISABLED

Controls the behavior of the disk array with respect to
SCSI bus selection during the early stages of the
initialization sequence (i.e., from about three seconds
after reset until about fifteen seconds prior to initialization
completion). When disabled, the disk array will ignore
SCSI bus selection until the late stages of initialization.
\When enabled, the disk array will accept selection during
early initialization and will return BUSY status until the late
stages of initialization.

Queue Full Threshold

1952

Specifies the target queue depth beyond which the disk
array will return QUEUE FULL status to subsequent host
requests.

Maximum Queue Full

Threshold

1952

Specifies the maximum supported value for the Queue
Full Threshold parameter. Attempts to set the QFT
parameter to values higher than the MQFT will fail with
CHECK CONDITION status and ILLEGAL REQUEST,
INVALID FIELD IN PARAMETER LIST sense indications.

Simplified Resiliency
Setting

Normal

Determines the values of the following eight parameters.
This field regulates the mode of data resiliency that the
disk array will operate in. The “Normal” mode is set at the

factory when dual controllers are ordered with the array.
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Parameter Default Description
Setting

Single Controller ENABLED (Indicates whether the disk array should assert a warning

Warning when only one controller is present. When enabled, the
disk array will assert a Single Controller Warning when
there are not two controllers present in the array disk
array. When disabled, no Single Controller Warning will
be indicated.

Lock Write Cache On| TRUE |Controls the modification of the Write Cache setting.
When LCWO is set to true, then the host cannot change
the Write Cache setting. When LWCO is false, the host
will be able to change Write Cache setting.

Disable NVRAM on FALSE |Enables the disk array response to the Write Cache

WCE False setting. If false, NVRAM use does not depend on the
\Write Cache setting, and will be enabled if no other
condition inhibits it. If true, then NVRAM is disabled when
\Write Cache is disabled

Disable NVRAM with TRUE |[Couples the use of NVRAM to the presence of an

One Citrlr operational dual controller. If true and no operational dual
controller is present, then NVRAM use is disabled.
Otherwise NVRAM use does not depend on the presence
of the second controller, and will be enabled if no other
condition inhibits it.

Disable NVRAM on FALSE |[Couples use of NVRAM to the presence of an operational

UPS absent UPS or BBU. At the time of printing, this field is reserved
for future functionality with UPS and is disabled in all
resiliency modes.
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Parameter

Default
Setting

Description

Force Unit Access
Response

2

Controls the array’s response to the FUA bit. The FUA bit
is a command from the host when Write Cache is
enabled. It gives the host an opportunity to flush write
cache on command:

If this field is 0, then the FUA bit is ignored.

If this field is 1, then the FUA bit in a write command
disables immediate report on the write and all write cache
data for the involved LUN will be flushed.

If this field is 2, then the FUA bit in a write command
disables immediate report on the write and all write cache
data for the involved LUN will be flushed along with the
map journal before completing the write request.

If NVRAM use is disabled due to the chosen map
resiliency mode, then this field is ignored.

Disable Read Hits

FALSE

Controls the array’s ability to satisfy read commands from
write cache contents during FUA processing. If NVRAM
use is disabled due to the chosen map resiliency mode,
then read data is never satisfied out of write cache.

Resiliency Threshold

Specifies the maximum time between delivery of the
response to a write command to the host, and initiation of
associated writes out of write cache and map journal to
disks. This time is specified in seconds. This maximum
time is submitted to the scheduler for implementation.
Depending on the priority of other events in the scheduler,
the desired time may not be implemented. If NVRAM use
is disabled due to the chosen map resiliency mode, then
this field is ignored. The 0 value of this field is not the
same as disabling NVRAM use. A value of Oh indicates
that no maximum time will be enforced and that no

recovery image will be available.
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Simplified Resiliency Setting

The simplified resiliency setting is derived from several other fields. Collectively these settings control how
dataresiliency is managed. Table 31 identifies the field settings for each of the resiliency modes.

There are four modes of data resiliency: Normal, SingleController, Secure, and HighPerformance. The
default setting is Normal for dual controller disk arrays. If the disk array has been ordered with asingle
controller, the default for this settingsis SingleController.

For information on changing the data resiliency mode, s&etting Data Resilientyn this chapter.
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Table 31. Simplified Data Resiliency Settings

Normal Mode
Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller ENABLED Single Controller Dual Controller
Warning
Lock Write Cache On| TRUE Not Supported Data map and write cache
Disable NVRAM on FALSE information is scheduled
WCE False to flushed to the disk
Disable NVRAM with TRUE every four seconds.
One Ctrlr
Disable NVRAM on FALSE
UPS absent
Force Unit Access 2
Response
Disable Read Hits FALSE
Resiliency Threshold 4
SingleController
Mode
Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller |DISABLED Single Controller Dual Controller
Warning
Lock Write Cache On| FALSE |Data map and write cache Not Supported
Disable NVRAM on TRUE [information will be flushed
WCE False to the disk once every
second
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Secure Mode
Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller ENABLED Single Controller Dual Controller
Warning
Lock Write Cache On| FALSE Not Supported Data map and write cache
Disable NVRAM on TRUE information will be flushed
WCE False to the disk once every
Disable NVRAM with TRUE second
One Ctrlr
Disable NVRAM on FALSE
UPS absent
Force Unit Access 2
Response
Disable Read Hits FALSE
Resiliency Threshold 1
HighPerformance
Mode
Default
Parameter Setting Simplified Resiliency Setting Results
Single Controller ENABLED Single Controller Dual Controller
Warning
Lock Write Cache On| TRUE Not Supported Data Resiliency disabled
Disable NVRAM on FALSE
WCE False
Disable NVRAM with TRUE
One Citrlr
Disable NVRAM on FALSE
UPS absent
Force Unit Access 0
Response
Disable Read Hits FALSE
Resiliency Threshold 0
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Setting Data Resiliency

The data map contents stored in the disk array controller NVRAM is copied to two disks on the array at
regular intervals to protect against map loss. The interval at which the disks are updated with recovery map
information is controlled using the data resiliency setting. Selecting a data resiliency setting involves
making a tradeoff between data protection and performance. The more frequently the recovery maps are
updated, the more impact it may have on performance.

To set the data resiliency mode, type:
arrayngr -J {SingleController | Secure | Normal | Hi ghPerfornmance} <array-id>

The dataresiliency settings are described in Table 32.

Table 32. Data Resiliency Settings

Setting

Description

SingleController

This setting should only be used if the disk array is operating with one
controller. This suppresses the single controller warning messages that
are normally generated when the disk array is operating with one
controller. This setting will affect I/O performance. This is the default
setting for single controller mode.

Secure Continually updates the disks with any changes in the controller maps.
This is the highest level of data protection, but it may result in
decreased I/O performance.

Normal Updates the maps on the disks at regular intervals (typically 4 seconds).

This option offers both data protection and good performance. This is
the default setting for dual controller mode.

HighPerformance

Updates the disk maps only during shutdown of the disk array. This is
the lowest level of data protection, but it offers the highest level of
performance.
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Creating a Disk Array Alias

An alias can be created to identify the disk array. The alias provides an alternative to the disk array seria
number and raw device file name that can also be used to identify the array.

Aliasing can be used in a variety of waysto help identify disk arraysin large systems. For example, by
assigning numbers to racks and to the shelf positions within the racks, each disk array can be uniquely
identified using an appropriate alias. If arack isassigned number 12, the disk array installed on shelf 3 of
the rack could be identified using an alias of R12_S03. This technique simplifies locating the disk array
should it need service.

Tocreateadisk array alias, type:
arrayngr -D alias_nane <array-id>

al i as_nane can be up to 12 charactersin length and can include upper case letters, numbers, spaces,
number sign (#), underscore (), and period (.).
Recover

If the disk array is not shutdown properly, it is possible that the data mapsin NVRAM memory will be lost.
For this reason, the disk array allows the data maps to be periodically written to the disk drives. If the maps

are lost, an error code such as “No Address Table” will appear on the display. If your disk array is a boot
device, you may have to recover the maps by using the front panel command called “Recover” under the
“Cntrl Changes” menu. The Recover command is only supported in controller firmware versions later thé

HP40, and any patch delivered after IPR9808 release.
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