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EXECUTIVE SUMMARY

VMware® ESX Server is virtual infrastructure software for consolidating and managing systems. ESX Server accelerates
service deployments and adds management flexibility by partitioning x86 servers into a pool of secure, portable and
hardware-independent virtual machines. VMware Virtual Infrastructure and ESX Server have gained tremendous
attraction and acceptance in the industry and are considered critical IT components for enterprises and small
businesses alike.

lomega® StorCenter™ Pro ix4-200r NAS Server is an integrated storage device that offers both NAS and iSCSI
functionality to allow customers flexible deployment options. The product targets small- to medium-sized businesses
with a rich set of features and simplicity of management. The StorCenter ix4-200r is powered by EMC® LifeLine™
software to allow businesses to protect and share data with EMC’s world class storage and security technologies.

This white paper examines how StorCenter ix4-200r can be used to present storage to VMware ESX Server in a virtual
environment. The paper also provides detailed procedures that illustrate how to create storage on a StorCenter ix4-
200r in different forms and then utilize the storage on a VMware ESX Server.

INTRODUCTION

VMware Infrastructure 3 supports NAS storage devices using the NFS and iSCSI protocols. StorCenter NAS devices
can present NFS-exported shares and iSCSI LUNs to VMware ESX Server to create Datastores for virtual machines
and virtual disks. An lomega StorCenter NAS offers greater reliability, ease of use, and ease of management
characteristics that are designed specifically for the needs of small businesses.

VMware ESX Server can connect to iSCSI targets using either software or hardware iSCSI initiators. The LUNs
presented by a target can then be formatted in the proprietary VMFS format. VMware ESX can also use iSCSI LUNSs in
the form of RDM to provide direct raw disk access to virtual machines. VMFS is the native storage option on VMware
ESX Server, It's also how SAN storage and local disks are utilized to create datastores.

NFS is another compelling option for VMware ESX for many reasons. With NFS, VMWare ESX Server supports
advanced features including VMotion, Distributed Resource Scheduler (DRS), high availability (VMHA), and VMware
Consolidated Backup (VCB). NFS offers a highly simplified management model that reduces cost and management
complexity. VMware encapsulates virtual machines into a small number of .vmdk files. NFS is an optimized file-serving
protocol with operational granularity at the file level as opposed to the LUN level.

lomega StorCenter NAS satisfies requirements for both storage options on VMware ESX Server and is certified in the
VMware Hardware Compatibility List (HCL) with certifications in both NAS and Software iSCSI categories. A
StorCenter NAS device is a proven storage platform for small businesses that want to deploy VMware ESX Server.
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AUDIENCE

Information contained in this white paper is intended for lomega customers, partners, and service personnel involved
in planning, architecting, or administering a VMware environment with an lomega StorCenter NAS as the storage
device. The readers are expected to have experience with ESX Server and an lomega StorCenter NAS devices that run
EMC Lifeline software.

TERMINOLOGY

» Datastore: A file system, either VMFS or NFS, that serves as a virtual representation of an underlying pool of
physical storage resources. These physical storage resources can be comprised of SCSI disks from a local server,
Fibre Channel SAN disk arrays, iSCSI SAN disk arrays, or NAS storage arrays.

» Internet SCSI (iSCSI): A protocol for sending SCSI packets over TCP/IP networks.

» iSCSI LUN: iSCSI LUN (Logical Unit Number) is a virtual disk that processes SCSI commands, such as reading
from and writing to storage media.

» Network File System (NFS): A distributed file system providing transparent access to remote file systems. NFS

allows all network systems to share a single copy of a directory.

» Raw Device Mapping (RDM): RDM includes a combination of a pointer, which is a .vmdk file that resides on a
VMEFS volume, and a physical raw device that the .vmdk file points to. RDM can either be physical compatibility
mode or virtual compatibility mode.

» Virtual Machine: A virtualized x86 PC on which a guest operating system and an associated application run. AVM is
also a set of discrete files that primarily include a .vmx configuration file and one or more .vmdk virtual disk files.

» Virtual Machine File System (VMFS): A VMware proprietary file system installed onto data stores and used by ESX
Server to house virtual machines.

SOLUTION CONFIGURATION
This section lists hardware and software resources for provisioning StorCenter ix4-200r storage to VMware ESX Server
3.5, as illustrated in this white paper.

HARDWARE
Table 1 lists the hardware resources used in the testing environment for the paper

lomega® StorCenter™ Pro one «Four 500 GB or 1TB (7200 rpm) SATA disks
NAS ix4-200r NAS +RAID 5 across the disks

+One GbE network connection
Dell PowerEdge 1850 one «Two Intel Xeon 3.00GHz CPUs

+8 GB of memory
«One 146 GB 15k internal SCSI disk
-Four 10/100/1000 MB Ethernet NICs
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SOFTWARE
Table 2 lists the software resources used in the testing environment.

EMC Lifeline 2.0 one EMC firmware that runs the lomega

StorCenter Pro ix4-200r NAS
VMware ESX Server 3.5 one Installed on a Dell PowerEdge 1850
machine
VMware Virtual Infrastructure 2.0 one Installed on a Windows client
DEPLOYMENT ROADMAP

Following its installation and initial configuration, the ESX Server can be connected to shared storage that is presented
from the StorCenter ix4-200r over the NFS and the iSCSI network protocols. Figure 1 highlights the steps that should
be followed when connecting the StorCenter ix4-200r storage device to the ESX Server.

Whilweare ESH Server
inztallstion and indtial
configuration

MFSASCE]

MIC, iSCS] Initiator or
ISCSIHBA driver Ldd lomega shares to L lomega iSCSILUMNG
configurstion Widweare ESX Server Lo Whilveare ESX Serve

: | I :

YiiKernel port
configuration in Creste MFZ datastores) Creste WMFS datasztore Add RDM disks to
Whiveare ESX Server n *hloeare ESY Serve n hlaeare ESY Server virtual machines

| |
!

Whiweare ESX Server
multipathing and failover,

Figure 1 High-level roadmap for connecting the ESX Server to a StorCenter ix4-200r

This white paper provides further information on each of these steps as follows:

- NIC and iSCSI initiator configuration in the ESX Server — configuring the physical NIC, software iSCSI initiator or
the iSCSI HBA that will be used to connect the ESX Server to a StorCenter ix4-200r.

- VMkernel port configuration in the ESX Server — configuring the ESX Server for IP storage connections to a
StorCenter ix4-200r for both the NFS and iSCSI network storage protocols.

- Adding lomega shares to the ESX Server — for NFS, creating and exporting lomega shares to the ESX Server.

- Creating NFS datastores in the ESX Server — for NFS, configuring NFS datastores in the ESX Server on the
exported shares from a StorCenter ix4-200r.

- Adding iSCSI LUNSs to the ESX Server — for iSCSI, creating and sharing lomega iSCSI LUNs to the ESX Server.
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- Creating VMFS datastores in the ESX Server — for iSCSI, configuring VMFS datastores over the iSCSI LUNs that

were provisioned from a StorCenter ix4-200r.

- Adding RDM disks to virtual machines — for iSCSI, alternatively making the LUNs available as RDM disks to the

virtual machines.

- Multipathing and failover in the ESX Server — best practices for designing highly available network architecture in

the ESX Server.

NIC AND ISCSI INITIATOR CONFIGURATION

The NIC and iSCSI HBA drivers provided by VMware as part of the ESX Server distribution should be utilized when
connecting the ESX Server to a StorCenter ix4-200r storage device.

For iSCSI, both the ESX Server software iSCSI initiator and the iSCSI HBA can be used to connect to StorCenter ix4-
200r iSCSI targets. When using iSCSI HBA, two models by QLogic are currently supported. They are QLA4050c and
QLE4060c; both are certified in the VMware |/O Compatibility Guide for ESX Server 3.5

(http:/ /www.vmware.com/pdf/vi35_io_guide.pdf).

VMKERNEL PORT CONFIGURATION

A VMkernel port allows for the usage of both iSCSI and NFS storage. When the storage has been configured on a
StorCenter ix4-200r, the ESX server host must have a VMkernel port defined with network access to the lomega device.
1. Click Configuration >Networking > Add Networking.

1% 10.6.117.42 - VMware Infrastructure Client

i

- - -
) ~

Bl [ [rtpsol250.50lutionsL rtp.dg. com rtpsol250.solutions1.rtp.dg.com YMware ESX Server, 0, 82663
Gh mitO-wiki-bus
Eh il 1-sles-lsi Getting Started | Summary | Virtual Machines

i1 2-sles-bus Hardware
il 3-wzk3-lsi

G0 mild-wzk3-bus Processars
G mitS-sles-lsi Memory
G mité-sles-bus Storage
G mig-wzk3-ksi "
Metwoarking
Storage Adapters

Metwoark Adapters

Software

Licensed Features

Time Configuration

DMS and Routing

‘irtual Machine Startup/Shutdown
Wirkual Machine Swapfile Location
Security Profile

System Resource Allocation
Advanced Settings
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2. Select the VMkernel connection type as shown in Figure 3.

% Add Network Wizard

Connection Type
Netwarking hardware can be partitioned to accommodate each service requiring connectivity,

Connection Type
Metwork Access
Caonnection Sethings
Summary

Figure 3 VMkernel selection

3. Select a virtual switch to handle the VMkernel port traffic

=+ Add Network

¥irtual Machines - Network Access
virtual machines reach networks through uplink adapters attached to virtual switches,

Connection Type
Network Access

Connection Settings

Summar O Createavirtualswich e feele
O Use vSwitcho Speed Networks
= B vmnico 1000 Full 10,6.117,126-10.6, 117 125
@ Use vSwitchl Speed Networks
F B vmnicz 1000 Full 10,6.117,126-10.6,117 125
E & vmnicl 1000 Full 10,6.117,1268-10.6, 117, 126

Wirtual Maching Port Group Physical Adapters

Wirtual Maching Metwark, g BB vmnicZ
E@ vmnicl

WMkemel Part

NIC Team (22

10.6.117.44

_ <o [[ > | con |

Figure 4 Select virtual switch
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4. Name the new VMkernel port group and optionally the VLAN ID for the network.

) Add Network Wizard

¥irtual Machines - Connection Settings
Use network labels ka identify migration compatible connections common to bwa or mare hasts,

Connection Type

Hetwork Access
Connection Settings Iomega skorage connection
SUmmmary

Wirtual Machine Port Group Physical Adapters

lomega storage connection ). BB vnic2
BB vmnict

kel Port

MIC Team

10.6.117.44

Figure 5 Name the VMkernel port group

5. Verify the settings and finish creating the VMkernel port.

(= 10.6.117.42 - YMware Infrastructure Client

51 milt-wzkibus

& mitl-slessi ] ed o i Configuration
G mit2-sles-bus Hardware Networking Refresh  Add Netwarking...
B mitFwekdsi
& m\ig-vTZkS‘-?:us Processars Virkual Swikch: vSwikchd Remave... Properties...
milo-sles-lsi
g L6 slos-bus Mermory Wirtual Machine Port Group —  Physical Adapters
B misoncron Storage ' ym Hstwark 23 B8 vmnicd 1000 Ful | 031
mig-wek3si *
\ metworking B & virtual machine(s) | VLA 10
Storage Adapters m‘lz's‘:':m @
9wk
Mekwork Adspters is ekl @
mit0-wzk3-bus &3
Software mit 1-sles-lsi &
mit3-wizk3Hsi &
Licensed Features it dow2lebus &
Time: Configuration - &
DHS and Routing iL6-slos-bus &
Wirtual Machine Startup/Shutdown
Service Consale Part
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System Resource Alocation L |
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Figure 6 VMkernel port group created
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ADDING A SHARE ON AN IOMEGA STORCENTER NAS DEVICE
When using NFS storage, you need to add a share on a StorCenter ix4-200r. Appropriate access permissions must be
set for the VMkernel port on the ESX Server to mount an NFS share. These access permissions are:

- Host access — provide the VMkernel port mount access to the share.

- Read/write access — provide the VMkernel port read /write access to the share.

- Root access — provide the VMkernel port root access to the share.

NFS exports directories with root_squash turned on. This means that root on the client machine will be mapped to the
anonymous UID, which is commonly nobody. The result is that root on the client machine will not be able to access
anything in the exported entry. The no_root_squash option prevents this behavior. Therefore, if you want to secure the
share to be used by ESX, you must enable root account access on your Lifeline. If you choose to leave the share non-
secured, then nothing special needs to be done.

1. From Settings > Network Services > check Enable NFS Service on StorCenter ix4-200r. Also, check “Allow
Root Account Access” if you intend to secure the NFS share so that the ESX server can access it using the default root
account.

[ ]
[I iomega' ~ 7 ripsoho

an EME company

Home  Dashboard  Users  Shared Storage

NFS Settings

This page allow you to

Enable NFS Service enable or disable NFS.
[ = Allow Root Account Access NFS should remain

disabled unless you have

an existing network of Linux
or UNIX computers.

Once Enable NFS is
checked, you will be able to
set host-based access to
folders

Set NFS access for each shared folder from the Shared Storage
tab

Paths to MFS folders are in the following form: AnfsfFolderName

(Ccencel ) oty )

Figure 7 Enable NFS service on the StorCenter ix4-200r
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2. Go to Shared Storage and click Add to create a new share and optionally enable security on it.

«, admin (Logout) @

[
[I iomega‘ 7 ripschol

an EMC company.

Home Dashboard (VETUSB  Shared Storage  [ESELDE]

Add Shared Storage - Step 1 of 3 “

Add a folder by entering a

Shared Storage Type:[Folder |5 ;E:\cirn‘;rlr;i;nd selecting a
FolderName:wFs4ESy | Check Enable Security to

configure access to this
folder. Ifthis folder is left
unsecured, anyone on the

% Enable security netwark can read or write
Checking this box allows to you to specify which users are given files to it without entering a
access username or pESSWUI'd

If security is enabled click
Nextto set access
privileges, otherwise click
Apply to add your folder.

{ Cancel J{  mMext )

Figure 8 Create a new share
When creating the share, ensure Folder is the shared storage type and that Enable security is not checked.

3. Click Next to specify user access to the secured share.

1z, admin (Logout) €3

-
[I iomega' = 7 rtpsoho1

an EME company

Home  Dashboard  Users [EEIEICWESUIELCEN — Settings

Add Shared Storage - Step 2 of 3 Set Access Rights

For each user listed,

[} Allow unsecured read access choose an available
access privilege for this
Set user access to secured folder WFS4ESX: folder.
” By checking Allow
User Name ReadWrite| Read Mone H g

unsecured read access,
S admin o] [e! [o) you allow anyone to read
the folder without entering
a username or password.
This also disables the
MNone access column since
read access cannot be
prevented.

Figure 9 Specify user access
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4. Click Next to specify host access to the secured share. Make sure you enter the IP address of the VMKernel
port created previously, not the service console port.

&, admin (Logout)

[ ]
[I iO mega' ~ 7 ripsoho1

an EMC company

Home Dashboard Bhared Storage

Add Shared Storage - Step 3 of 3

This page allow you to
configure NFS rules to
specify access for hosts
SetNFS host access to secured folder NFS4ESK: Asingle host may be

Allow secured access through NFS

listed by its IP address
= (such as, 192.168.1.8).
e ploti s GEESUNIG)| (HEEE Multipls hosts all on the
10.6.117. same local network can
ﬁﬂ ek | 44‘ | © © be listed by
networkinetmask pair
(such as,
192.168.1.0/255.255.255.
or192.168.2.0/24) and
wildcards can be used
too (such as, *foo.com
192.168.1.7).

To export a folder to all
hosts on an IP address
or subnetwork
simultanecusly, specify
an IP address and
netmask pair as
address/netmask where
the netmask can be in

Figure 10 Specify host access

5. Click Apply and a confirmation page should display.

«&, admin (Logout) ‘7"

L]
[I i(] mega' — . 7 rtpsoho1

an EME company
Home Dashboard (UEEERN  Shared Storage IS IES

r Folder NFS4ESX was successfully added JLhe folder was

successfully added

Security: Secured Read/\Write

Folder NFS4ESX has the following access rights:

Name Access
&, admin Read/rite

10611744 Read/Virite

=

Figure 11 New share created
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CREATING AN NFS DATASTORE ON ESX SERVER

VMware Infrastructure 3 management utilities are used to configure and mount NFS shares from the StorCenter ix4-
200r. The VI client is also used to assign a datastore name to the export. The datastore name is the key reference that
is used to manage the datastore within the ESX environment.

The NFS datastore is viewed as a pool of storage space to support virtual disks. One or more virtual disks are created
within the datastore and assigned to virtual machines. Each virtual machine will use the primary virtual disk to install
the guest operating system and boot information. The additional disks are used to support application and user data.

By default, the ESX Server allows a maximum of eight NFS datastores to be created. To create more NFS datastores,
please change the NFS.MaxVolumes setting to a number no greater than 32. The following settings are recommended
for NFS connections:

NFS.MaxVolumes = 32

NFS.HeartbeatFrequency = 12

NFS.HeartbeatTimeout = 5

NFS.HeartbeatMaxFailures = 10

Net. TepipHeapSize = 30

The three heartbeat options control heartbeat counts and timeouts. In the event of a brief network connection loss,
reboot, or failure of the NFS server, the ESX Server will not simply fail the NFS datastores. The NFS client in ESX relies
on heartbeats to verify the NFS shares are available. Therefore, increasing the NFS heartbeat frequency will ensure the
NFS datastore 1/O can resume much sooner, once the NFS server comes back.

(%) 10.6.117.42 - VMware Infrastiucture Client

B [J | rtpsol250.solutions T rtp.dg.com
G mild-wzk3-bus
5 mitt-sleslsi G S i Canfiguration NLE

mil2-sles-bus
mil3-wzk3-lsi dvanced Settings

mil4-n2ka-bus Pracessors T Confis

&
&
&
mil5-sles-lsi
Memary Migrat
{5 mité-sles-bus B e Bl NFS HeatbaatiasF ailures

mig-w2k3-lsi cow

Metworking Nurmber of sequential falures before we mark a volume as down
- Misc o
Storage Adapters

a p i Wkernel Mir: 1
Wetwork Adapters o Ma 10

. User

Software
MNFS Marolumes

Licensed Features - Huma

Time Configuratior " Y9 Maximum number of mounted NFS volumes
LYM

NS and Routing e Mint: g
Virkusl Machins Sta VMFS3 Mase »
virtual Machine 5w i BufferCache
Security Frofile Sesi

e Mz

- LPage

NFS SendBufferSize

System ResoLrce A

Default size of socket's send buffer in KB
Min: 32
M 264

v Advanced Settings

Figure 12 Modify NFS options on ESX Server
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The TCP/IP heap is memory used for TCP/IP buffers for NFS, iSCSI, VMotion, etc. The default NFS.SendBufferSize is
264KB, and the default NFS.ReceiveBufferSize is 128KB. So with two sockets per volume, the total heap needed per
volume is 784KB. If you want to create a total of 32 NFS datastores, then you need approximately 25MB in heap size. If
you set the heap size to 30MB, you will ensure the best NFS datastore performance when the maximum number of
datastores are created.

(=) Advanced Settings

- WMkernel
.. 1rq
- Muma
.. LYM
- LPage
- Config
Misc Max: il
Zpu

... DirentryCache
. Disk Met.PortkeepDetailedStats

Net PortTrackT«Race

it enabled(1]. collect statistics on potential te race between concument thieads
Hin: 1}

- BufferCache
. Net.

o COW

- Migrate Max: 1

it enabled(1). collect detailed statistics on port
Hin: 1}

Net PortDisableTimeout

max timeout delay ta wait for ports to complete 1/0 before disabling
Hin: 1}

M a: 2147483647

MNet.TcpipHeapSize

Initial size of the tcpip madule heap in megabytes. (REQUIRES REBOOT!)
Mir: B

Maw: a0

MNet.TepipHeaphax

Max megabytes the tcpip madule heap can grow to. [REQUIRES REBOOTI)

Figure 13 Modify TCP/IP heap size
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1. Go to Configuration > Storage > Add Storage...

(%) 10.6.117.42 - ¥Mware Infrastructure Client

2

‘ EJ

B rtpsol250.solutions1.rtp.dg.com rtpsol250.solutions1.rtp.dg.com ¥Mware ESX Server, 3.
B mit0-wzki-bus

G mill-sles-lsi
g 2:13:;;!‘1: e Storage Refresh  Remove Add Storage...
& it w2k -bus B ccons Identification | Capacity | Free | Type |
&1 mits-sles-lsi Memary [ IES 8.75GE 42700 ME wvmfs3 |
B mité-sles-bus = H isosrlunzt 149.75 GB 2117 GB vmfs3
,
G mis-wekisi P B st .75 GB 42600 M vifs3
Wetwarking B iscsHun? .75 GB 425,00 ME Vi3
Storage Adapters B ripsolzsoistoragel 129,00 GE 128.45GE vmfs3
Network Adapters B iscsrlunzo 575 GB 421,00 MB  vmfs3
Software
F e Details Properties...
icansed Features
Time Configuration ISCSLLUNLE 8.75GE  Caparity
Location:  fumfsjvalumes{495798d3-b...
DNS and Rouking 8.33G6 [ Used
Yirtual Machine Startup/Shutdonn 427.00ME O Fres
Yirtual Machine Swapfile Location R )
Security Profile Fixad Properties Extents
T Volume Label:  ISCSILUNLE wmhbad2:45:0:1 .99 GB
Advanced Settings - Detestoreibiamets. [3SLHLNLS Total Formatted Capacity 8.75G8
B . Formatting
Emke'n, - File System: YMFS 3,31
Disable;j' - Block Size: 1 MB

o1

Figure 14 Add storage to ESX Server

2. Select the Network File System option.

re Add Storage Wizard

Select Storage Type
Do you wank ko Format a new volume or use a shared folder over the network?

E NAS
Metwark File System
Ready to Complete

Figure 15 Select NFS type

iomega

an EMC company

White Paper 13




STORCENTER 1X4-200r NAS WITH VMWARE ESX SERVER 3.5

3. Enter the NFS server and share information on StorCenter ix4-200r.

) Add Storage Wizard

Locate Network File System
which shared Folder will be used as a YMware datastore?

Bl MaS
Metwork File System
Ready to Complete

I

Figure 16 Mount the NFS share

10.6.117.128
Irfs {MFS4ESY

Iomega-NFS|

Either the hostname or the IP address of the StorCenter ix4-200r can be entered here. Ensure that “/nfs” is specified in the folder
path so Lifeline can export an NFS share. A meaningful datastore name is recommended to clearly identify it in ESX Server.

4. Click Next and confirm the settings to create the datastore.

rtpsolZ50.solutions1.rtp.dg.com ¥Mware ESX Server, 3.5.0, 82663

Witual Machines | Resource Allocation

Summary

SElinE=  Configuration

Hardware Storage Refresh  Remove Add Storage...
Processors Identification | Device Capacity | Free | Type |
Memary a iSCSI-LUM1E winhba32:45:0:1 8.75 GB 427.00ME  wmfs3 |
a a iSCSI-LUM21 whba32:i41:0:1 14975 GB 21,17 GB  wmfs3

v
orage B iscsrLung vinhbasz::0:1 §.75 GB 426.00MB  vmfs3
Networking B iscsony winhbadz: 46:0:1 .75 GB 475,00 ME  wmfss
Storage Adapters Bl rtpsolzShistoragel  wmhbal:0i0:3 129.00 GB 128,458 GB  wmfsd
Metwork Adapters B iscsIlunzo wmhbad2:42:0:1 8.75GE 421,00 MB  wmfs3
a Iomega-tFs 10.6,117, 128 nfs/NFI4ESY BA0.26 GE 445,69 GBE NF3
Software
Details Properties. ..
Licensed Features
Tirne Configuration ISCSILUNLS 8.70GE  Capacity
i Location:  fvmfsfvolumesf496795d3-b. ..
DS and Routing 833GE [ Used
“Wirkual Machine Startup)Shubdown 427.00MB [0 Free
Yirtual Machine Swapfile Location path Selection
Security Profile Fixed Properties Extents
System Resource Allacation ;oltumte Lal?\xlal: |ZEZ§-\[E$: winhba3z:45:0:1 3,99 GB
Adwvanced Settings Paths arastars hame: 1 i Tokal Formatted Capacity 8.75GB
Total: 1 Fnrmatting
Broken: 0 File Sys.tem: YMFS 331
Disabled: 0 Block Size: 1 MB
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ADDING AN ISCSI LUN ON AN IOMEGA STORCENTER NAS DEVICE

When using iSCSI storage, you need to add an iSCSI LUN on a StorCenter ix4-200r. A total of 32 iSCSI targets can be
created on an StorCenter ix4-200r, with each target holding one single LUN. An iSCSI LUN can be protected by setting
user access controls and iSCSI authentication methods.

The StorCenter ix4-200r supports two methods of target discovery: the SendTargets command, and the Internet
Storage Name Service (iSNS) server. The SendTargets command technique requires that an initiator know the IP
address and port number of the target. It is the simple and default discovery method. The VMware ESX Server only
supports SendTargets; therefore, this is the discovery method used.

After target discovery, an iSCSI initiator can log on with or without authentication. A StorCenter ix4-200r supports the CHAP
authentication method. When CHAP is enabled and an iSCSI LUN is secured, an initiator will need to provide the CHAP
secret to log on. However, if the LUN is not secured, no authentication is required even if the global CHAP setting is enabled.
lomega customers are recommended to secure iSCSI LUNSs, and this is the practice followed in the white paper.

1. From Settings > Network Services > check Enable iSCSI on a StorCenter ix4-200r. Optionally enable iSNS discovery.

[ ]
[I iomega' — 7 rtpsohol

anEME company

Home [BEEN ] Users Shared Storage

iSCSI iSCSI Settings

This page allows you to

éi iSCSI allows you to work with networked storage over Ethernet enable or disable ISCSI. By

connections as if physically connected. iSCSI drives are most suitable for default, it is disabled. If
business users that require transmitting large amounts of data over a ISCSlis enabled, you can
netwark. add and connectiSCsl

drives to your computer
Check Enable iSCSI to

Enable iSCSI

Enable discovery with iSMS (Internet Storage Mame Service) enable iISCSI.
@ Use local iSNS server Check Enable discovery
with iSNS to enable
© Use external iSNS server discovery with iISMS, and
choose whether to use a
[T Enable two-way authentication (Mutual CHAP) local of external iSNS

Sener.

Check Enable two-way
authentication {Mutual
CHAP) to enahble security,
and enter a device secret.

Click Apply to save your
settings.

Ccancer Yooy )

= Helping you manage your digital life

Figure 18 Enable iSCSI service
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2. Click Shared Storage and click Add to create a new iSCSI LUN and enable security on it.

&, admin (Logout) "3

L] iomega = rpsonot

an EMC compamy.

Home Dashboard Us Shared Storage Settings

Add Shared Storage - Step 1 0of 2

Add an iSCSl drive by

Shared Storage Type:[;SCS| Drive r entering a valid name.

Check Enable Security to
iSCSI Drive Mame:[LUN32 | configure access to this
iSC3 drive. IT this iISCSI
sze@Br[ ] drive is left unsecured,

anyone on the network can
read orwrite files to it If

security is enabled click
I Nextto set access
g = privileges, otherwise click
W242 6B Used MThisDrive  [442 GB Free Apply to dd your ISCSI

drive

% Enable security
Checking this box allows to you to specify which users are given
access.

o ) e )

Figure 19 Add new LUN

3. Proceed to set user access to the LUN.

= administrator (Logout) 7"

L] iomega == rpsohot

an EMC company

Home Dashboard Shared Storage Seftings

Add Shared Storage - Step 2 of 2 Set Access Rights

For each user listed,

Setuser access to ISCSI drive LUN32" choose an available
access privilege for this
Name Read/Write Mone loides
e By checking Allow
S administrator @ o unsecured read access,
&, sohousert e [ol you allow anyone to read

the folder without entering
ausername or password.
This also disables the
Mone access column since
read access cannot be
prevented

( Back ) cancel  J{_ Apply )
° Figure 20 Set user access to the LUN
iomega
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In this example, the user account Administrator is given read/write access to the LUN, but other users have no access
to it. This Administrator user account and its password will be the CHAP logon credentials to be used by ESX Server.

4. Click Apply and a confirmation page should display.

&, administrator (Logout)

L]
[I iﬂmega' ~7 ripsoho1

an EMC company.

Home Dashboard UEHERN  Shared Storage  [EEHHGES

iSCSI Drive Information iSC Sl Drive Information

This page displays access
=] TheISCSIdnve 'LUNGZ!is being adde (50% complete. Jronpaton loran1SC
To change the settings,

return to the Shared
Size: 1GB

Storage page and click J2
Security: Secured

QM MName: ign.1992-04.com.emc:ix4-200r.rtpsoho1.LUN32

ISCSI drive LUN32 has the following access rights:

Name Access
=, administrator ReadiWrite

= Helping you manage your digital life

Figure 21 Confirmation of the LUN creation

CREATING A VMFS DATASTORE ON THE ESX SERVER

Prior to adding an iSCSI device on the ESX Server, an iSCSI initiator must be installed. Two types of initiators, software
and hardware, can be used in the ESX Server. Each type has a distinct installation method. After installation, however,
both initiators use the same process to discover targets, log on to the targets, scan for new iSCSI LUNs, and create
VMFS datastores using those LUNSs. In this white paper, the software iSCSI initiator is used to illustrate the process.
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1. Enable the iSCSI client in the VMware ESX firewall. Go to Configuration > Security Profile > Properties...

=3 10.6.117 42 - VMware Infrastructure Client

Security Profile

1 mitow

51 it -sles-si

(@) mil2-sles-bus

B mizeckak || [Hardware

G mitd-wikibus Processors

51 miLs-sles-si R

1 mil6-sles-bus o

() mig-mzk3-si 9
Metworking

Storage Adspters
Metwork Adapters

Software

Licensed Features

Titne: Configuration
DNS and RoLting
Wirtual Maching StartupShitd
Wirtual Machine Swapfile Loca

Security Profils
System Resource Alocation
Advanced Settings

Firewall

> Firewall Properties

Software iSCSI Client
YMware WirtualCenter Agent
VOB

[0 Active Director Kerberos
O commvaul Dynamic
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rtpsal250.solutions 1,

Configuration

Refrash Properties. .

Incoming Ports Oubgoing Ports | Protocels | Daemon &

3260 TP i

0z LoP i

443,902 TCP i

464,88 Tcp nja
i

8600-5619 8600-6619

Figure 22 Enable iSCSI client

10.10.22.12 ¥Mware ESX Server, 3.5.0, 59330

Surnmary | Wirtual M:

e Storage Adapters Rescan. ..
Protessors Device | Type | 5AM Identifier
PowerEdge Expandable RAID Controller 5
Memary
@ & wmhbao 5C51
oragel iSCSI Software Adapter
{5 wmhbazz i3C51 iqn. 1998-01 .
b1
4| | 11
Software
Details
Licensed Features wmhba32 Propertie
Time Configuration Madel: IP Address:
DS and Rauting i5C5I Mame: Discovery Methods:
Wirtual Machine Startup) shukdown i5CSI Alias: Targets:
Wirkual Machine Swapfile Location 3
Security Profile ]
System Resource Allocation
Advanced Settings

Figure 23 iSCSI Software Adapter
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3. Click the vmnba32 iSCSI software adapter and then click Properties. If the iSCSI initiator is not enabled yet, click
Configure to enable the initiator and use the default iSCSI name.

2 iSCSI Initiator [¥mhba32] Properties

Figure 24 iSCSI initiator properties

4. Click Dynamic Discovery > Add to enter the iSCSI server information. As mentioned previously, the SendTargets
discovery method is used.

) iSCSI Initiator [¥mhba32) Properties

ISCST Server

[ Add Send Targets Server

10 .6 117 124

o | o | e |

° Figure 25 Specify iSCSI server information
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5. Click CHAP Authentication > Configure to enter the CHAP authentication credentials for logon to the iSCSI targets
on the StorCenter ix4-200r. The CHAP name should be the user name that is granted read/write access to an iSCSI
LUN. In this example, it's Administrator. The CHAP secret is the password of the user account as set on the ix4-200r. A
CHAP secret is required to have 12-16 characters if IPSec is not used. Therefore, if the user password is shorter than 12
characters, increase its length with the asterisk “*” character.

1 iSCSI Initiator [¥mhba32] Properties

(=] CHAP Authentication

[

Administratar
[abedefigh®+++|

Figure 26 Supply CHAP authentication information

6. Go to Configuration > Storage Adapters and click Rescan to discover targets and LUNs on the StorCenter ix4-200r.

[+ 10.6.117.42 - ¥Mware Infrastructure Client

1 milD-w2ki-bus
G mitl-slessi G Summary - Yirtua i 8 2o Configuration

{1 mit2-sles-bus Hardware Rescan...
[ mit3-weks-lsi e Type | AN Tdentifier
& mitd-w2ks-bus Processors
G mil5-sles-lsi Memary © wmhbaz ) LUl SC3
@ i l6-sles-bus Storsge Sétll]ﬂl:‘;‘lzmlfx Fusion-MPT Dual Ultra320 5C51 el
G mig-wzka-lsi Networkin mnoal

9 & wmhbal SCSI

» Storage Adapters iSCSI Software Adapter
Metwork Adapters vmhba32 ign, 1998-01.com. ¥mware:. ..

Software
Details
Licensed Features ymhba3z Properties...
Time Configuration Model: i5CSI Software Adapter IP Address:
DM and Routing iSCS1 Warne: ign. 1998-01 . com, vmware:rkpsol 250-6F023032 Discavery Methads:  Send Targets
yirtual Machine Startup/Shutdown 1551 Alias: repsol250.solutions1.rtp. dg.com Targets: 32
i

Virbual Maching Swapfile Location SCSI Target 54 =
Security Prafile ISCS| Mame: igr.1992-04. com. emc: storage-credenza. tpsohal LUMN 32
System Resource Allacation ISCSI Alias:
Advanced Settings Target LUNs: 1 Hide: LUNs

Path ‘ Canonical Path | Type | Capacity ‘ LUN ID |

wmhba32:54:0 wihba32:54:0 disk. 2.00 GB

®
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| Target | Status | Initiated by

Figure 27 Target and LUN discovery
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All the targets and LUNs that are either unsecured or granted access to the Administrator user will show up as disks
in the VMware ESX.

7. Go to Configuration > Storage > Add Storage... again to create VMFS datastore.
8. Select the Disk/LUN option.

r%5 Add Storage Wizard

Select Storage Type
Do you wank ko Format a new volume or use a shared Folder over the network?

E Disk/LUN
Device Location
Current Disk Layout
Propetties
Formatking
Ready to Complete

Figure 28 Select VMFS type

9. Select the iSCSI LUN to create VMFS on.

(= Add Storage Wizard

Select Disk,/LUN
If a device cannot be configured unambiguausly, vou will be asked ko select a partition,

[ Disk/LUM
Device Location
Current Disk Layout Device Capacity | Available ‘ SAN Identifier
Properties vmhba32:53:0 2,00 GB 1,99 GE  iqn, 1992-04, com,emc:skar, .,
Farmatting wmhba3z:s1:0 2,00 GB 1,99 GE  ign, 1992-04,com.emc:star, ..
Ready to Complste wmhba3zi49:0 200GE  1.99GB ign.1992-04,com emcistor. .
wmhba3Z:39:0 Z.00GE Mone  ign. 1992-04,com.emc:stor. .,
vmhba32:60:0 2,00 GB 1.99 GE  ign.1992-04.com emc:stor, ..
vmhba3z:51:0 2,00 GE 1,99 GE ign. 1992-04,com.emc;stor, ..
wmhba3Z:55:0 .00 GB 1.99 GE ign.1992-04.com.emc:stor, ..
vmhba3z:43:0 2,00 GB Mone  ign. 1992-04.com.emc:stor, ..
vmhba3z:64:0 2,00 GB 1,99 GE ign.1992-04.com emc:stor, ..
ymhba3z:34:0 z.00GE 1,99 GE ign. 1992-0¢, com.emc;star, ..
vmhba32:36:0 2,00 GB Mone  ign. 1992-04.com.emc:stor, ..
vmhba3z:63:0 2,00 GB 1,99 GE ign.1992-04.com emc:stor, ..
ymhba3Zz:5&:0 2,00 GE 1,99 GE  ign. 1992-04, com.emc;stor, ..
ymhba3Zz:54:0 2.00GE 1,99 GE ign.1992-04.com.emc:star, ..
vmhba32:35:0 2,00 GB 1.99 GE  ign.1992-04.com emc:stor, ..
ymhba3Z:48:0 2,00 GE 1,99 GE ign. 1992-04,com.emc;stor, ..
wmhba3z:5z:0 Z2.00 GB 1.99 GE iqn.1992-0¢.com.emc:stor, ..
vmhba32:35:0 2,00 GB Mone  ign. 1992-04.com.emc:stor, ..
vmhba3z:40:0 2,00 GB Mone  ign. 1992-04.com.emc:stor, ..
PY ymhba3z:6z:0 2,00 GE 1,99 GE  ign. 1992-04, com.emc;stor, ..
n wrhba32:50:0 2.00 GB 1.99 GE ign.1992-04.com.emc:stor. ..

iomega
anEMC company Figure 29 Select the LUN to be used
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10. Review the current disk layout on the disk and proceed

=% Add Storage Wizard

Current Disk Layout
Vou can partition and format the entire device, all free space, or a single block of fres space.

[ DiskiLUn
Device Lacation
Current Disk Layout Device Capacity Target Identifier
Properties Jumfsfdevicesidisks)... 2.00 GE wmhba32:54:0
Formatting
Ready to Complete

The hard disk is blank.

Figure 30 Review disk layout

11. Name the VMFS datastore to be created. Again, give it a meaningful name so it can be easily identified

<) Add Storage Wizard

Disk/LUN - Properties
Labels provide stable access to YMFS valumes that is not affected by hardware variations

B DiskjiLLn
Device Location
Current Disk Lavout
Properties
Formatting

Ready ta Complete

Figure 31 Name the VMFS datastore
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12. Specify the maximum file size allowed on the datastore and the maximum capacity on the datastore

124 Add Storage Wizard

Disk/LUN - Formatting
The Format of your file system determines which class of wirtual machines it will be able to support.

B Disk/LUK
Dievice Location
Current Disk Lavout
Properties
Formatting

Ready to Complete

Figure 32 Specify file size and capacity

13. Review the summary and proceed to create the VMFS datastore.

(=) Add Storage Wizard I =] %

Ready to Complete
Review this surmary before completing the wizard.

DiskjLLIN
Ready to Complete

Device Capacity Target Identifier LUN
fwmfsjdevices/disks/... 2.00 GB wmhba3z:54:0 0

Primary Partitions Capacity Description
WMFS 1.99GE

Properties
Datastore name: Tomega-isCSI

Formatting
File system:

Block size:
Maxirum File: size:

Figure 33 Create VMFS datastore
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ADDING AN RDM DISK TO VIRTUAL MACHINE

A raw device mapping (RDM) is a special file in a VMFS volume that acts as a proxy for a raw device. The RDM
provides some of the advantages of a virtual disk in the VMFS file system, while keeping some advantages of direct
access to raw devices. VMware recommends RDM when a virtual machine must interact with a real disk on the SAN
or iSCSI SAN. Two compatibility modes are available for RDM. The physical compatibility mode (a.k.a. pass-through
mode) allows direct access of a SCSI device for those applications that need lower-level control. The virtual
compatibility mode (a.k.a. non pass-through mode) allows an RDM to act exactly like a virtual disk file.

Prior to adding RDM, we need to create a virtual machine first. An iSCSI LUN on an Storcenter ix4-200r can then be
assigned to the virtual machine in either compatibility mode.

1. Go to Inventory > Host > New Virtual Machine... to create a new virtual machine. After naming the virtual machine,
select a datastore in which to store the files for the virtual machine. For illustration purposes, the “lomega-NFS”
datastore created previously is used in the following figure.

1% New ¥irtual Machine Wizard =101

Choose a Datastore for the ¥irtual Machine Wirtual Machine Version: 4
Where do you want to store the wirtual machine files?

‘Wizard Type

Marne and Location

Datastore

Guest Operating System

CPUs

Memory Mame Capacity Free | Access
Network. [iSCSI-LUM17] 8.75 G 169,00 ME single host

Wirtual Disk Capacity [iSCSI-LUNLE] 8.75GE 170.00 MB Single hast
Ready to Complete [iSCSI-LUM19] 3.75 GB 163,00 MB Single host

[iICSI-LUNZD] 8.75GE 167,00 ME Single host
[i5CST-LUNZ1] 149,75 GB 2117 GB Single host:
[rtpsol2s0:storage1] 129.00 GB 125.45 GB Single host
[Iomega-NFS] 690.26 GB 448.68 GB Single host

Figure 34 Choose the datastore to hold the virtual machine

2. Follow the instructions on setting the Guest Operating System, CPUs, Memory, Network, and Virtual Disk Capacity
to complete the process of virtual machine creation.

3. Install the guest Operating System using a CD/DVD or ISO image. Power on the virtual machine after installation to
finish all virtual machine configurations.
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4. Go to Summary > Edit Settings with the virtual machine powered on or powered off. When in the Virtual Machine
Properties window, click Add to add a new hardware to the virtual machine.

[+ 10.6.117 42 - ¥Mware Infrastiucture Client

[l

ERENC e | mi10-w2k3-bus
(D | mild-wzk3-bu:

G mitL-seski

mil2-sles-bus
% mitz-nzkals || | SEneral
@ mil4-wzk3-bu Guest O5:
G milS-sles-ksi P rd | Summary
@ miesestus || | @ Memory 512 MB
Eh mis-wzk3si : @ Fls 1

Memory Overhead:

& Floppy Drive 1 Clisnk Device
% CDJ0WD Drive 1 Clignk Device:
BB Network Adapter | M Nstwork
© 5051 Contraller BusLogic
& HardDisk 1 Wirtusl Disk

WMware Tools:
1P Addresses:
DS Marne:

Stabe:
Host:
Active Tasks:

Commands

[ Power on
G Edit Settings
8 open Consale

|

| o

Tar

Figure 35 Edit virtual machine settings

5. Select Hard Disk as the hardware to add.

(=% Add Hardware Wizard

Select Device Type
What sort of device do ywou wish ko add to your virtual machine?

Device Type

Select a Disk

Disk Capacity = -
010

Advanced Options Serial Port

&
Ready to Complete > Parallel Port
=4 Floppy Drive

(25 CO/DYD Drive

k) 5051 Device (unavailable)

iomegaw Figure 36 Add a hard disk to virtual machine
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6. Choose Raw Device Mappings as the virtual disk type.

12 Add Hardware Wizard

Select a Disk
‘which disk do you want to use?

Device Tyvpe
Select a Disk
Select Target LUMN
Select Datastore
Compatibility Mode
Advanced Options
Ready ko Complete

Figure 37 Select RDM as the disk type

7. Select the iSCSI LUN on the Storcenter ix4-200r to be used as an RDM disk.

1= Add Hardware Wizard

Select and Configure a Raw LUN
‘which LUM would you like to use For this raw disk?

Device Type
Select a Disk fvrnfsidevices/ disks/vmhba3z:1:0:0 2.000 GB
Select Target LUN Tvmfsidevices)disksfvmhba3z:37:0:0 2.000 GB
Select Datastore Tvmfsidevices)disksfvmhba3z:56:0:0 2.000 GB
Compatibility Mods Tvmfsidevices)disksfvmhba3z:59:0:0 2.000 GB
Tvmfsidevices)disksfvmhba3z:47:0:0 2.000 GB
Read to Complat Tvmfsidevices)disksfvmhba3z:57:0:0 2.000 GB
Gady Lo Lomplete Tvmfsidevices)disksfvmhba3z:53:0:0 2.000 GB
Tvmfsidevices)disksfvmhba3z:61:0:0 2.000 GB
Tvmfsidevices)disksfvmhba3z:49:0:0 2.000 GB
Jurnfs{devices/disks/vmhba32:39:0:0 2.000 GE
2,000 GE
2.000 GB
Tvmfstdevices)disksfvmhba3z:55:0:0 2.000 GB
Jurnfs{devices/disks/vmhba32:43:0:0 2.000 GB
Tvmfsidevices)disksfvmhba3z:64:0:0 2.000 GB
Jurnfs{devices/disks/vmhba32:34:0:0 2,000 GB
Tvmfsidevices)disksfvmhba3z:36:0:0 2.000 GB
furifsfdevices/disks/vmhba32:63:0:0 2.000 GB
Tvmfsidevices)disksfvmhba3z:58:0:0 2.000 GB
furifsfdevices/disks/vmhba32:54:0:0 2.000 GB
Tvmfsidevices)disksfvmhba3z:35:0:0 2.000 GB
furnfsfdevices/disks/vmhba32:45:0:0 2.000 GB
Tvmfsidevices)disksfvmhba3z:52:0:0 2.000 GB

Advanced Options

Figure 38 Select the LUN to be used as the RDM
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8. Choose which datastore to map to the RDM. The default is to store the RDM with the virtual machine in the same
datastore.

12 Add Hardware Wizard

Select a Datastore
Onka which datastore do you want bo map this LUN?

Device Tyvpe

Select a Disk

Select Target LUM
Select Datastore
Compatibility Mode
Advanced Options
Ready ko Complete

Figure 39 Decide where to map the RDM

9. Select which RDM compatibility mode to use.

[+ Add Hardware Wizard

Select Compatibility Mode
‘which compatibility mode do you want this virbual disk to use?

Device Type
Select a Disk
Select Target LUM
Select Datastore
Compatibility Mode
Advanced Options
Ready ko Complete

Figure 40 Select the compatibility mode
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10. Choose the default virtual device/SCSI node and have the RDM disk added into the virtual machine.

11. After the RDM disk is added from ESX Server, the virtual machine needs to rescan its SCSI bus to discover the new
disk. Afterwards, partitions can be created and formatted with a file system type. For a Windows guest, use the Disk
Manager utility; for a Linux guest, use the fdisk utility and file system formatting tools such as mkreiserfs.

MULTIPATHING AND FAILOVER CONSIDERATIONS

An important aspect when configuring an ESX Server network is to ensure that there is redundancy to the ESX Server’s
storage. This redundancy is available when the storage is being accessed by either the NFS protocol or the iSCSI
protocol.

StorCenter ix4-200r has single Gigabit Ethernet on the device; this makes it impossible to configure redundant network
on the device to allow multiple paths into storage. However, highly available network can still be configured on the ESX
Server side to prevent access to storage being lost in case of a NIC or switch failure.

The mechanism on the ESX Server is to configure NIC Teaming between two or more NICs connected to the same
subnet. Additionally, two Ethernet switches configured with the same subnet and connected by an uplink can be
configured.

CONCLUSION

VMware Virtual Infrastructure dramatically improves the efficiency and availability of resources and applications in
organizations of any sizes. VMware customers typically save 50-70% on overall IT costs by lowering both capital and
operational costs and improving operational efficiency and flexibility. This is especially important to small businesses
that normally have a very limited IT budget.

The lomega StorCenter Pro ix4-200r NAS Server is a high-performance, ease-of-use, and highly reliable storage dev ice
specifically designed to meet the storage challenges that small businesses face daily. The device supports the NFS
protocol and iSCSI protocol, the two predominant ways of utilizing IP storage by the VMware ESX Server. Customers’
total infrastructure costs are further reduced by using an existing Ethernet infrastructure.

The lomega StorCenter ix4-200r is certified in the VMware Hardware Compatibility List as both NAS and Software
iSCSI storage. It provides reliable and proven storage solutions to small businesses that plan to deploy VMware Virtual
Infrastructure.

iomega

an EMC company

©2009 lomega Corporation. All rights reserved. lomega, StorCenter, and the stylized “i” logo are either registered trademarks or trademarks of lomega Corporation in the United States and/or other countries. EMC, Lifeline, and Retrospect are registered trademarks of
EMC Corporation in the U.S. and/or other countries. VMware is a registered trademark of VMware, Inc. Linux is a registered trademark of Linus Torvalds. Microsoft and Windows are either registered trademarks or trademarks of Microsoft Corporation in the United States
and/or other countries. Macintosh and Mac are either registered trademarks or trademarks of Apple Computer Inc. in the United States and/or other countries. Certain other product names, brand names and company names may be trademarks or designations or their
respective owners. lomega's specific customer support policies (including fees for services) and procedures change as technology and market conditions dictate. Product in photos may vary slightly from product in package. Product capacities are specified in gigabytes
(GB), where 1GB = 1,000,000,000 Bytes. To obtain information about lomega’s current policies please visit lomega at www.iomega.com or call 1-888-4iomega (1-888-446-6342).  VMWP-0409-05



