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Abstract

The fluid flow model is used to model variable server and link rates, as they appear in mobile
channels due to fading, bit error recovery and failed channel reservations. Assuming a Gilbert-
Elliott model for the channel, the influence of transmission quality on network Quality of Ser-
vice (QoS) might be studied. Thus, the fluid flow model assumes the role of a model that might
be used for dimensioning and performance evaluation both at the edge and inside a network.
We present a user-friendly, contemporary, flexible, fast and numerically stabilized computing
environment for the fluid flow model with a well-known user interface that is able to handle
multiple users and that might be used as well for batch processing. We discuss two case studies
that emphasize the crucial impact of the relationship between server and source dynamics on
QoS.

Keywords: Fluid flow model, variable server capacity, Gilbert-Elliott model, performance anal-
ysis, Qo0S, software engineering, numerical methods
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Chapter 1

Introduction

The fluid flow model is a model that captures all kinds of effects that originate from time-
variable bit rates in all kinds of networks. Its importance in communications came up at the
same time as th&synchronous Transfer ModATM) was invented. ATM offers an outstanding
possibility to allocate network resources in a very flexible way and combining advantages of
circuit- and packet-switched networks. Especially for connection-oriented traffic that exhibits
variable bit rate(VBR), ATM is able to cope with so-calledver-booking a link carrying a
certain number of connections does not necessarily need to provide the total peak cell rate of all
connections, because each single connection does not need to use its full share of the link all of
the time. Indeed, suchraultiplexing gains a very natural thing for packet-switched networks,
especially when the packets share the link in a statistical manner. Under ideal conditions, the
capacity allocation might be reduced from peak rate allocation to (a little bit more than) mean
rate allocation. However, this multiplexing gain is not achievablectmrstant bit ratg CBR)

traffic, for which peak and mean bit rate are the same. Of course, the fluid flow model is able to
deal with this quite simple case.

The main aspect which the fluid flow model is able to model is addressed by the following
guestion: What happens if the arrival bit rate to a tradfimcentrator(or multiplexel or to a
simplebuffertemporarily exceeds the service rate? Such situations might be due to:

1. A varying input rate that might temporarily become higher than the output rate due to
VBR input traffic streams

2. Avarying output rate that might temporarily become lower than the peak requirement of
input traffic streams

Situation 1 is typical for the exploitation of multiplexing gain both at the edge and inside the
core network. The fluid flow model might help to dimension network links in a way to allocate
as little capacity as possible while maintaining the despedlity of ServicdQoS), thus max-
imizing the gain from operating that link. In connection to wireless network segments, we are
especially interested in situation 2, which may arise in the following scenarios:



CHAPTER 1. INTRODUCTION

rBase station | transmission |(|\/|Obi|(=,‘ terminal |
| (mobile terminal) | errors | (base station) |
| higher | | higher |
protocol protocol
| layers | | layers |
A
| ] | ) N |
MALELE _/
L - - - - — — channeIL———J
buffer with !
finite size :
\
0 (f— oo
/ inputflow\ output flow
source off ~ source on LI
modulation
server high  server low

Figure 1.1: Fluid flow model of a wireless link: Influence of transmission quality on server
capacity.

a. Achannel has states of different quality (Gilbert-Elliott model), which causes the effective
channel bit rate to vary over time. If the channel is “bad”, queuing delays and perhaps even
data loss become worse [Tur-93, Kim-98, Fie-00b]. Figure 1.1 shows the corresponding
scenario.

A base station or a mobile terminal does not succeed in reserving time slots for a GPRS
packet to be sent. This means that the channel is temporarily unavailable, and the packet
has to be queued. Also in this case, queuing delays and the risk for data loss grow. A
guestion to be answered in this context would be how to dimension a buffer in order to
reduce the loss ratio below a desired level [Kim-98, Fie-00b].

c. The capacity that is available for a certain traffic stream varies because there is priority
traffic “sharing” the same link that is able to use as much capacity as it needs temporarily.
A typical situation at the edge of the network is the competition between voice and data
traffic for time slots in GSM/GPRS cells, where data traffic has to take the “left-over”
from voice traffic. But also inside the core network, similar problems might arise. With



the introduction of QoS concepts to Internet, such questions will surely gain more and
more significance within the next years.

d. In AAL-2, there exists the possibility of adapting the coding to network load conditions:
When the content of a network buffer reaches certain levels, one or two of the least sig-
nificant bits are thrown away. In principle, this is a virtual increase of capacity which is
controlled by the buffer content to keep the queue from growing. This measure is typical
for carrying mobile conversations over an ATM core network [Lam-97].

e. Traffic shapinge.g. according to theeaky Buckealgorithm, aims at improving the uti-
lization of the network by making traffic patterns more useful for statistical multiplexing.
The shaper itself is modeled as a buffer with variable capacity, which is controlled either
by feedback from the network (ABR) or by local feedback from a token pool. Shaping
usually happens at the edge of the network [Sch-98].

f. Network reliability problems, e.dink breakdownis an issue for network dimensioning
and control both at the edge and inside the network [Kro-99].

All this shows the outstanding role of the fluid flow model for end-to-end networking, because
it provides a unifying framework for network performance evaluation.

On this background, the research project that is described in this report aims at providing a
user-friendly and numerically stable tool for carrying fluid flow analysis. Section 2 glances at
fluid flow history and describes the fluid flow modeling of sources, buffer and server. Some
general aspects of the analysis and its aims are discussed, and the notation that is used through-
out the project is defined. Section 3 explains basic and innovative concepts that have been used
for implementing the fluid flow analysis, e.g. the web/compute server concept. Section 4 de-
scribes both the main steps in fluid flow analysis and the software objects, attributes and meth-
ods/functions to carry them out. Section 5 presents two case studies, one which deals with
scenarios a and b [Fie-00b], and another one that shows quite interesting results for scenario f
[Fie-00a]. Section 6 summarizes the project and gives an outlook on future work; it is followed
by the bibliography and the appendix that contains some details on the software that has been
developed.
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Chapter 2

The Fluid Flow Model

2.1 History

This subsection mentions some important milestones in fluid flow analysis that are important in
the context of this project.

e 1960’s: The fluid flow model appears within manufacturing [Mit-88].

e 1974-1988: Pioneering work happens within communications [Kos-74, Ani-82, Kos-84,
Tuc-88, Ste-91].

e 1988: Mitra studies a manufacturing system with more than one server, i.e. variable
server capacity [Mit-88].

e 1990-1995: Many approximations (e.g. based on infinite buffer sizes) and “equivalent
bandwidths” (used for capacity dimensioning) appeard®a, Elw-93, Kon-94gt al.

e 1995: Yanget aladmit numerical problems for quite small systems [Yan-95].
e 1997: Fiedler and Voos identify sources for the numerical problems [Fie-97, Fie-99].
e 1998: Kim and Krunz use the fluid flow model in a mobile environment [Kim-98].

e 1999: Kroese and Nicola use the fluid flow model for a simulation study of breakdowns in
gueues [Kro-99]. Ramaswami presents matrix-geometric methods for fluid queues with
infinite buffer [Ram-99].

Even today, the numerical side of the fluid flow model has a bad reputation. However, the
work [Fie-97, Fie-99] on which this project is based shows that it is possible to overcome the
corresponding difficulties.

11
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input flow R™ (t) buffer o buffer content

capacityR™ (t)

Figure 2.1: Fluid flow model of a multiplexer.

2.2 Multiplexer Model

The fluid flow model of a multiplexer is shown in Figure 2.1. It takes a couple of influences on
its capacity into account.

All information streams are modeled by streams of fluid from sources to sinks. At the entrance
of the buffer, fluids are superimposed if more than one source exists or is active. In the general
case, bothotal input rate R (t) andtotal service rate R(t) are random processes, whose
properties are basically described in sections 2.3 to 2.7. The wd&ands for the fact that a
source “adds” fluid to the buffer, while a server “takes away” fluid from the buffer (inelex

Before we begin to look at the description of the source characteristics and the source parame-
ters, we have to discuss the role of data and time units. One of the advantages of the fluid flow
model consists in the fact that data and time units might be freely chosen. Of course, the same
data and time units have to be used throughout the whole model: The units of input and server
rates have to be matched, and there are also connections to transition rates and the buffer size
K. Thus, the user has the freedom to choose units, but has the responsibility to stick to them!
This issue is discussed in the manual pages (see appendix).

2.3 Source modeling

2.3.1 Groups of sources

Sources that have the same parameters may be grouped. The affiliation of a source to a certain
group is expressed by the indexrhe advantage of grouping will become obvious later when
it comes to the size of the overall state spac&he number of groups is denoted dpy

We shall look at the superposition of several groups of sources and servers in section 2.6.
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Figure 2.2: State diagram for one VBR 2-state source. State O refers to the “source low” state
with bit ratel;*, while state 1 refers to the “source high” state with bit tgte

2.3.2 VBR 2-state sources

A VBR 2-state sourclkas one “low” and one “high” state, both with exponential duration. The
state diagram shown in Figure 2.2 captures the way a source of this kind contributes to the total
input rateR™ (t).

The source parameters are as follows:

1. Input rate in “source low” state;f', given in data units per time unit.
2. Input rate in “source high” state 1, also given in data units per time unit.

3. Transition rate from “source low” state to “source high” stat&", given in reciprocal
time units.

4. Transition rate from “source high” state to “source low” state ialso given in reciprocal
time units.

A special case is then-/off sourceSuch a source is inactive (“off”) during its “low” phase, i.e.
|- =0, and active (“on”) during its “high” phase.

From the parameters, we obtain a couple of other parameters.niBae duration of a
“low”/*high” phase is given by (A) 1 and (") 1, respectively. Thenean cycle time for

a sourceis given as

11
T?Z)Fﬂ?? (2.1)

which means that on average, one “low” and one “high” phase pass duringtinfeurther-
more, we define theource (high-) activity factofthe term in brackets is omitted for on-/off

sources)

ol = N (2.2)
LN '
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Figure 2.3: State diagram for a groupf VBR 2-state sources. The number of the state
indicates how many sources are in the “high” state.

which represents thstate probability for the “high” (“on”) state The smaller;” becomes,
the shorter the “high” phases get on average compared to the mean cycle time.

If 1 anda;" are preferred to characterize the behavior of a source, the following equations
might be applied:
1

R S

NSy 29
1

W= e (2.4)

The superposition afit VBR 2-state independent sources within a group leads to a state dia-
gram representing a Markov chain with

vii=nf+1 (2.5)

states as it is shown in Figure 2.3. The state probabilitieare binomially distributed, i.e.

- + Ay
= (;) (@) (1— )V S 26)

The input rate of the whole group of sources in s&itegiven by

rgi = (0 =) +s"h' (2.7)
and themean input ratdoy
1 L AFh
+ — nt i i i 28

which in the on-/off case becomes

m" =n" o h. (2.9)
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2.4 CBR sources

CBR sources are somehow a special case of VBR 2-state sources: either the “low” state is never
assumedy(~ — ), or both states have the same input rijte hi"). Thus, the contribution of
a CBR source to the total input rafe (t) is completely described by the constant

1. input rate (in “source high” state) Ji, given in data units per time unit.

Independently of the number of sources in the group, the state space has the size of one:
vit =1 (2.10)

This state occurs with probability 1.

2.5 Server modeling

The modeling of the servers that contribute to the total serveRate) is basically the same
as for the corresponding sources. To avoid repetitions, we use a fully symmetrical notation, i.e.
we apply the same definitions as before and exchange the indgthe index .

Moreover, we restrict ourselves to one group of servers of the same kind, i.e. we may omit the
indexi.

2.5.1 VBR 2-state server

The server parameters are as follows:

1. Server rate in “server low” stateT, given in data units per time unit.
2. Server rate in “server high” state h, also given in data units per time unit.

3. Transition rate from “server low” state to “server high” statg; ", given in reciprocal
time units.

4. Transition rate from “server high” state to “server low” statg 4 also given in reciprocal
time units.

Instead ofA;” andp; , the mean cycle time for a sourae and thestate probability for the
“high” state a;" may be used, for example. Especially the mean cycle time gives an impression
on how fast a server changes states compared to a source.

The connection with the Gilbert-Elliott model may been seen as follows: In the Gilbert-Elliott
model, a channel has — at least — two states, one “bad” and one “good” state, see [Tur-93,
Kim-98] and Figure 2.1. While the channel is fully available when it is “good”, it looses a part
or even the whole of its capacity in the “bad” state, which is mainly due to bit errors as a result
of different influences, e.g. a temporarily bad signal-to-noise ratio.
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2.5.2 CBR server

A CBR server has been the standard for fluid flow analysis for a long time. It is fully described
by the

1. server rate in “server high” state h, given in data units per time unit.

2.6 Superposition of sources and servers

All the source states for grouipare collected in the column vectgr. Out of these vector, the
source state vector for all groups is composed by using Kronecker algebra:

§'=8®...0%. (2.11)

This is a kind of formal composition, where the “+” symbol between the group-related states
points out that the corresponding states occur together. To capture all states of the system, the
server state vect@™ is joined in the same way. The result is the state vector for the whole
system:

§=8"®% (2.12)

For the size of the overall state space, we obtain the expression

g
v=viv =v []vi. (2.13)
M

Assuming independence, thtate probabilitiesre given in closed form. For the vector element
s, in which the groups of sources are in the stafes.., s’ and the servers are in the state
we obtain

=TG5 []1g; - (2.14)

2.7 Buffer modeling

The buffer may be modeled as a funnel or a bucket with a hole representing the outgoing link
that is fed by one or more sources. Its contéit), depends on the balance between the total
input rateR™ (t) and total server rat®(t), which is calleddrift

D(t)=R"(t)—R (t). (2.15)
The drift depends on the state in which sources and servers are. Thus, it takes on the values
ds=rg —rg Vs. (2.16)

Depending on the drift, we may observe one of the behaviors described in the next subsections.
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2.7.1 Positive drift and over-load states

If the drift is positive (ls > 0) , i.e. the total input rate exceeds the total service rate in state
the buffer content rises X = dsAT during the timeAT as long as the buffer does not get full
not full. Therefore, all states that have positive drift constitutestitenf over-load states°.

Once the buffer gets full, the drift describes the total loss rate, i.e. dd&WTnghe amount of
fluid AX gets lost. Loss and its distribution is discussed more detailed in subsection 2.7.4.

2.7.2 Zero drift and equilibrium states

Zero drift (ds = 0), i.e. matched total input and service rate, freezes the level of buffer content
as long as this state is kept. The corresponding states constitistet thisequilibrium stateS®.
No loss happens.

2.7.3 Negative drift and under-load states

If the drift is negative s < 0), i.e. the total server rate exceeds the total input rate in state
the buffer content either diminishes BX duringAT, or it remains zero. Such states are to be
found within theset of under-load state$" and do not lead to any loss at all.

2.7.4 Loss and its distribution

We have seen that loss merely occurs under the following conditions:

e The system is in an overload state.

e The buffer is full.

Loss is distributed in a fair way among the groups, which is based on their momentary input

rate. The loss rate becomes N

Ir.
Ms= r'—fds. (2.17)
S

The application of this principle to one group shows that loss is distributed evenly between the
information streams belonging to that group. However, information streams of different groups
may experience different loss probabilities.

2.7.5 The roles of sources and servers

From definitions (2.15f), it becomes clear that from the drift point of view, it does not matter
whether the total input rate rises (or sinks) My of the total service rate sinks (or rises) by
Ar. The servers act as sources with negative data rafes has been one of the reasons for
choosing our symmetrical notation. However, this symmetry does not hold for everything —
servers do not experience any loss.
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2.8 Model variants and load conditions

2.8.1 Load definition

The offered loadis defined as the ratio of the total mean input rate and the total mean service
rate, to which the different groups of sources contribute in an additive way:

+ 9 mt g
SURPYESS =

2.8.2 Model with infinite buffer

The buffer is not of limited size — ). Thus, there is no loss at all, but on the other hand,
gueuing delays might get extremely high. This case has been studied extensively in literature,
because it allows for certain simplifications of the analysis. However, infinite buffer sizes are
impossible in practice.

The goal of the analysis consists in finding twenplementary probability distribution function

of the buffer contenfcpdf) G(x) = Pr{X > x}. A buffer content ok is henceforth calleBuffer
threshold For one group of VBR 2-state sources and a CBR server, there exists a very elegant
method [Ani-82], which unfortunately cannot be used for the general case of different groups
in combination with VBR-2 state servers.

The offered load has to be limited o< 1 (orA < 1, if all sources and servers are of the CBR
type).

2.8.3 Model with finite buffer

This is the most general case{0K < «), which at the same time is hardest to analyze. It is
hardly dealt with in literature due to effort and numerical problems. For a gradfipn-/off
sourcesthe buffer size may be given kj mean burst sizes:

h
K =K;j ul—'_l_ . (2.19)

As the analysis of this model mostly focuses on loss-related parameters, the most interesting
outcomes are thprobabilities that the buffer is full in overload stateg.u-or buffer thresh-

oldsx < K, it might be interesting to look at the cp@(x) to get an idea on how delays are
distributed.

Essentially, the offered load is not limited, but the mainstream in the analysis reli&s:dh
which simplifies the handling of the states very much.
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2.8.4 Buffer-less model

This model is obtained by passing the buffer size to the limit zKre«(0), which implies that

the buffer looses its buffering capability, so that loss happens almost directly after the system
has entered an overload state. Such a behavior is typical for systems with very low transition
rates, i.e. systems that change states very slowly compared to the dynamics of the buffer.

In this limit, the probabilities that the buffer is full in overload states are identical tcttite
probabilities for the overload statdhemselves. The fact that state probabilities are given in
closed form, c.f (2.6) and (2.14), makes the analysis fast and numerically stable. On the other
hand, the cpdG(x) cannot be considered anymore.

Also in this system, the load is not limited, neither in theory nor in the implementation.

2.9 Quality of Service-related parameters

Before looking at the Quality of Service (QoS)-related parameters, we have to point out a very
basic condition that prevents the fluid flow model from delivering zero valties: minimal

total server rate has to be smaller than the maximal total source ththis is not the case,

the buffer is never able to fill, and no loss will ever happen. The fact that even systems of CBR
sources and servers with matched rates (i.e. 100 % load) do not fulfill this criterion underline
the importance of the VBR property in the context of the fluid flow model.

2.9.1 Probability of saturation

Theprobability of saturatiordescribes the probability that the total input rate exceeds the total
server rate:

Psai=P{R" >R} = § 1% (2.20)

seS0

This probability is a measure for the share of (over-load) states that may lead to a degradation
of QoS, no matter how the buffer is able to handle this. So from the model’s point of view,
the buffered models need not be considered. Furthermore, this parameter does not reflect the
viewpoint of different groups.

2.9.2 Loss probability

Theindividual loss probabilityfor groupi describes the probability that a fluid particle that is
belonging to this group gets lost:

1
Plossi = — Z U;r riL,s, (2.21)
m SES©
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where the loss rate is given in (2.17). For tb&l loss probability we obtain
— 1 + d
Ploss = o Z Us Js, (2.22)
Sc o
which is a weighted mean of the individual loss probabilities:

g
M* Ploss= Zl mi+ Plossi - (2.23)

In the buffer-less case, the probabilities that the buffer is full in (over-load) stateés®, ud,
merely needs to be replaced by the corresponding state probabifitie®. the loss probabili-
ties are described by closed formulae.

2.9.3 Overflow probability of a buffer threshold

Theoverflow probability of a buffer thresholdis described by the value of the complementary
buffer content distributios(x). Observe thaB(x > K) = 0, which means that only the buffered
models are of interest. The parameter does not take the different views by different groups of
sources into account.



Chapter 3

The Fluid Flow Calculator

This chapter describes the basic software concepts, while implementation details like class at-
tributes and methods are mentioned in chapter 4. Details about the use of the software may also
be found in the user's manual web pages, which are to be found in the appendix.

Most self-written tools suffer from the lack of @raphical User Interfac€GUI) that makes

it possible to use the tool in an intuitive way. Mostly, such tools offer very little flexibility
with regard to data in- and output, and sometimes, the user is forced to learn (a vast amount
of) cryptic commands or even to modify source code to get the desired functionality. So first,
we shall look at some important aspects of the GUI and how this affects the overall software
concepts. Later, we will focus on the very heart: the C++ calculation program.

3.1 Graphical User Interface (GUI)

3.1.1 Requirements

1. The GUI should make it easy to use the calculation program.
2. The GUI should use elements and a functionality that the user is familiar with.
3. The GUI should be platform-independent while keeping its functionality.

4. The GUI should use current technology, which makes it easier to maintain the interface
and to adapt it to forthcoming developments.

5. The GUI should not affect the performance of the calculation program.

6. The GUI should make it easy to integrate manual and help functions.
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3.1.2 Alternatives

1.

3.2

Microsoft (MS) Windows-specific solution (Visual Basic, eAs)the MS Windows-based

PC has the leading position among the end-user computers, most people are acquainted
with MS GUIs. However, the GUI-specific part of the code is mostly not portable, even
between different versions of the MS Windows OS. A re-compilation of the DLL files is
necessary, which often comes along with the need to adapt or rewrite parts of the code. As
a new Windows release appears on average each second to third year, this could imply a
lot of adaptation work in the future. Another disadvantage is the need for embedding the
GUI functions into the code, which could affect the speed of a calculation in a negative
way.

X-Windows-based solutioX.is a quite widespread standard for GUIs, but mostly within
the UNIX/LINUX environment. Therefore, this solution does not seem to be feasible for
Windows-based PCs and thus neither for the whole project.

. HyperText Markup Language (HTML)-based solutidere, a browser window is used as

GUI. As HTML is designed to work independently of the OS, a browser-based solution
should work quite independently of the underlying OS (Windows, LINUX, UNIX and
others), as long as the current standards are supported. Moreover, this solution allows for
a full separation of GUI and calculation program in the sense of a client-server solution,
which will be discussed in the next section.

The web/compute server concept

Theweb/compute server concappresents a client-server solution that is

flexible,

simple to handle,

almost independent of the underlying operating systems,
capable of separating calculation and GUI tasks,

multi-user friendly.

3.2.1 The server

The notion of the concept already shows that the role of the server is two-fold:

1.

The main task for the server is to becampute serveri.e. to execute the calculation
program in a fast and reliable way. Thus, a powerful computer is needed, e.g. with UNIX
or LINUX operating system.
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2. The other task consists in providing communication facilities between the calculation
program and its users. To achieve this, the compute server has to become an (Intra- or
Internet)web server

Observe that the task of being a web server is restricted in

1. executing scripts,
2. sending their HTML output back to the clients,
3. starting programs and

4. making the files produced by those programs accessible to the user.

To be able to do that, the following web server configurations have to be set:

e The server should be enabled to exectibenmon Gateway Interface (CGI) scripts

e The timeout variable should be set in a way that the web server is patient enough to wait
for calculations to complete.

e Usernobody that actually represents a remote user accessing the web server should be
allowed to carry out all the scripts and programs as well as to access and write files in the
corresponding directory.

Besides the code attached to this project, see section 3.3, the server requires access to or instal-
lation of the following software:

e aPerl interpreter;
e a C++ runtime library for the execution of the calculation program;

e the public-domain plot progragmuplot , if PostScript output is desired.

More on installation and application is to be found in the appendix.

On the other hand, the concept of a web/compute server implies that this server should be able
to carry out more than one calculation process at the time. For contemporary computers and
operating systems, this should not be any problem. But the more processes are carried out at
the same time, the longer each calculation takes. Therefore, it is recommended to limit the user
group that might connect to a certain web/compute server.



24 CHAPTER 3. THE FLUID FLOW CALCULATOR

3.2.2 The clients

The role of each client, i.e. browser, consists in representing the GUI to the user, while the
server is almost relieved from that — besides from producing the HTML code to be displayed

by the browser. The concept allows more than one client connecting itself to the server at the
same time. The clients themselves (Microsoft Explorer or Netscape Communicator, e.g.) work
almost independently of the underlying operating system or hardware. The typical end-user
system consists in a Windows PC.

3.2.3 HTML-based solutions
An HTML-based solution might use different technologies.

1. Java client-server solutiar® local Java applet or a Java script that is embedded in HTML
page allows for interaction with the user and communicates with a Java application on the
server that interacts with the C++ calculation program. The calculation program should
not be written in Java, because this would lead to a dramatic slow-down of the calcula-
tions. Moreover, some browsers still have problems with executing Java.

2. Java client-C++ socket solutiarHere, the Java client communicates directly with the
C++ calculation program via a socket, which is the only difference to scenario 1.

3. CGI (Common Gateway Interface) solutignlocal FORM that is embedded ina HTML
document receives data from the user and activates a script (batch, shell or Perl, e.g.) on
the server that calls the calculation program and sends HTML-related output back to the
client, e.g. links to files that have been produced.

The advantage of scenario 2 consists in enabling the user to communicate with the calculation
program in an interactive way. However, for standard applications, such an interaction is not
needed; the next section contains a discussion of this topic. Due to its universality and simplicity,
scenario 3 has been chosen. The HTML code and the CGI script are easy to understand and
modify. Furthermore, the CGI script is compiled by Perl on-the-fly, which means that the only
program to be compiled manually in case of a change is the calculation program itself. The parts
of the software are described in the following section.

3.3 Software components

3.3.1 HTML form page ffcalc.htm

The main tasks of the HTML form page consist in providing the GUI for collecting user input
and in sending this input to the CGI script. The latter is done via the POST facility, i.e. the
script is called with a couple of command-line parameters that are determined by the variables
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used in the HTML form. Observe that different browsers might send the information in different
orders; the scripifcout.cgi will have to take care of this. The following variable types have
been used:

e select — choose from list of items;
e input — ASCII text in general;
e radio — choose from a couple of possibilities;

e submit and reset button.

All the fields are initialized with default values. The user may fill in the fields, which mostly
require numerical input, or choose options being offered in whatever order (s)he wants. The
structure of the page is as follows:

1. The Quality of Service, the fluid flow model and the buffer-related thresholds have to be
chosen.

2. The groups of sources and their parameters have to be defined.
3. The servers have to be specified.

4. The desired kind of output has to be chosen.

The|Resef button resets all the fields to their default values. If the user clicks ohSttaet
button, the variable names and their values are passed to the CGI script via its command line.

Further information on the usage of this form and especially on the meaning of the different
parameters might be obtained from the manual pages (see appendix), which may be reached
directly via a link from the HTML page containing the form.

3.3.2 CGl script ffcout.cgi

The CGI script that is called from the HTML form gets its input parameters via command-line
arguments. Then,

e it checks the input and issues error messages or warnings;

e it starts the calculation prografih _cmdin , if the input data did not contain any obvious
errors;

e 0N success, it issues a link to an Excel-compatible data file that the user may download
and displays that file;
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e it produces a gnuplot control file and starts gnuplot to write a PostScript file, if the user
has chosen that option and if there is enough data to produce a picture;

e itissues links to the desired PostScript picture and the corresponding gnuplot control file.

The error messages and warnings reported by the script are also mentioned in the user manual.
There is no link back to the form page to prevent its entries from being deleted when the user
should want to make some corrections! To go back| iaek| button of the browser has to be

used.

3.3.3 The original interactive calculation programffc

The original calculation prografft that has been developed between 1995 and 1997 has been
designed as a very universal tool, based on the following requirements:

e The program should be able to carry out a whole set of complicated and time-intensive
calculations such as the iterative determination of required capacity of a CBR link for a
changing population of sources with possibly different QoS requirements.

e The program should allow to step into intermediate calculation results, e.g. to make it
possible to search for numerical problems.

e The program should enable the user to carry out different function in a very flexible way.
e The program should make it easy to include new functions.

e The program should be able to operate in batch mode with input/output redirection
from/to files.

To be able to cope with these partly contradicting requirements, the functions of the program
(about one hundred) are called via commands in a way that is known from most line-oriented
tools, e.g.ftp or gnuplot . Thus, the program has @mmand-oriented user interfacBe-

fore carrying out the corresponding functionality, each function checks whether all the required
objects exist, thus making the program robust w.r.t. user faults. For developing purposes, this
concept has proven to be very useful.

However, for data production purposes, such a command-oriented interface is a kind of second-
best solution. Experience has shown that the need for different input files for each new calcula-
tion series and the need for editing all these files imply a lot of effort as well as possibilities to
introduce erroneous values. As the program has been designed primarily for human interaction,
the call from a batch file with erroneous input files could result in program instability and large
amounts of useless data on the harddrive.

The files from whickfc is to be built are listed in the appendix.
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3.3.4 The command-line calculation progranff _cmdin

Both the specific disadvantages of the command-line user interface for batch jobs and the ob-
servation that certain popular “paths” exist, along which such a program is used, led to a new
concept used in the prografin _cmdin : The input data is not read by the program via input
files containing commands and values for the user-interface, but via the program call itself as
command-line parameters. This concept has several advantages:

e Due to the limited number of “paths” through the program, i.e. the fixed semantics, it
becomes feasible to check for reasonable input values.

e Input errors can be fixed in the batch file without having to open and edit one more input
file.

e Other programs may cdfl _cmdin without having to write a file containing the necessary
commands first.

It has to be stretched that teamecalculation program might be used both with the GUI and
with batch programs. Furthermor#, cmdin andffc are built from the same sources; the
command-line version uses a subseffof’s functions and source files. This concept enables

an advanced user to carry out much more detailed analysis by using the large set of commands
thatffc offers based on the same source files, i.e. under fully identical circumstances. The
corresponding list of source files is to be found in the appendix.

The parameters needed for callifig cmdin are to be found in the HTML user manual. The
calculation program will check each parameter and exit on error with a detailed error message
error or at least issue a warning if some parameter value had to be adjusted. This kind of error
handling dominates the source code, but makes the program safe for batch processing. The
corresponding error codes are also documented in the HTML user manual.

3.4 Output format

The output format has been chosen to be as general as possible. The data file that may be
imported intoMS Excelmay as well be used for producing PostScript pictures with help of the
public-domain softwargnuplot . The structure of this file and the steps that are necessary to
import the file into Excel are also described in in the HTML user manual.

The endingxis leads to an automatic call of MS Excel on Windows PCs when the user clicks
on the link to download the file. The same applies for the PostScript file name epsling

a PostScript viewer (e.g. GhostView) has been installed on the corresponding PC. In the latter
case, a graph showing the QoS on the y axis with logarithmic scale and the thresholds on the
X axis might be displayed in the browser window without any further user interaction, as it is
required in Excel. Furthermore, the PostScript file may be used for slides or documents (see
Figures 5.3 and 5.4).
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3.5 Long double versions

The programdfc andff _cmdin get into numerical trouble if the number of VBR 2-state
servers or sources within one group becomes about 200 (or even less$dd" ora- — 17).

This problem, which is the most critical numerical issue for fluid flow analysis, is also referred
to in section 4.5.5, while [Fie-97] contains a detailed discussion. To be able to extend the limits
to about 500 VBR 2-state servers/sources, a set of files is provided that usesg) tideuble

data type. The disadvantages of this approach consist in

e loss of portability;

¢ slow-down of the calculations.
The set of files provided for this case consist in

e HTML file ffcalcl.htm :
e CGlI scriptffcoutl.cgi :
e command-line calculation prograifitmdin

e interactive calculation prografftl

The corresponding table in the appendix shows that there are merely some files being affected
by this new data type.
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Fluid flow analysis and its implementation

This part of the report is devoted to fluid flow mathematics and how it is connected to the
command-line calculation program. In the following, the corresponding source code files are
givenin|...]

The C++ software components are described in C++ notation, which is symbolized by
typewriter typesetting . The notation of variables deviates to some extent from the no-
tation in the theoretical part.

4.1 Objects

4.1.1 Calculation object

The main object is the calculation objectotefss RPMUXC that comprises the source and server
objects and all the necessary settings, functions, matrices and vectors needed to carry out the
fluid flow analysis. The class is defined in the headeiffiile.n and handled irfif _cmdin.cc

via the pointeMPtr .

The fluid flow model is set with the functiomt RPMUXC::set _model(char) [ff _c_o.cc] ,
while the setting might be read wilir_MODE RPMUXC::getmodel() [ff  _c.h] .FF_MODEep-
resents an enumeration tyfile _c.h] . The functionvoid RPMUXC::show _model() prints out
information about the model.

The buffer size is set witlvoid RPMUXC::set Kg() [ff _c.h] and delivered bydouble
RPMUXC::get Kg() [ff _c.h] .

4.1.2 Sources object

After the parameters for a group of sources have been read and checked to be error-free,
the corresponding group is created by callimgRPMUXC::add _src(SRC _TYP typ, int n,

29
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| Parametef Symbol| Description |

typ EitherNRfor CBR orNMMRor VBR 2-state sources

n n’ number of sources in group

r0 |7 “source low” bit rate for one sourc&lIMRONly)

rl h' “source high” bit rate for one source

I A “source low” to “source high” transition rat&liIMRNly)
u W “source high” to “source low” transition rat&lIMRNly)

Table 4.1: Parameters of the call of functiRRMUXC::add_src(...) in the case of sources.

double r0, double rl, double I, double u) [ff _c_io.cc] . The parameters are given

in Table 4.1. The units of the numbers are discussed in chapter 2 and in the HTML user manual.
The function does noask for the number of the group, because groups are joined succes-

sively to the source pointer arr@&PbaseC* RPMUXC:rbp [ff _c.h] . Theclass RPbaseC

[ff _shase.h] is the base class from which all kinds of sources are deducted. Therefore, com-

mon source-related functions are declangdal : Each of the classes

class NRPC [ff _sirh] —for CBR sources
class NMMRPC [ff _s2mmr.h] — for VBR 2-state sources

e class NIRPC [ff  _s2irh] — for VBR on-/off sources; not used i _cmdin
e class 00lRPC [ff ~ _s2oor.h] — test class for a Poisson fluid arrival process; not used
in ff _cmdin

implements its own version of corresponding function that is even accessible via the base-class
pointer. This concept makes it possible to use different types of sources side-by-side based on
the same infrastructure. The numbering of sources begins with fya[d. is the first pointer
pointing to a source object. The number of source objects is limiteBFOMAXNQTYPES

[ff _const.h]

Source parameters are shown by the functmt RPMUXC::show _src(int) [ff _c.o.cc] ,
where the parameter specifies the group of sources.

4.1.3 Servers object

Already in section 2.7.5, it has been outlined that from the fluid flow model point of view,
servers are nothing else than sources with negative rates. Thus, we might use the same kind of
objects both for sources and servers. However, there are some differences:

e The cell rates of servers are negative.

e The program reliesor® < rl.



4.2. GENERAL FUNCTIONS 31

| Parametef Symbol| Description |

typ EitherNRfor CBR orNMMRor VBR 2-state servers

n n- number of servers

r0 —h~ | negative “server high” bit rate for one server

rl —|I~ | negative “source low” bit rate for one servéiMMRNly)
I [V “server high” to “server low” transition ratéN\{MRNly)
u A~ “server low” to “server high” transition rate&NMMRNly)

Table 4.2: Parameters of the call of functRRMUXC::add _src(...) in the case of servers.

This is reflected in Table 4.2. Throughout the program, servers are treated as sources — with
some exceptions, e.g. in load and loss probability calculations. Within the program, servers are
recognized by their (absolutely seen) non-positive peakntate.

By default, function parameters that are not explained explicitly in the following should be set
to 0.

4.1.4 General objects

There are some general kinds of objects being used almost everywhere in the program:

e VECTOR [ff _vect.h/cc]
vector of floating-point numbers, based on data typeéle ;

e I[VECTOR [ff _ivect.h/cc]
vector of integer numbers, mostly used for indexing purposes;

e MATRIX [ff _matr.h/cc]
matrix of floating-point numbers, based on data tymele , which includes methods for
solving linear systems of equations (output of tyECTOR

e IMATRIX [ff _imatr.h/cc]
matrix of integer numbers, mostly used for indexing purposes.

Such objects might as well be used outside the fluid flow context. The only additional file they
require is the fildf _const.h that contains definitions of some constants.

4.2 General functions

4.2.1 User input verification

The following functions adapt the functionality delivered by standard C functions to our specific
needs:
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e check _for _int(char* str) : checks whethestr represents an integer (return cdije
Floating-points and characters are not accepted (errorode

e check _for _double(char* str) : checks whethestr represents a floating-point num-
ber (return cod®). Characters are not accepted (error cbde

4.2.2 Load calculation

Calculation of the offered load is performed by the functidouble RPMUXC::At()

[ff _c_io.cc] . Within this function, sources and servers that are referenced via the same ar-
ray of base class pointers have to be treated differently, because they contribute in different
ways, c.f (2.18). Furthermore, a constant server Cgtehat is not used at all iff _cmdin , but

which might be used ific , has to be taken care of.

4.2.3 Size of the state space

The size of the state space (2.13) is automatically determined once a new source (or server)
group is added. The corresponding value is returnednbyRPMUXC::get _no _states()

[ff _c.h] . The command-line calculation progrdm_cmdin.cc issues a warning if the state
space becomes larger than a predefined VAIARINOQSTATES.

4.3 State transitions, probabilities and drift values

The state transitions are captured in generator matrixM, whose entriesngg represent the
transition rate from statgto states. The generator matrix for the whole systems of sources and
servers is composed out of those for groups of souvtesnd servers/ ~ by using Kronecker
algebra:

M=M{&..aMjaM" (4.1)

The infinitesimal generator for a grouprfCBR sources/servers is given by the neutral element
of the Kronecker addition
M- =[0], (4.2)

while for a group oin- VBR 2-state sources/servers, it becomes

—nA 05 0 0
nA —(n =LA —p 21 0
M = 0 (n—1)A —(n=2)A —p 0 (4.3)

0 0 0 A
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The generator matrix determines the behavior of the state probabilities, which in the stationary
case reads:
M -Tt=0. (4.4)

The state probability vectort may also be composed from the vectors of the groups by using
Kronecker algebra:
=T ®...0T @ . (4.5)

However, we use closed formulae (2.6) and (2.14) to determine the state probabili-
ties. If desired, the generator matrd might be displayed by using the functiomid
RPMUXC::show_generator(MATR _OUTP matr_outp) [ff _c_io.cc] , where the enumeration
typeMATROUTP [ff _const.h] determines the way how the matrix is shown.

The drift valuesds (2.16) are captured in the second matrix, the diagdnétl matrix D. This
matrix might be composed out of group-relatate matriceswhich reflect the rate contribution
(positive for sources, negative for servers) to each state (2.7), by Kronecker algebra:

D=R;®...0R;y®(-R") (4.6)

If a constant capacity valuePMUXC::Cg is specified, the right-hand side of (4.6) has to be
completed with—Cl1, wherel is a unity matrix of suitable size. Matr@ might be displayed by
using the functiorvoid RPMUXC::show _driftf(MATR _OUTP matr_outp) .

The determination of the set of states with their probabilities and drift values is carried out by the
functionint RPMUXC::create  _all _states(int outp _en) [ff _c_io.cc] , whereoutp _en
= 0 suppresses the screen output of the results. Summarized, this function creates:

e A matrix of integerdMATRIX* RPMUXC::i _state _mcontaining the indexes of the states
of the groupss™ Vi ands™ that contribute to statg

The vector of state probabiliti®&£CTOR* RPMUXC::tstate _pr _v;

A matrix MATRIX* i _crate _m [ff _c.h] containing

— in column 0 the drift values for each statdrow), if the constant capacity value
double RPMUXC::Cg is zero;

— in columni the bit rate contributions of source'(>> 0) and serverr(" < 0) groups
to each stats (row);

A load vector of integer$/ECTOR* RPMUXC::load v, whose elements indicate which
state is an

— under-load state: elemeqt0;
— equilibrium state: element 0;
— over-load state: element0;

The number of overload states RPMUXC::no _ol _states
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All these objects are defined withatass RPMUXC [ff _c.h] and may be displayed by corre-
sponding functionff _c_io.cc]

In the case of the buffer-less fluid flow model, the state probabilities determine the probability
that the buffer is full (4.32). Thus, if loss probabilities are to be calculated, we might proceed to
section 4.6.7, while the probability of saturation might be determined at once (section 4.8.1).

4.4 System of differential equations

The distribution of the buffer contef(x) with

Fs(X) = Pr{X < xA state= s} (4.7)
is the solution of the system of differential equations
D-%F(x) =M -E(x) (4.8)
with the boundary conditions that the buffer is never full in under-load states:
Fs(K) =1, Vs:ds<O (4.9)
and never empty in over-load states:
Fs(0)=0 Vs:ds>0 (4.10)

The solution of (4.8-4.10) is given by
v—1
F(x) = 2. () Bq exp(zoX). (4.11)
q:

The determination of the sets of eigenvalgs} and corresponding eigenvectdifiy} is dis-
cussed in the next section 4.5, while sections 4.6 and 4.7 deal with the determination of the
coefficientsag(K) andag(e), respectively.

4.5 Eigensystem

Transformation of (4.8) leads to an eigenvalue/-vector problem

zgD-$q=M-§q Vva. (4.12)
The set of eigenvaluglgy} may be obtained from the characteristic equation
det[zyD-M] =0 (4.13)
and the set of eigenvectofq} from solving the system of equations
[zD-M] - $4=0 Va. (4.14)

Unfortunately, this method implies serious numerical problems. Therefore, we use special prop-
erties of theeigensysteni{zy, §q} }.
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| type of state | ds | Z | entry inload v |
strongest negative driftdg = mins{ds} <0 | :=0 -2
under-load state ds<O0 >0 -1
equilibrium state ds=0 = 0
over-load state ds>0 <0 1
strongest positive driftf dy_1 = max{ds} | = MaXz<o{z} 2

Table 4.3: Eigenvalue assignment, buffered model.

4.5.1 Properties of the eigenvalues

The following properties are very important for the treatment of the eigenvalues.

e Due to the time-reversability of the processes under consideration, the eigenvalues are
real.

e There is always an eigenvalue 0.
e There are as many negative eigenvalues as there are over-load states.

e The number of positive eigenvalues is given by the number of under-load states minus
one.

e Originally, the analysis could not be carried out if equilibrium states occurred [Ani-82].
However, we are able to treat equilibrium states in the same way as over- or under-load
states due to

lim OzS: Foo. (4.15)

ds—+

There are as many “unspecified” eigenvalues as there are equilibrium states.

Due to the latter properties, we may assign the eigenvalues to states at least in a formal way as
shown by Table 4.3. After calculation, the eigenvalues are stor¢aGiOR* RPMUXC::eval _v.

For this assignment, it is very important that state 0 exhibits the strongest negative and-state

the strongest positive drift. Therefor®, < rl has to be guaranteed when creating the source
objects. In the program, eigenvalues are marked as beihgy explicitly setting (“:=") them

to FF_D_.B_.OVER [ff _const.h] . Section 4.7 will reveal that fanfinite buffer only the negative
eigenvalues are needed; in this case, the program sets the positive eigenvaluescelsmtb “

thus skips the calculation of the corresponding eigenvectors.

Making use of a generating functions approach for the eigenvectors, see [Ani-82, Kos-84,
Ste-91, Fie-97Ft al, the other eigenvalues might be obtained from formula whose order is
given by the two times the number of VBR 2-state groups of servers and sources. Carrying
out this analysis is only feasible f@nesuch group, as one group of VBR 2-state sources in
combination with one group of VBR 2-state servers already leads to equations of order four to
be solved. Even though a closed solution exists, its implementation is much too complicated.
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The analysis of two (or more) groups of VBR 2-state sources in combination with one group
of VBR 2-state servers needs to be carried out numerically anyway, and way to do this will be
described in the following subsections.

The determination of eigenvalues is performed by the funcil@nBPMUXC::eigensys(int

chk _en, int ev  _out _en, int outp _en) and int RPMUXC:: eval _srch(int i, int

chk _en, int trace  _en, int outp _en) [ff _c_es.cc] . The only parameter that is no
control parameter is which denotes the current state.

4.5.2 The inverse eigenvalue problem

Theinverse eigenvalue probleta (4.12) reads

1
Ya(Zg) Bq = <R_£M) -§q (4.16)
with
qu. ) +Yq (z9) = 0. (4.17)

The latter formula might be used to determine the eigenvajpiesmerically due to the fact that
the formulae fow,(zq) are given in closed form. Observe that the value 0 on the right-hand-side
of (4.17) has to be replaced by a constant capacity v@lfieRPMUXC::Cgshould be used.

Theeigenvalues of the inverse problame given

e for a group of CBR sources as
Yqi(zg) = h' (4.18)

e for a group of VBR 2-state sources, out of whickources are “high” in staig as

Wz = W g (Gl =) )+

+sign(zg) (2K — ) /AN I+ (2ghy — 2l A >2> (4.19)

e for a group of CBR servers as
Yq(zg) = —h” (4.20)

e for a group of VBR 2-state servers, out of whickervers are “high” in statg, as

, L 1 _ _ _ B _
Vozg) = —nl —g(n (zh —2zd )4A )+

+ sign(zq) (2k — n*)\/4)ru* +(zgh™ =279l = =N+ u)2> (4.21)
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For sources and servers, the corresponding eigenvalues (4.18) and (4.20) or (4.19) and (4.21)
differ by their sign. However, this is happening automatically when we assign the source ob-
ject parameters as described in section 4.1.3. These eigenvalues are implemeinied as

inline  functions

e for CBR sources or servers @ouble NRPC::cakt() [ff _slr.cc]
e for VBR 2-state sources or serversdiouble NMMRPC::cakt() [ff _s2mmr.cc]

which may be called via the source pointer arrdyp . Before doing that, the num-
ber of “high” sources has to be set in the source objects via the fundtibn
RPbaseC::set _a_state(int k  _inp) [ff  _sbase.h] ; the same applies for the eigenvalue
(void RPbaseC::set _a_eval(double z _inp) [ff  _shase.h] ).

4.5.3 Numerical search for eigenvalues

Based on the eigenvalues of the inverse problem, the search for an eigemyalue

is carried out byint RPMUXC::eval _srch(int i, int chk _en, int trace  _en, int

outp _en) [ff _c_es.cc] with a relative deviation defined b§F_ZS_TOL, usually 1015, For

trace _en = 1, the search process might be observed. The sign function in (4.19) and (4.21) is
not a problem because the sign of the eigenvalue is known in advance: Eigenvalues that are as-
signed to under-load states are searched between-@andhile eigenvalues that are assigned

to over-load states are searched betweenand 0. The search itself is interval-based: First, an
interval |z, z[ is determined that includeg, which is the case if the left-hand-side of (4.17)

has different sign fog, andz,, respectively. The interval is halved and the sub-interval is chosen
that containgg. This procedure is continued until the desired precision has been reached.

4.5.4 Determination of the eigenvectors

Once an eigenvalue has been calculated, the corresponding eigenvector may be computed,
which is composed of sub-eigenvectors for each group

Pq=041®...@Bqq®@y . (4.22)
All the eigenvectors are normalized in the following way:
> bgs=1 (4.23)
S
The eigenvector forg = 0 is given by the vector of the state probabilities
Po=T1, (4.24)

while in the limit dy — O, the eigenvector that comes along with indeterminate eigenvalues
(equilibrium states) becomes a unit vectogidirection:

lim $q =&, (4.25)

2>

Depending on the type of sources or servers, the eigenvectors are given as follows:
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e For a CBR source or server group, we obtain
bg=[1] (4.26)
which is implemented in the virtual functiomt NRPC:evaluate  _evec() .

e For a VBR 2-state source or server group, we have to use the eigenvector-generating
function approach described in [Ani-82, Fie-97]. Together with the two residua that look
little different for sources and servers,

e () — %(v—uhzq(h*—l*)i
i\/4)\+u++()\+—p+—zq(h+—l+))2) (4.27)

reil/z(ZQ) = % <|~1 -\ +Z€1(h7 1)+
:t\/4)\_“_+(“_—)\_+Zq(h_—|_))2> (4.28)

and withg™ sources/servers out of being in the “high” state in staig, the components
k of the sub-eigenvectors are given in closed form:

TR (D) (") (resit)” (resiatza)” " a29)

&=0

However, formula (4.29) is implementedim NMMRPC:.evaluate _evec() in a modi-
fied way that is described in [Fie-97].

After having been computed for each group separately, the sub-eigenvectors are joined together
(4.22) by the functionint RPMUXC::evaluate  _a_evec(int chk _en, int part  _en, int

outp _en) [ff _c_es.cc] .The eigenvectors are stored in the mattATRIX* RPMUXC::evec _m

[ff _c.h] .

4.5.5 Numerical problems

For large groups, the computation of (4.29) is numerically critical: The binomial coefficients
may lead to numerical overflow, while the powers of the residua may lead to numerical under-
flow. This problem may be solved in two ways:

1. By calculating the product in (4.29) in a logarithmic wiily _s2mmr.cc] ; this option is
chosen automatically per group if the its number of sources/servers exéeBd&CN B
[ff _const.h] or the probability that one source/server is in the “high” state becomes
less tharFF_EVECN.B [ff _const.h] . Thislogarithmic calculationis much slower than
the standard calculation (about factor 10).
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| zg | ag(K)| Remarks |

=0 >1
>0 >0
— 400 | — 0T | inthe limit
<0 <0

Table 4.4: Properties of the coefficients for finite buffer.

2. By calculating the product in (4.29) with help obng double  variables
[ffls2mmr.cc] . This leads to a drastic improvement of the numerical stability of the
whole fluid flow analysis, butong double variables may not be used with each C++
compiler. Therefore, a separate source coddffikmmr.cc  implements this case. This
long double calculatioris even much slower (about factor 100 compared to the standard
calculation); therefore, it should only be used if the number of sources/servers in one
group exceeds 200, which is of course no hard limit, but also influenceg by

The difference in terms of stability are shown in [Fie-97].

4.6 Coefficients for finite buffer

After the eigenvalues and eigenvectors have been determined, the coefficients of the solution
have to be calculated by solving the linear system of equations given by (4.9) and (4.10).

4.6.1 Properties of the coefficients

Some properties of the coefficients belonging to eigenvatyesd eigenvector§q are listed

in Table 4.4. The positive coefficients that belong to the “unstable” eigenvalues force (4.9). Fur-
thermore, and together with (4.25), it becomes obviousdailibrium states do not contribute

to the solution at all

4.6.2 Deletion of critical states

Due to (4.15), states with almost vanishing drift may cause

1. numerical underflow, if the drift is slightly negative;

2. numerical overflow, if the drift is slightly positive.

The first problemmay, but the second probledoesaffect the solution procedure — the numeri-
cal calculations collapse. From Table 4.4, we know that the contribution of states with vanishing
drift becomes arbitrarily small. Therefore, we mark all states that may not be used due to
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1. exfzgK) < FF_EZK OL (typically 10 3%) for over-load states,

2. exp(zgK) > FF_EZK UL (typically 10"3%) for under-load states.

This happens by setting the corresponding element MBECTOR* RPMUXC::eq-used

[ff _c.h] to 0. Equilibrium states are marked the same way by the function
int RPMUXC::delete  _worst _states(int outp _en, double ezk _ol, double ezk _ul)

[ff _c_eq.cc] . The number of used equations is contained inh RPMUXC::no _used

[ff _c.h] .

4.6.3 The system of equations

The system of equations (4.9, 4.10) is put together by the function
RPMUXC::create _equ _loss(int out) [ff _c_eqg.cc] from

e the matrix of eigenvectomec _m
e the vector of eigenvalueval v,
e the buffer sizeKg,

e the vector of state probabilitiésstate _pr _v

based on the information contained in the flag veetpused : Equationsis created only, if el-
ementsof eq_used is not zero. The system is storedMATRIX* RPMUXC::eq_syst [ff  _c.h]

that hasio_used rows (= equations) antb _used + 1 columns, where the last column contains
the right-hand sides of (4.9f).

4.6.4 Solution of the system

The solution of the system of equations is carried out by the functign
RPMUXC::solve _eqgsyst(int outp _en) . This function operates mainly on the matrix
eq_syst by using the functionVECTOR* MATRIX:solve(...) [ff _matr.cc] , thereby
changingeq_syst ! By default, theGauss elimination method with complete pivotiagset

as solution procedure (c#define FF _SOLVM GAUSS [ff _const.h] ), because it has
shown up to be the numerically most versatile of all the methods implementiednnatr.cc

[Fie-97, Fie-99]. The result is stored in tN€CTOR* RPMUXC::solut v [ff _c.h] , which in

most cases merely contains the subset of non-vanishing coefficients due to the fact that some
equations had to be left out, c.f subsection 4.6.2.
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4.6.5 Assignment of the coefficients

With the flag vectoreq_used, the coefficient vectoWECTOR* RPMUXC::coeff v [ff _c.h]

is created from the solution vectmolut _v, which is performed by the functiomt
RPMUXC::solut _2_coeff _v(int outp _en) [ff _c_eq.cc] . If elementsof eq_used had been
marked with O, then coefficierstof coeff _v will also be set to zero.

4.6.6 Regeneration of the flag vector

If the buffer size is changed, then the procedure has to be carried out from step 4.6.2; a re-
construction of the eigensystem is not necessary. The flag vegctased has to be prepared

for new marking of critical states by calling the function RPMUXC::regen _eq_used()

[ff _c_es.cc]

4.6.7 The probabilities of full buffer

After the coefficientsyy(K) have been determined, the probabilities that the buffer gets full in
over-load stats are given by

U = Te— lim Fy(x) (4.30)
v—1

= T 3 (k)8 exp(zK). (4.31)
q=

For the buffer-less model, this reduces to
Uy = T&. (4.32)

Both cases are treated by the functiomt RPMUXC:create _full _v(int outp _en)
[ff _c_xd.cc] thatwrites the result tdECTOR* RPMUXC::full v [ff _c.h] .

4.7 Coefficients for infinite buffer

For infinite buffer, the linear system of equations looks different. The condition (4.9) now reads

lim Fs(X) =T Vs:ds<O (4.33)

X—+00

This has special consequences for the coefficients that are described in the next subsection.
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| zg | ag(K)| Remarks |

=0 =1
>0 =0
— —oo0 | — 0 | inthe limit
<0 <0

Table 4.5: Properties of the coefficients for finite buffer.

4.7.1 Properties of the coefficients

Compared to the buffered case (see Table 4.4), the properties of the coefficients have changed
(Table 4.5). The positive coefficients that belong to the “unstable” eigenvalues have to become
zero. Thisinturn leads to the coefficiemt= 1. The only coefficients that have to be determined

are those for the over-load states; the corresponding system of equations reads

; ag(®) §gs=—Ts Vs:ds> 0. (4.34)
0:0q>0

For only one group of VBR 2-state sources or servers, [Ani-82] presented a very elegant, closed-
form solution which unfortunately cannot be translated to the general case.

4.7.2 Deletion of critical states

As the equations (4.33) for the under-load states are not needed due to the vanishing co-
efficients, we cannot get numerical over- or underflow from exponential functions contain-
ing the eigenvalues. Thus, the functioh RPMUXC::delete  _worst _states(int outp _en,

double ezk _ol, double ezk  _ul) [ff _c_eqg.cc] is not necessary for infinite buffer.

4.7.3 The system of equations

The system of equations (4.10) is composed by the functiont
RPMUXC::create _equ _delay(int out) [ff _c_eqg.cc] from

e the matrix of eigenvectomec _m
e the vector of eigenvalueval _v,

e the vector of state probabilitiésstate _pr _v

and is stored iMATRIX* RPMUXC::eq.syst [ff _c.h] that haso_ol _states rows (= equa-
tions) ancho_ol _states + 1 columns. Again, the flag vecteg_used is used to indicate which
states contribute.
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4.7.4 Solution of the system

The solution of the system of equations is carried out by the same function as in the finite buffer

case. As the system of equations in the infinite buffer case is smaller than in the buffered case,
the solution needs less time, whereas the numerical stability is about the same [Fie-97, Fie-99].
Again, the result is stored in the vectmiut _v.

4.7.5 Assignment of the coefficients

The coefficient vectocoeff _v is produced fronsolut v based oreq_used as described be-
fore, with the only difference that element zero is set to one.

4.8 Quality of Service-related parameters

4.8.1 Probability of saturation

The probability of saturation (2.20) are obtained from the functiordouble
RPMUXC::sat _prob(int outp  _en) [ff _c_go.c] . The function uses the vector of state
probabilitiest _state _pr v and the flag vectdoad _v.

4.8.2 Loss probability

Based on the vector of probabilities that the buffer is full in different stafidbs, _v,
the function double RPMUXC::loss _prob(int type, int part _en, int inp  _rep, int
outp _en) [ff _c_go.cc] delivers

¢ theindividual loss probability2.21) for a certain group of sources by specifyiyge =
number of the group;

e thetotal loss probability(2.22) by specifyindype = 0 ;

e an error message and the value Qype refers to a server group.

This function uses the drift/rate matiixcrate _mand the flag vectdpoad _v.
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4.8.3 Overflow probability of a buffer threshold

From (4.11) and (4.23), we obtain the complementary distribution function of the buffer content

e for a finite buffer (0< x < K) as
v—1
G(x) =1~ Zoaq(K) exXp(ZgX); (4.35)
q:

e for an infinite buffer together with Table 4.5 as

G(x) = — ag(e) exp(ZgX) . (4.36)

ges°

This is carried out by the functiodouble RPMUXC::.compl _distrib  _total(double X)
[ff _c_xd.h] that needs the vector of eigenvaleal _v and the coefficient vectaoeff _v.
Observe that the function does not perform any check on the ydluebeing reasonable.



Chapter 5

Results

5.1 Channel fading

The first example considers one channel in a mobile environment that becomes partly unavail-
able due to channel fading or the correction of errors. We assume that due to such unexpected
error conditions, the channel bit rate sinks temporarily to merely 50 % of its original bit rate,
which is the same than that of the source when transmitting= 0.5h*/~). The source has
on-/off characteristics with a low activity factor oft = 0.01 and a certain mean cycle time

1+, while the probability that the channel (= server) has its full capacity may vary betw&en 0
and 09 and the mean cycle time of the channel may deviate from that of the source by several
orders of magnitude. The Quality of Service (QoS)-related parameter is the loss probability.
More information can be obtained from a conference paper [Fie-00b] that is one of the basic
results from this project.

We shall now look at some results. The figures have been produced using gnuplot’s eepic in-
terface and modified afterwards. Figure 5.1 demonstrates which influence the ratio of the mean
cycle times of servers and sources has on loss probabilities. Especially when the probability that
the server is fully available is quite high, the loss probability varies by about eight (!) orders of
magnitude between 18°and 102! A low loss probability is obtained if the server’s cycle time

is much shorter than that of the source. However, if the mean cycle time of the server becomes
equal or larger than that of the source, the loss probability reaches quite high values. For QoS, a
slowly varying channel capacity with quite long “channel low” times represents a danger which
should not be underestimated.

How do we cope with this problem? One possibility consists of adapting the buffer size in a
way that a desired loss probability is not surpassed. Figure 5.2 shows the required buffer size
for a loss probability of 10° as a function of the mean cycle time ratio for the case= 0.9.
Compared to a fast-varying channel, a slow-varying channel implies a need of up to ten times
as much buffer space.

45
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Figure 5.1: Loss probability versus the mean cycle time ratio (buffer size = mean burst size).

60— r—— T —

5.0 1

4.0 - 4

K 30 —

20 1

10| 1

OO 1 al 1 al 1 al 1 | 1 al 1 al 1 al 1 [
10> 104 10°® 102 10! 100 100 1 1C®
T /1t
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G(15 mean bursts)

- - /1t

O | T/T | pros50 | nt=100 | nt=150
1.000 — 1 155%x10° | 1.60x10 7| 203x 108
0.999 1]168x10°]1.78x107]231x10°8

0.999 10| 1.77x10°° | 2.60x 107 | 6.64x 10/
0.999 100 3.61x10 4| 1.26x10°3| 1.97x 1073

Table 5.1: Overflow probability of buffer threshold = ¥6mean burst length.

5.2 Link breakdown

The second example looks at the following scenario: An ATM link camiesirtual paths (VP)
with on-/off behavior (acitvity factoo™ = 0.4) and peak bit rath™ = 1 Mbit/s. The VPs may
share the full link capacity among themselves. The offered load is fixad=®.8, so that the
capacity becomer%+ Mbit/s. Considering peak rate allocation, the link (= server) is over-booked
by 100 %.

We shall study the effect of link breakdown on the buffer content distribuio). We assume
that the availability is lowered fromm~ = 100 % toa— = 99.9 %, thus raising the offered load
slightly to 0.8008. The investigations are carried out for different numbers of conneations
and, as before, for different mean cycle time ratios between servers and souftes

Table 5.1 shows some quite interesting results, which consist in overflow probabilities of a
buffer threshold size of 15 mean bursts for different numbers of VPs and different link capaci-
ties. If the link is fully available, we observe that queuing becomes less as the number of VPs
rises. Such a behavior reflects multiplexing gain that becomes the larger, the more connections
share a common link. If the link’s availability sinks to 99.9 % and the mean cycle times of
sources and servers are matched, the changes of the overflow probability are marginal, as ex-
pected. However, if the mean cycle time of the link rises in comparison to that of the sources,
i.e. if the link changes more slowly between “up” and “down”, queuing becomes much more
critical — and worse for larger numbers of VPs. Already for a mean cycle time of the link that

is ten times as long as that for one source, the trend that the QoS becomes better for a larger
number of VPs — as known from the 100 % = CBR link case — does not hold anymore. If we
raise the mean cycle time of the link once more by factor ten, this trend is completely inverted!

We may summarize our observations as follows: For links that change their state much slower
than VPs,

1. heavy queuing occurs;

2. the multiplexing gain sinks if the number of connections rises.

While the first result is underlined by figures 5.3 and 5.4 (unchanged PostScript output from
the program), the last result may have significant impact on the dimensioning of systems if
reliability comes into the game.
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Figure 5.3: Overflow probabilities versus buffer threshold size in mean burst lengths for 150
connections and 100 % link availability.
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Chapter 6

Summary and outlook

In this project, the fluid flow model has been applied successfully to model variable server
rates, as they appear in mobile environments at the edge of the networks, but also within the
core network itself.

A user-friendly, contemporary and flexible computing environment has been created that is
based on a web/compute server concept, thus providing a well-known graphical user interface
and multi-user facilities. The same calculation program might be used via the graphical user
interface and for batch processing. Great effort has been put into the numerical stabilization of
the calculations. The fluid flow analysis has been described together with its implementation,
thus enabling programmers to get a better idea on how analysis and implementation get together.

Two case studies reveal how important the consideration of a variable server rate is and how
dangerous a slowly-varying server capacity might become for Quality of Service (QoS). In the
latter case, even the well-known “law” that multiplexing gain is rising together with the number
of connections does not hold anymore.

The case studies reveal a strong dependency between results and system parameters. Here, pa-
rameters of realistic systems should be used to study the problems of varying server rates for
practical systems. As the fluid flow model presents a unifying framework for network-wide
QoS, combinations of network elements and links should be considered as well. More com-
plicated source and server models than the VBR-2 state model with exponentially distributed
phases should be taken into account, which implies the need to develop numerically stabilized
algorithms. The list of scenarios presented in the introduction gives only a vague notion about
the very many problems that the fluid flow model might be applied to in the future. Let’s con-
tinue!
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APPENDIX

List of files for building the executables

executable

code file standard version| long double vers.

ff cmdin | fic || flcmdin | ficl Remarks
ff _c.h Vv Vv Vv v/ || calculation class RPMUXC
ff _consth Vv Vv Vv v/ || definition of constants
ff _imatr.h Vv Vv Vv Vv integer (= index) matrixlass IMATRIX
ff _ivecth Vv Vv Vv Vv integer (= index) vectarlass IVECTOR
ff _matrh i i i V|| matrixclass MATRIX !
ff _vecth Vv Vv Vv v/ || vectorclass VECTOR
ff _shase.h Vv Vv Vv v/ || sourcel/server bastass RPbaseC
ff _sir.h Vv Vv Vv Vv CBR source/servettass NRPC
ff _s2ir.h Vv Vv Vv v/ || VBR on-/off source/servetlass NIRPC
ff _s2mmr.h Vv Vv Vv v/ || VBR high-/low source/servetass NMMRPC
ff _s2o00r.h Vv Vv Vv v/ || VBR Poisson testlass 00IRPC
ff _c_io.cc Vv Vv Vv v/ || RPMUXG- I/O routines
ff _c_es.cc Vv Vv Vv Vv RPMUXG- state space and eigensystem
ff _c_eq.cc Vv Vv RPMUXG- build system of equations
flc _eq.cc Vv Vv RPMUXG- build system of equations
ff _c_so.cc Vv Vv Vv Vv RPMUXG- solve system of equations
ff _c_xd.cc Vv Vv Vv Vv RPMUXG- distribution of buffer content
ff _c_go.cc Vv Vv Vv v/ || RPMUXG- Grade/Quality of Service
ff _c_cr.cc Vv Vv RPMUXG- required capacify
ff _c_cn.cc Vv Vv RPMUXG- proportional required capacfty
ff _c_ca.cc Vv v/ || RPMUXG- CAC regions
ff _cmdin.cc Vv Vv main program for command-line version
ff _main.cc Vv main program for interactive version
fflmain.cc Vv main program for interactive version
ff _imatr.cc Vv Vv Vv Vv integer (= index) matrixlass IMATRIX
ff _ivect.cc Vv Vv Vv Vv integer (= index) vectaelass IVECTOR
ff _matr.cc Vv Vv Vv v/ || matrixclass MATRIX
ff _vect.cc Vv Vv Vv v/ || vectorclass VECTOR
ff _sbase.cc Vv Vv Vv v/ || sourcel/server bastass RPbaseC
ff _slr.cc Vv Vv Vv Vv CBR source/servetass NRPC
ff _s2ir.cc Vv Vv VBR on-/off source/servedlass NIRPC
fls2ir.cc Vv Vv VBR on-/off source/serveniass NIRPC
ff _s2mmr.cc Vv Vv VBR high-/low source/servetass NMMRPC
ffls2mmr.cc Vv v/ || VBR high-/low source/servetass NMMRPC
ff _s2o0r.cc Vv Vv VBR Poisson testlass 00IRPC
ffls200r.cc Vv v/ || VBR Poisson testlass 00lRPC
makefile Ve Ve VA V4 || utility for compilation

lincludes methods for solving linear systems of equations
2for notions, see [Fie-98]
Scalls gnu compileg++

4calls Sun compile€G, links in sunmath library
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The web/compute server requires the following files in\thé/\Whomedirectory (e.g.wwwor

wwwroot ) that is to be found undéattp:/

e the HTML formsffcalc.htm

the CGI scripffcout.cgi
the executable _cmdin(.exe)

the Gnuplot executable

andffcalcl.htm

andffcoutl.cgi

— UNIX/LINUX: gnuplot
— Windows 95/98/NTwgnupl32.exe

in the directoryman, the HTML manual and help files

e N e T i o e
N O UM W N R O

© © N o o bk~ wDdRE

index.ntm  (root file)

usage.htm
units.htm
qosthres.htm
sources.htm
servers.htm
output.htm
excelgnu.htm

errcodes.htm

. load.htm

. warnings.htm
. nostates.htm
. strange.htm

. software.htm
. param.htm

. websconf.htm

. securadm.htm

Lonly, if the long double version of the calculation program is available

1

1

andfflemdin(.exe)

Server _address.WWW._home

1
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Configuration

The following configuration settings might be necessary:

e Apache servern file access.conf

— set permission to execute CGl: add
<Directory/
Options FollowsSymLinks ExecCGl AllowOverride None
</Directory>

— allow directory: add/modify
<Directory " WWIWome directory ">
Options ExecCGI  Includes
AllowOverride None
</Directory>

— allow hosts to contact: add
order allow,deny
allow from  host

in file httpd.conf |

— set suitable time-out: modify
Timeout max. calculation time

e Enable PostScriptin file in ffcout.cgi andffcoutl.cgi L

— set$psenable = 1

— set$gnubin = gnuplot _binary "
Disable PostScriptin file in ffcout.cgi andffcoutl.cgi L
— set$psenable = 0
e General in file in ffcout.cgi andffcoutl.cgi L

— set$calcbin = " calculation  _binary "

— set WWW home directory
$wwwroot = "http:// Server _address.WWW._homé'

— modify the links in the HTML pages in directorganto
"http:// Server _address. WWW_homé&man/ file .htm"

set rights such that useobody may

— read, write in and execut&/WIhome_directory
— read and execute the files WWlhome_directory

Lonly, if the long double version of the calculation program is available

APPENDIX
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Manual for the Fluid Flow Calculator
Important!

o Usage
e Units

Stepping through the program

e Quality of Service-related parameters and thresholds
Sources
Servers

Output file
Output analysis with Excel (and gnupl ot)

Problems

Error codes

Load

Warnings

Number of states

Strange Quality of Service

Miscellaneous

Software components

Parameters for the command-line calculation program
Web/compute server configuration

Security and administrative issues
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Usage

Pleasefill in the "Fluid Flow Calculator”" form and adjust the values to your own needs. Before
choosing numeric values, please fix your data and time units. Please observe that by using merely
default values, the calculation program will terminate on error.

e The Reset button clears the user input, i.e. shows the default values.

e The Start button sends the data to the calculation program and startsit. Depending on the size
of the system, this calculation program may take a while to execute. Thank you for your
patience!

Upon reception of errors or warnings, or if results seem to be strange, please consult the problem
pages. By using the back button of your browser, you can get back to your input and modify it

without having to fill in the whole form again! If you however prefer that, please use the Reset
button.

Thefiles that are produced may be downloaded by clicking on the corresponding links. They stay on
the server until

o they are overwritten by files with same names,
o they are removed by the administrator of the web/computeserver.

back
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Units

Due to the broad range of applications for the fluid flow model, it would not be sensible to predefine
data and time units. Therefore, this specification has been left to the user completely. The following
table shows the ways in which parameters are affected by the chosen data and time units.

Parameter Unit

Buffer size K, Data unit

thresholds

Datarates Data units/time
units

Transition rates 1/time units

However, for VBR 2-state sources and servers, there are some principle relationships between some
of the parameters that deserve specia attention:

e The mean burst duration is given by the corresponding reciprocal transition rate.
The mean cycle timeis the total mean burst duration for both states:

t=11 +1/m

The mean burst size (= mean amount of information within a burst) is given by the product of
the mean burst duration and the corresponding data rate.

Especialy for on-off sources (I* = 0), the buffer size K might be related to the mean burst size
in the on-state by afactor k:

K=kh"/ni

back
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Quality of Service-related parameters and thresholds

1. Quality of service (Q0S): The desired output of the calculation has to be specified. One of the
following parameters has to be chosen from alist:

o Probability of saturation: Probability that the input rate exceed the service rate.

o Loss probability (= default): Probability that a unit of information gets lost due to buffer
overflow. The loss probability can either be related to all sources or to single groups of
similar sources.

o Overflow probability of buffer threshold: Probability that the buffer content exceeds a
given threshold.

2. Fluid flow model: The choice of the fluid flow model determines the size of the buffer and
thus the speed, memory requirements and stability of the calculations. Not each model is suited
for each QoOS parameter: Thereisno lossin asystem in a system with infinite buffer, and the
probability of saturation isindependent of the existence of a buffer. The standard cases for each
parameter are marked by ™M, while additional possibilities are marked with v'. Arrows describe
how the remaining cases are trandated into the standard cases.

Model Prob. of Loss Overflow prob.
saturation probability

Infinite buffer v v M

Finite buffer (= v ™ v

default)

Buffer-less %} v ™

3. Buffer size: The buffer size needs to be specified for the finite buffer case. In the buffer-less
case, thisvalue will be set to 0. In the infinite buffer case, it will be internally set to 1e+307,
whichisasymbol for infinity. In the buffered case, a negative buffer size will be set to O,
which isfollowed by awarning. However, a non-numerical input throws error 3.

The following three parameters enable users to specify aranges of buffer-related parameters for
which the calculations are to be carried out - so-called thresholds. Inside the calculation program,
buffer-related thresholds are the only parameters whose change does not enforce a complete
reconstruction of the eigensystem. Moreover, QoS is often plotted versus buffer (threshold) sizes.
Therefore, these parameters seem natural to aloop inside the calculation program.

The thresholds have different meanings for different fluid flow models and QoS parameters:
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o Buffer-lessmodel: Only one buffer-related threshold is possible, the buffer size (= 0).
e Model with finite buffer:

o Loss probability: A range of buffer sizes might be given, for which loss probabilities are
computed. The range is upper-bounded by the buffer size specificationin 3.

o Overflow probability of buffer threshold: Buffer threshold values between 0 and the
buffer size specified in 3 might be given, for which the values of the complementary
density function will be computed.

e Infinite buffer model:

o Overflow probability of buffer threshold: Any non-negative buffer threshold might be

given, for which the values of the complementary density function will be computed.

The range of thresholdsis specified by

4. lower threshold = minimal value (default = 0) - this value is lower-bounded by 0 and upper-

bounded by the upper threshold;

5. upper threshold = maximal value (default = 0) - this value is lower-bounded by the lower
threshold and upper-bounded by the buffer size;

6. threshold step size between successive thresholds (default = 1) - this value has to be positive
to avoid endless loops.

Both lower and upper thresholds are modified automatically if necessary, followed by awarning.
Non-numerical inputs lead to errors 4, 5 or 6, while a non-positive step size throws error 7.

back
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Sources

7. A group of sources contains sources with similar characteristics and is defined by choosing a
type (CBR or VBR 2-state) from the corresponding type list. Groups of sources have to be
defined one after another without gaps between them. A group i (ID in the table) whose typeis
marked with -- is treated as not being defined; thisis the default for each group. Valid
definitions are:

e Group 1aone
e Groupland?2
e Groupl,2and3

From these definitions, the number Ng of groups of sourcesis calculated.

Invalid definitions are:

Groupland 3
Group 2 aone
Group2and 3
Group 3 aone

Definitions that include gaps throw an error. This error is unnumbered because this
problem only appears in connection to the GUI.

7. 1f aQuality of Service (Q0S) has been chosen that might be related to a group of sources, e.g.,
the loss probability, then the group for which the QoS should be determined might be selected
viathe corresponding radio button. For the probability of saturation and the overflow
probability of a certain buffer threshold, such a setting has no meaning. The default setting is
an average QoS for all source types. The selection of a group that has not been defined before
(see 7) throws error 12.

8. Thenumber of sources ni+ within each defined group hasto be set. The minimal valueisO,

which is assumed by default. A non-numerical value throws error 14, while a negative value
throws error 15.

9. For VBR 2-state sources, the input rate for the " source low" state Ii+ has to be given; the

default is 0. If the entered value is non-numerical or negative, errors 16 or 17 are thrown. In the
case of CBR sources, an entered value will be ignored.

10. Theinput ratefor the" source high" state hi+ is needed for both source types. This value has

to be larger than O for CBR sources and larger than the "source low" datarate for VBR 2-state
sources; otherwise, error 19 isissued, while a non-numerical input leads to error 18.

11. Thetransition rate from the" sourcelow" tothe" source high" statel i+ has to be specified

for VBR 2-state sources; for CBR sources, this value isignored. The default value of 0 is not
suitable for VBR 2-state sources. If the value is non-numerical or non-positive, errors 20 or 21
areissued.
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12. Thetransition rate from the" source high" tothe" sourcelow" state rq*istreatedinthe

same way as described under 12; the error codes for on-numerical or non-positive values are 22
or 23, respectively.

back
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Servers

14. A group of servers contains servers with smilar characteristics and is defined by choosing a
server type (CBR = default or VBR 2-state) from the corresponding type list.

15. Thenumber of serversn” hasto be set. The minimal valueis 1, which is assumed by default.
A non-numerical value throws error 25, while a value smaller than 1 leads to error 26.

16. For VBR 2-state servers, the server ratefor the" server low" statel” hasto be given; the
default is 0. If the entered value is non-numerical or negative, errors 27 or 28 are thrown. In the
case of CBR servers, an entered value will be ignored.

17. Theserver ratefor the" server high" state h” is needed for both server types. This value has
to be larger than O for CBR servers and larger than the "server low" datarate for VBR 2-state
servers; otherwise, error 30 isissued, while a non-numerical input leads to error 29.

18. Thetransition rate between " server low" and " server high" statel ™ hasto be specified for
VBR 2-state servers, for CBR servers, thisvaueisignored. The default value of 0 is not
suitable for VBR 2-state servers. If the value is non-numerical or non-positive, errors 31 or 32
areissued.

19. Thetransition rate between " server high" and " server low" statem’ istreated in the same
way as described under 18; the error codes for non-numerical or non-positive values are 33 or
34, respectively.

back
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Output file

The output of the calculation program iswritten to afile. The format of thisfileis such that

o it might beimported into MS Excel for further processing, e.g. for producing graphical output;
e it might be used to produce PostScript files with gnuplot.

The columns of thisfile are described in the section "Output files'.

20. The name of the output file hasto be given. To simplify the handling of output files on
Windows computers, the length of the name has been limited to 8 characters. A default name
ffcout is provided. However, this file name should be used with caution if more than one user
uses the program at the same time. An extension .xIs is attached automatically. This has the
advantage that on Windows computers MS Excel can be started within the browser window
just by clicking on the file name after the file has been produced.

21. One of thefollowing radio buttonsis used to specify the kind of output that is desired.

a. New file + PostScript. First, anew output file iswritten, including the header line that
contains abbreviations for the different columns. A file that has been existing under the
same name before is overwritten without check and warning! This makesit easy to
replace erroneous calculations, but might be quite dangerousiif different users use the
same file name.

The required steps to import the datainto Excel are described under the corresponding
keyword. Thefileisalso displayed so that the user may decide whether (s)he wants
to download it.

After the Excel file has been produced and if are at least two datalinesin the
corresponding file, agnuplot control file under the same name, but with the different
extension .gnu will be written by the CGlI script. By using thisfile, gnuplot will produce
a PostScript picture under the same name with the extension .ps. In that picture, the x-
axiswill show the threshold value, while the y-axis represents the QoS parameter under
study. The user will be able to download both files. By corresponding settings in the
operating system or in the browser, a PostScript viewer (e.g. ghostview) might be started
automatically.

b. New file. The same as a), but without the PostScript picture.

c. Append tofile. One or more new rows are attached to afile, evenif thisfile has been
empty before. There is no check whether the file already exists! The new rows are
attached without a header line in the beginning. It is up to the user to make sure that the
number of groups of sourcesis not changed while (s)he appends to a certain file, because
otherwise, the number of columns will change and thus, some columns will change their
meaning. Thefileisalso displayed.

The latter option c. is not offered in a PostScript variant, because most probably, it will be used to
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study the influence of other parameters than a buffer threshold. However, a gnuplot control file that
has downloaded might easily be modified to account for the parameters of interest.

back
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Output analysis with Excel (and gnuplot)

Downloading of the Excel-compatible data file on a Windows-PC with Explorer on it causes Excel to
start automatically within the browser window, and the data file is displayed.

Important! If adatafileisreproduced on the server (by choosing the same file name), Excel might
not be willing to show the new contents. If this happens, a new file name should be chosen!

e Toassign columns:
o Mark at least the first column of the table
o Choose Data - Text to columns
o Click on Finish
e Tofix column widths automatically:
o Mark the whole table
o Choose Format - Column - AutoFit Selection
e To produce adiagram (Quality of service versus threshold):
o Mark the last two data columns
o Choose Insert - Chart
o The most suitable chart format is XY (Scatter)

The following table shows the layout of the Excel table for one, two and three groups of sources, both
with Excel-specific character and numerical column notions (as needed for gnuplot).

#col.,1 || #col.,2 || #col.,3 | Textinfile || Description
arp. arp. arp. header
A=1 A=1 A=1 #Qo0S- QoS parameter (symbol # needed for gnuplot)
par.
B=2 B=2 B=2 Group Group for which QoSisvalid (0 = average)
Cc=3 Cc=3 Cc=3 nl+ Number of sourcesin group 1
D=4 D=4 D=4 11+ "Source low" input rate for group 1
E=5 E=5 E=5 h1l+ "Source high" input rate for group 1
F=6 F=6 F=6 lal+ "Source low to high" transition rate for group 1 (0 for CBR
sources)
G=7 G=7 G=7 mul+ "Source high to low" transition rate for group 1 (0 for CBR
sources)
H=8 H=8 n2+ Number of sourcesin group 2
=9 1=9 12+ "Source low" input rate for group 2
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J=10 J=10 | h2+ "Source high" input rate for group 2
K=11 K=11 | la2+ "Source low to high" transition rate for group 2 (0 for CBR
sources)
L=12 L=12 || mu2+ "Source high to low" transition rate for group 2 (0 for CBR
sources)
M=13 | n3+ Number of sourcesin group 3
N=14 | I3+ "Source low" input rate for group 3
O0=15 || h3+ "Source high" input rate for group 3
P=16 | la3+ "Source low to high" transition rate for group 3 (0 for CBR
sources)
Q=17 [ mu3+ "Source high to low" transition rate for group 3 (0 for CBR
sources)
H=8 M=13 | R=18 | n- Number of servers
=9 N =14 S=19 | I- "Server low" servicerate
J=10 0=15 T=20 | h- "Server high" servicerate
K=11 P=16 u=21 | la- "Server low to high" transition rate (0 for CBR sources)
L=12 Q=17 | V=22 | mu- "Server high to low" transition rate (0 for CBR sources)
M=13 | R=18 | W =23 | bufsize Buffer size
N=14 S=19 X =24 | thresh Threshold size (= buffer size for loss prob./buffer-less model)
O=15 | T=20 || Y=25 || QoS QoS

For help on how to edit the gnuplot control file, please use gnuplot's own help facilities.

back
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All of the numbered errors listed below are discovered by the calculation program ff_cmdin.exe.
Besides that, there are some errors also reported by the CGI script that calls ff_cmdin.exe, but often
with a shorter error message (the texts in brackets are omitted). The parameter numbersin the
second-last column refer to the position of the parameter in the command-line call of the calculation
program. The positions that the corresponding parameters have depend on the number of source

types.
Code || Error Description caGl? Pos. Todo
1 || Unknown QoS Aninvalid Quality of 1 Choose either sat u, | oss or
Service (QoS) specification over
has occurred
2 | Unknown model Aninvalid fluid flow model 2 Choose either i nf ,finor
specification has occurred bl s
3 | (Buffer size) not a A non-numeric buffer size 3 Choose a non-negative
number specification has occurred number
4 | (Lower threshold) A non-numeric lower 4 Choose a non-negative
not a number threshold specification has number
occurred
5 | (Upper threshold) A non-numeric upper 5 Choose a non-negative
not a number threshold specification has number
occurred
6 || (Threshold step) not || A non-numeric threshold 6 Choose a non-negative
anumber step specification has number
occurred
7 || Positive step A non-positive threshold v 6 Choose a real-valued number
required step has occurred
8 || (Number of groups A non-numeric 7 Choose a positive integer
of sources) not an specification of the number
integer of groups of sources has
occurred (negative,
character, ...)
9 || No groups of A non-positive number of v 7 Choose a positive integer;
sources defined groups of sources has specify groups of sourcesin
occurred ascending order without gaps
10 || Too many groupsof || A number of groups of 7 Choose a positive integer that
sources present sources has occurred that is islessor equa than
larger than the internal limit FF_MAX_NO TYPESin
inff_cmdin.exe ff_const.h
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"source high" has occurred

11 || (Group for QoS) not || A non-numeric 8 Choose a non-negative integer
an integer specification of the type for
which the QoS "loss
probability” should be
determined has occurred
12 || Group for QoS does || The group of sources whose 8 Choose a non-negative integer
not exist QoS should be calculated that isless or equal than
does not exist parameter 7; do not select
QoS for unspecified source
types
13 || Unknown source Aninvalid source type 9/15/ Choose either cbr or vbr 2
type characterization has
occurred 21..
14 || (Number of sources) || A non-numeric 10/16/ || Choose a positive integer
not an integer specification of the number 22...
of sources has occurred
15 || Positive number of A negative number of 10/16/ || Choose a positive integer
sources required sources has been given 22...
16 || (Input rate) not a A non-numeric 11/17/ || Choose anon-negative
number specification of the "source 23... number
low"-state input rate has
occurred
17 || Non-negative input A negative input rate for the 11/17/ || Choose a non-negative
rate required "source low" -state has 23... number
occurred
18 || (Input rate) not a A non-numeric 12/18/ || Choose a non-negative
number specification of the "source 24... number
high"-state input rate has
occurred
19 || Input rate larger than || A datarate for the "source 12/18/ || Choose adataratethat is
... required high"-state has been 24... higher than parameter 11/
specified that is not larger 17/24..., or choose CBR
than the input rate for the property
"source low" - state
20 | (Trangition rate) not | A non-numeric 13/19/ || Choose a positive number
anumber specification of the 25...
transition rate from "source
low" to "source high" has
occurred
21 | Positive transition A non-positive transition 13/19/ || Choose a positive number
rate required rate from "source low" to 25...
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rate required

rate from "server low" to
"server high" has occurred

22 | (Transition rate) not | A non-numeric 14/20/ || Choose a positive number
anumber specification of the 26...
transition rate from "source
high" to "source low" has
occurred
23 | Positive transition A non-positive transition 14/20/ || Choose a positive number
rate required rate from "source low" to 26...
"source high" has occurred
24 | Unknown server Aninvalid server type 15/21/ || Choose either cbr or vbr 2
type characterization has 27...
occurred
25 | (Number of servers) | A non-numeric 16/22/ || Choose a positive integer
not a number specification of the number 28...
of servers has occurred
26 | Positive number of A negative number of 16/22/ || Choose a positive integer
serversrequired servers has been given 28...
27 | (Server rate) not a A non-numeric 17/23/ || Choose anon-negative
number specification of the "server 29... number
low"-state datarate has
occurred
28 | Non-negative server | A negative datarate for the 17/23/ || Choose anon-negative
rate required "server low"-state has 29... number
occurred
29 | (Server rate) not a A non-numeric 18/24/ || Choose anon-negative
number specification of the "server 30... number
high"-state data rate has
occurred
30 || Server ratelarger A datarate for the "high" 18/24/30 || Choose adatarate that is
than ... required state has been specified that higher than parameter 17/
is not larger than the data 23/30..., or choose the CBR
rate for the "server low"- property
state
31 || (Transitionrate) not [ A non-numeric 19/25/31 || Choose a positive transition
anumber specification of the rate
transition rate from "server
low" to "server high" has
occurred
32 || Positive transition A non-positive transition 19/25/31 || Choose a positive transition

rate
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33 || (Transitionrate) not [ A non-numeric 20/26/32 || Choose a positive transition
anumber specification of the . rate
transition rate from "server
high" to "server low" has
occurred
34 | Positive transition A non-positive transition 20/26/ | Choose apositive transition
rate required rate from "server low" to 32... rate
"server high" has occurred
35 || Type of output not A kind of output has been 21/27/33 || Choose x| s for an Excel
avalable chosen that is not supported table or x| a for appending to
an Excel table
36 || Error in the number Depending on the number Check whether the set of
of parameters of source types, the number parameters is complete
of parametersis given by
22/28/34...
>99 | Load too high The mean arrival rateis 7,9- || Reduce the load by decreasing
higher than the mean 20/26/32
% (100 - 199; from | critical for thefluid flow * the number of sources
200 on no further models with finite and o the source data rate(s)
distinction). infinite buffer e the "source low-to-
high" transition rate(s)
e the"server high-to-
low" transition rate
or by increasing
e the number of servers
e the server datarate(s)
e the"server low-to-
high" transition rate
e the "source high-to-
low" transition rate(s)
Please assign source || There are gapsin the Define groups of sourcesin
groups consecutively | assignment of groups, e.g. the order 1, 2, 3 without gaps
group 1 and 3 are defined,
but not group 2
Not enough datafor || The thresholds have been (2-3) 4- || Use buffered models and an
PostScript picture chosen (automatically) in a 6 || upper threshold (buffer size)
way that there would be that is at least one threshold
only one point in the step larger than the lower
picture threshold
back
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Load

For the buffered fluid flow models, the offered load hasto be limited below 100 %. This section
explains how the load is calculated. The variables are explained in the source and server section,
respectively.

For agroup i of ni+ CBR sources, the mean datarate is given by
m*=n"h"

and for agroup of VBR 2-state sources by
mi+ _ ni+ (”?+ Ii+ 1 i+ hi+) / (”?+ b i+)

The mean datarate of all sources becomes

+ _ +
m =S;m

Similar definitions apply to the n” servers. Here, the mean service rate for CBR serversis given by

m=nh
and for VBR 2-state servers by

m=nml+1"h)/(m+1)

The offered load A isthe ratio of the mean datarate of all sources and the mean service rate:
A=m"/m
If thisvalueislarger or equal than one, the buffered fluid flow models cannot be used anymore. In

that case, an error code is issued that reflects the rounded load in percent, while loads greater than or
equal 200 % are not reported explicitly.
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In some cases, user input has to be corrected or modified. The user will be notified about that by

warnings while or after the calculation program is or has been carried out. The warnings are generally

unnumbered. Warnings that are also issued by the CGI script are marked accordingly.

execution times and
numerical instabilities

Warning Reason CGI? || Par. Todo
Model with infinite QoS "Overflow v 1,2 Specify fluid flow model with
buffer set probability" (over) has finite (f i n) or infinite (i nf)
been used with the buffer- buffer together with the
lessmodel (bl s) overflow probability (over)
Buffered model set QoS"Loss v 1,2 Specify buffer-less model
probability" (I oss) has (bl s) or model with finite
been used with the model buffer (f i n) together with
with infinite buffer (i nf) the loss probability (I 0ss)
Buffer-less model set QoS "Probability of v 1,2 It suffices to specify the
saturation” (sat u) has been buffer-less model (bl s)
used with the model with together with the probability
finite buffer (f i n) or infinite of saturation (I oss)
buffer (i nf)
Buffer sizesetto 0 A negative buffer size has v 3 Specify a non-negative buffer
been given size
Lower threshold setto | A negative lower threshold v 4 Specify a non-negative lower
0 size has been given threshold
Lower threshold setto || A lower threshold that is v 3,4 Specify alower threshold that
buffer size.... larger than the buffer size issmaller or equal to the
has occurred buffer size
Upper threshold setto || An upper threshold that is v 3,5 Specify an upper threshold
buffer size.... larger than the buffer size that is smaller or equal to the
has occurred buffer size
Upper threshold setto || An upper threshold that is v 4,5 Specify an upper threshold
lower threshold ... smaller than the lower that is not smaller than the
threshold has occurred lower threshold
Large state space (... A large state space occurred, 10/16/22/28 ... | Specify the number of VBR-
states) which may lead to long 2 state sources and servers so

that the product of the sums
of their numbers and oneis
not larger than
WARN_NO_STATES in
ff_cmdl n.cc (usualy
1000)

file:///D:/man/warnings.htm




Warnings Page 2/2

back

file:///D:/man/warnings.htm



Number of states Page 1/1

Number of states

Time and memory requirements as well as the numerical stability of the calculation program depend
heavily on the size of the state space. This section discusses how thissizeis calculated.

The number of states for ni+ CBR sourcesis given by

and for n.* VBR 2-state sources by
e n'=n*+1

The total number of source states becomes

or n” VBR 2-state servers
eN=n+1
Thus, the size of the state space becomes

en=n"n

A warning isissued if n exceeds the predefined value WARN_NO _STATESinff _cndl n. cc.
Based on experience, this value has been set to 1000. However, this value represents a kind of weak
limit, especially with regard to numerical stability.

Important note: For one group of VBR 2-state sources or servers, the size of the state space should
be

e lessthan about 200 for the standard calculation program f f _cndl n
e lessthan about 500 for the long double version of the calculation program f f | cndl n

back
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Strange Quality of Service (Qo0S)
On thefirst glance, "strange" QoS means

e negative probabilities,
e probabilities|arger than one;
o vauesthat aways stay zero.

Such values may appear in the buffered fluid flow models especidly if

o the number of sources and servers become large, which leads to a large state space;

o the number of sources of one group (or servers) reaches the magnitude of 200 (or 500 for the
long double variant)

o alargefinite buffer size occurs,

o thelowest servicerateis still larger or equal to the highest data rate from the sources. In the
case of one or more CBR servers, the latter is called peak rate allocation.

To find out about the (weak) borders for numerical stability, please

¢ reduce the number of sources and/or servers,
o reduce the buffer size;
o reduce the server rate(s) so that the total input rate has the chance to exceed the server rate.

Sometimes, a"strange”" QoS is not obvious. Therefore, it is recommended to countercheck critical
results with fluid flow simulations or numerical integrations of the differential equations. Typical
hints that a system gets into numerical trouble are:

o Small variation of input parameters lead to large QoS variations.

e Trendsarenot unique. If all other parameters remain constant and one parameter is raised, then
the QoS should either sink or rise, but not alternate!

back
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Software components

The names given in [brackets] are used to invoke the numerically more stable, but slower long double
version of the calculation program that may not be available on each server.

HTML formffcal c. ht m [ffcal cl . ht n

Thisfileiscalled in abrowser and delivers the Graphical User Interface (GUI) for the calculation
programff_cndl n [ffl cndl n]. It consists of a FORM that isfilled in by the user and either
reset or sent away via standard input (POST method) to the CGI script f f cout . cgi
[ffcoutl.cgi].

The element that are used in this form are the following:

o Select: The user may select anitem from alist
o Input of type text: The user may type in text or numbers
o Input of type radio: The user may choose between different possibilities

All the elements are preset with default values.

CGil script ffcout.cqi

Thisfile represents the interface between the GUI and the calculation program f f _cndl n
[fflcmdl n].Itisprogrammed in the script language Perl and

receives the datafrom the GUI, i.e. the HTML form ffcalc.html,

corrects minor inconsistencies,

determines the number of source groups,

checks for obvious input errors,

fixes the set of input parameters and starts the cal culation program,

starts the calculation program and waits for its execution,

checks for errors reported by the calculation program,

and, if no error has occurred, displaysthe link to the Excel file that has been produced by the
calculation program.

If the user has chosen the respective option in the HTML form and if there have at least two QoS
values been calculated, the script

¢ produces control code for gnuplot,
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¢ starts gnuplot to produce a PostScript file
¢ and issues links to the gnuplot control file and to the PostScript file.

The output of this script in invisible as long as the calculation program is being carried out.

The names of the variables are adapted to those being used within the calculation program
ff cmdln [fflcndln].

C++ calculation program ff_cmdin [fflcmdin]

Thisvery central program receives its parameters via arguments on the command line, either from the
GUI viathe CGI script or directly by the user when calling the program from a shell provided by the
operating system. This approach has an important advantage: The same program might be used for
different kinds of scenarios, i.e. for interactive use viaa GUI as well as for batch processes.

The long double version of the program f f | cndl n is numerically more stable, especialy for large
numbers of sources or servers within one group (200...500). Asthe datatypel ong doubl e needsa
specid library to be built from, this version may not be built on all computers. Furthermore, it is
much slower thanf f _cndl n.

The total number of parameters and their role depend on the number of groups of sources. They are
listed on a special page.

On Windows PCs, the name of the executables should betrailed by . exe.

back
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Parameters for the command-line calculation program

The following table gives an overview over the parametersthat f f _cndl n [or itslong double
versionf f | cmdl n] hasto be called with, together with a specification of values that are supported.
The internal variable name in the Perl script is also given. The number of the respective parameter
varies according to the chosen number of groups of sources. User-defined values of parameters that
are set automatically in certain cases are mostly ignored.

file:///D:/man/param.htm

#par., | #par., | #par., Internal name Role Valid entries
1grp. 24grp. 3arp.
1 1 1 $qost ype Quality of Service parameter
1. Prob. of saturation
2. Loss probability 1. satu, s
3. Overflow prob. of buffer 2. loss, |
threshold 3. over, o
2 2 2 $f f model Fluid flow model
1. withinfinite buffer 1 inf, |
2. with finite buffer 2. fin, f
3. buffer-less 3. bls, b, 0
3 3 3 $buf si ze Buffer size 30.0
(automatically set to 1307 in the
infinite buffer case, which stands as
asymbol for infinity)
4 4 4 $threshl ow || | ower threshold size 30.0
5 5 5 $threshupp | Upper threshold size 30.0
6 6 6 $threshstep | Threshold step size >0.0
7 7 7 $nogr oups Number of groups of sources >0
8 8 8 $l osst ype QoS (loss) that might be observed
1. individually for acertain 1 >0
group 2 o
2. for all groups '
(auto-set to O for
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saturation/overflow)

9 9 9 $srctypel Source type for group 1
1. CBR (Congtant hit rate)
2. VBR 2-state (Variable bit 1. cbr
rate) 2. vbr2
10 10 10 $nl Number of sources of group 1 30
11 11 1 $ro1 "Source low" datarate for group 1
(auto-set to O for CBR) 30
12 12 12 $ri1 "Source high" data rate for group 1
1. ForCBR: 1. >0.0
2. For VBR 2-state: 2. >%$ro01
13 13 13 $I1 "Source low to high" transition rate
(auto-set to O for CBR) >0.0
14 14 14 $ul "Source high to low" transition rate
(auto-set to O for CBR) >0.0
15 15 $srctype2 Source type for group 2
1. CBR (Congant hit rate)
2. VBR 2-state (Variable bit 1. cbr
rate) 2. vbr2
16 16 $n2 Number of sources of group 2 30
17 17 $ro2 "Source low" data rate for group 2
(auto-set to O for CBR) 0
18 18 $ri2 "Source high" data rate for group 2
1. ForCBR: 1. >0.0
2. For VBR 2-dtate: 2. >$r02
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19 19 $12 "Source low to high" transition rate
(auto-set to O for CBR) >0.0
20 20 $u2 "Source high to low" transition rate
(auto-set to O for CBR) >0.0
21 $srctype3 Source type for group 3
1. CBR (Congant hit rate)
2. VBR 2-state (Variable bit 1. cbr
rate) 2. vbr2
22 $n3 Number of sources of group 3 30
23 $ro3 "Source low" datarate for group 3
(auto-set to O for CBR) 0
24 $r13 "Source high" data rate for group 3
1. ForCBR: 1. >0.0
2. For VBR 2-gtate: 2. >$ro03
25 $I'3 "Source low to high" transition rate
(auto-set to O for CBR) >0.0
26 $u3 "Source high to low" transition rate
(auto-set to O for CBR) >0.0
15 21 27 $servtype Server(s) type
1. CBR (Constant bit rate)
2. VBR 2-state (Variable bit 1. cbr
rate) 2. vbr2
16 22 28 $ns Number of servers >0
17 23 29 $r0s "Server low" datarate
(auto-set to O for CBR) 0
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18

24

30

$rls

"Server high" datarate

1. For CBR:
2. For VBR 2-state:

1. >0.0
2. >%$r0s

19

25

31

$l's

"Server low to high" transition rate

(auto-set to O for CBR)

>0.0

20

26

32

$us

"Server high to low" transition rate

(auto-set to O for CBR)

>0.0

21

27

33

$out ft ype

Output file type

1. New Exced-compatiblefile
2. Append to Excel-compatible
file

1. xIs
2. xla

22

28

34

$out f name

Output file name

(automatically truncated to 8
characters; ending . xI s will be
attached automatically)

1...8 characters

back
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Web/Compute Server Configuration

The compute server, which carries out the calculation program, should be set up as aweb server. This
web server should have

o theability to carry out CGl files;

atime-out setting that allows for keeping connections open until the calculation program is
finished;

rights for "nobody" to execute programs/write files;

Per | installed;

a C++ runtime library (not needed, if linked statically);

the program gnupl ot , if PostScript pictures are desired.

back
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Security and administrative issues

o To hinder third parties to use this software, the web server should be an Intranet server.

e Toimprove security, put an HTML page at the beginning that calls ffcalc.html and that asks for
auser name and a password. Each user could get his account to store his or her files on the
web/compute server.

¢ After having been computed and produced, the files are not deleted from the server
automatically. Thisisakind of backup, e.g. to enable peopleto just get afile back if they
would have deleted it from their local disk by accident instead of carrying out the
corresponding cal culation once more, or to be able to append datato a given file. But there are
also implicit dangers with this approach:

o Filesthat are not needed any more have to be taken away manually or by executing a
special script to beware the web/compute server to run out of disk space. Different
accounts for different users might ease this task. Each user might be given accessto a
special script to clean up hig’her directory.

o Two or more people might try to write onto the same file at the same time, especially
when the default filename is used. Possibilities to circumvent that problem consist in
assigning directories to the users or in ssimply not providing any default file name at all.

back
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