StorageWatch

Java GUI Manager for Raid Inc. Disk Array Subsystems

User’'s Manual

Revision 2.1.1
Software Revision: 2.1 or above



Raid Inc. StorageWatch: User’s Guide Overview

Contact Information

Raid Inc
360 Merrimack St. Bldg#1
Lawrence,MA 01843

Technical Support: support@raidinc.com
Phone: 978-683-6444 x222

StorageWatch User’s Guide


mailto:support@raidinc.com

Raid Inc. StorageWatch: User’s Guide Overview

Copyright 2004

This edition first published in 2004

All rights reserved. No part of this publication may be reproduced, transmitted, transcribed,
stored in aretrieval system, or translated into any language, in any form or by any means,
electronic, mechanical, magnetic, optical, chemical, manual or otherwise, without the prior
written consent of Raid Inc.

Disclaimer

Raid Inc. makes no representation or warranties with respect to the contents or use of this user’s
guide, and specifically disclaims any express or implied warranties of merchantability or fitness
for any particular purpose. Further, Raid Inc. reserves the right to make revisions on this
documentation without obligation to notify any person or entity of such changes.

Trademarks
Raid Inc. and the Raid Inc. logo are registered trademarks of Raid Inc. StorageWatch, Falcon
(all series, including all 2U and 3U profiles models), and X24/X28 are trademarks of Raid Inc.

Microsoft, Windows, Windows NT, 2000, XP, and 2003 are registered trademarks of Microsoft
Corporation in the U.S. and other countries.

SCO, OpenServer, and UnixWare are trademarks or registered trademarks of The Santa Cruz
Operation, Inc. in the U.S. and other countries.

Solaris and Java are trademarks of Sun Microsystems, Inc.

All other names, brands, products or services are trademarks or registered trademarks of their
respective companies.

StorageWatch User’s Guide - iii -




Raid Inc. StorageWatch: User’s Guide Overview

Table of Contents

Part 1: Getting Started With RAID Watch

Chapter 1: INtrodUCHION ..ocovviiiiiiiiiee 1-1
1.1 StOrageWatCh OVEINVIBW .......ccveiiiiieiiisieic e ettt et e st as s nees 1-2
1.1.1 ProdUCE DESCIIPLION. ...cciieeeeirieeeteieieieee sttt sttt et 1-2
1.1.2 FEALUIE SUMIMAIY....cueiueeeeeeteete et ste st eaeeseesee bt sbe b sse e e e seesbesbesbesaesseese e s e seesbesbeabenessanas 1-2
1.2 Featured HighlightS. ...ttt 1-4
1.2.1 Graphical USEr INEEIACE. .....ccuvvieiririeiiiris sttt s es 1-4
1.2.2 ENCIOSUMNE VIBW ..ottt sttt bbb bt bbb bbb bbbt b bt 1-5
1.2.3 Powerful Event Notification FUNCLION ..o e 1-5
1.2.4 Java-based RemOte ManNagEMENL...........ccivirieirieeiriee st sre s sse s sesesesrenes 1-5
1.2.5 PaSSWOrd PrOtECHION...........cuiiiiiire ettt bbbt 1-10
1.3 Conceptual FOUNTALION .....cccveiieieiiieiee st sttt sttt sttt be et 1-11
1.3.1 Centralized Management (Agent-Based) Installation: ..........cccccceeevvsesesessenesineens 1-11
1.3.2 Stand-alone (0n HOst) INStallation.........ccovveeirieieiiisce e 1-12
1.3.3 Stand-alone (on Subsystem) INStallation........cccccveovririrereeeere e 1-12
Chapter 2:  INStallation .........uvviiiiiii e 2-1
2.1 SyStEM REQUIT EBMENTS.....ccvitiiieieieiieieirie ettt ettt sttt et s sesaete e e e 2-2
2.1.1 Server RUNNING SOrageWALCH ........cuv i 2-2
2.1.2 Local Client Running StorageWatch Manager ...........cccceeevirieesieenenisieienessesieiesesesieeees 2-2
2.2 RAID CRaT .ttt ettt bbb bbbt et b bbbttt 2-3
2.3 Platform REQUITEMENTS......ccoiiiieieiiieiee sttt sttt ne e 2-4
2.3.1 Platform LiMItAtIONS.........ceeururieei ittt st 2-4
2.3.2 WINAOWS PlAtfOrMS ...ttt s st s e s e 2-4
2.4 SOFEWATE SELUP c.cvtieveteieee sttt sttt sttt ettt sttt sttt et sttt et benns 2-6
2.4.1 BEfOre YOU SAIT.....cveiirerieeirieieieieieiet sttt bbb bbb 2-6
2.4.2 Installing SXOragEWALCK ........cveiriiieee sttt be s e b sbe s e nnes 2-6
2.4.3 Installing Software COMPONENTS.......c.veiriririeiririesiseesisieee sttt ssssenens 2-9
2.4.4 Sand-Alone (onto Host or Subsystem) Installation ...........coveveveeienineieninse e 2-12
2.5 Program UPAALES.......ceiriiiriiieiiisieie et siete st se sttt sttt sse et sttt e tesesessesessns 2-15
2.6 IN-DANG SCSI ..ottt ettt bbbt ettt 2-16
2.6.1 What IsIt and What IS 1t USEd fOr? ...t 2-16
2.6.2 Related Configuration on Controller/SUDSYStEM ..........cccciirreiennenreee e e 2-16
Chapter 3: Configuration Client OptioNS.........ccoooiimiiiiiiiiiiiiiiiiiiiaens 3-1
3.1 The Configuration CHENt ULITTY ......cccoviiiiriiieeieieee ettt 3-2

3.1.1 Using Windows — Configuration Client Installed in a Centralized Management Sation3-2

-iv - StorageWatch User’s Guide



Raid Inc. StorageWatch: User’s Guide Overview

3.1.2 ConNECting t0 8 ROOE AQENT ......c.eiueirieririerie ettt bbb s e 3-3
3.2 Configuration Client Functional Panelsand GUI SCreen .......ccccceevveiinneenisienisseneseeneseenens 3-4
3.2.1 The GUI SCreen EIEMENtS. ..ottt s e 3-4
3.3 ROOt AQENt CONFIQUIALION.....cciiiiicieirietet ettt sttt st et seresaesesbene e 3-6
3.3.1 ROOt AQENE SEHLINGS. ....vveveeeeteiirisieiirie sttt b et e s s e s 3-6
3.3.2 ROOt AQENE LOG SEEINGS. .. e veveveirieieeteieristeiesesietesessstesessessetsseeses e se e e se e e se e e ssssesesenses 3-8
3.3.3 CrEate PlUG-INS....cvcveiiiiietisieiesisie ettt ettt b e s bt esessesesessnseseasenessnsenenes 3-9
3.4 Event NOLITICAtioN SELINGS......ccoeiiriiieieriieieres vttt sttt 3-11
3.4.1 Enabling Notification FUNCLIONS.........cocoiiieiniiieci e 3-11
3.4.2 SNMP Traps SEEINGS...cveveeviirirreeiririeeesiesisteseessesesesssees esssessesessssesesessesesessasessesessssasens 3-12
3.4.3 EMAil SEEINGS....covviviirieiiisieeise ettt et s eb e st s rnr e et nenn 3-13
3.4.4 LAN BroadCast SEtliNGS........coeeururrererireeririereesesseesessesestesesessesesessssesesessesessesessssesessssases 3-14
345 FaX SEHINGS .. vivieeiierie et sttt ettt st naenenen 3-15
34,6 [CQ SEELINGS. c..evuereereeerereteseeeteereseseseseteebsese b sesesesee et e s s b b s e seses e s seb s bt s e s nntenaen 3-18
BiAT MON SEHINGS. ... cecueeereren ittt esse sttt e b e bbb bt s ess bbb e et s s e e 3-19
348 VIS SEHINGS ...vevueeereeeereieteesereseseeet e ee et esebe et se ettt ee e bseb e s s b st e snbetes 3-20
3.5 Event SeVerity LEVEIS ..o Error! Bookmark not defined.
3.5.1 Level 1 Severity EVENtS (EXAMPIES) ......ccovviveieirieieiiesieiiee ettt st st 3-22
3.5.2 Level 2 Severity EVENntS (EXAMPIES) ......ccooviveieririeieeiesieiiee et s st 3-22
3.5.3 Level 3 Severity EVents (EXamMPIE) ........cooeviiviiieiniieeie ettt s 3-23
3.6 EVENE L OG DISPIAY....cuiiiiieiiiiieiietiisie s et e bbbttt 3-23
Chapter 4: StorageWatCh ICONS ......coooii i 4-
1
o A\ (VT P LA o I I = o LSRR 4-1
4.2 Array INfOrmation 1CONS........coveiriieiiste ettt st sttt et bt ebese et 4-3
4.3 MAINTENANCE | CONS.....ouiuiiiiririeteieieee ettt bbbt bbbttt bbbttt 4-5
4.4 CONfIQUIALION 1CONS....cvctiiirieisieieiirie ettt ettt ss ettt s e bbb b e e naesenen 4-5
4.5 EVENE LOG ICONS ..ottt ettt sttt ettt b et bbb st e e e ee s e e e e e e neeseenneen 4-7

Part 2: Using StorageWatch for System Management

Chapter 5: BasiC OPerations .....cccciceieeiiiiiiiiiiie e e e 5-1
5.1 Starting StorageWatCh AGENES. ..o sttt st 5-3
5.1.1 Under Windows (NT/XP/2000/2003) OSES:.......cvururerertrererrerererereesesessesssseeseesenssssssesass 5-3
5.2 Starting StorageWatCh ManagEr .......cccoveiieinirieireeise e s s 5-4
5.2.1 Locally or via LAN under the Windows (NT/2000/XP/2003) Environment:................... 5-4
5.2.2 For Remote Management via Web Browser (Any Supported OS) ......ccccceevveienerinenennns 5-6
5.2.3 Disconnecting and Refreshing @ CONNECLION.........ccc.oovveeenineieninee e s 5-7

StorageWatch User’s Guide -V-



Raid Inc. StorageWatch: User’s Guide Overview

5.3 Security: AUthOrized ACCESS L BVEIS ....ccuo i 5-8
5.4 LOOK QNG FEEL......oiieiiecteee bbb 5-8
5.4.1 LOOK @Nd FEEl OVEIVIBW .......oviiiirie sttt e s 5-8
5.4.2 SCIEeN EIEMENES. ..ottt ettt sttt bbb bbb 5-9
5.4.3 COMMAN MENUS ...ttt ettt sttt bbb 5-9
5.4.4 MENU COMIMIANGS ......vvveeieueieuesisisietsieieseeesesesesssesssbsssaeseseseses s sbsssbsssbebebebesesssesessssssssanas 5-10
55 TheArray INformation Cat@gOry.....c.cuiuriireeririeirisiereereres s sresessesesessesesessesessssesessesesseses 5-12
5.5.1 AccesSiNg the ENCIOSUIE VIBW........couciirieiriie sttt 5-13
5.5.2 Using the ENclosure VIeW WINAOW ..........ccceiriieininine e s 5-13
5.5.3 Using the Tasks Under Process WINAOW ........cccouvueireeiinninise e s s 5-14
5.5.4 Using the Logical Drive Information WINOW...........cceevreieninieninenienes s 5-15
5.5.5 Using the Logical Volume Information WINAOW...........cc.eoirreinininninniecseecse s 5-16
5.5.6 Using the Fibre Channel Satus WINAOW ...........cccoviverireieninseese e 5-16
5.5.7 Using the System Information WINGOW ..........cccuerviiieininineinne e s 5-17
5.5.8 UsiNg the StatiStiCS WINGOW........c.cceirieieiirieise et 5-18
5.6 TheMaintenanCe CalEgOr Y. .. .o ieierieererieeresieesesteseseste e saete s et ste e ssesstese e sessesssesessessesens 5-19
5.6.1 Accessing the Logical Drives Maintenance WINAOW ..........ccccovvvevivereenesieieneneenesierennens 5-19
5.6.2 Accessing the Physical Drives Maintenance WINdOW............ccocevnieeninisienenisenesine e, 5-20
5.6.3 Accessing the Task Schedules Maintenance WINdow ............cccoveeveeienseienescenesnenens 5-21
5.7 The Configuration CatOQOrY.......coveerieimueieiririeiisteesesieesesteessssesessesessesessssesesessesessssesensens 5-21
5.7.1 Accessing the Create Logical Drive WINAOW..........cccovrerirneieniniecnseese e 5-22
5.7.2 Accessing the Existing Logical DriveS WINAOW.........ccccceeveieeieninine s 5-23
5.7.3 Accessing the Create Logical Volume WINAOW...........courrrieiinineninieienseresieeseseee e 5-23
5.7.4 Accessing the Existing Logical Volumes WINAOW. ........c..cuviieeinieinieienesseee s 5-23
5.7.5 Accessing the Channel WINAOW ..........cccuviuerienieiinieinine st snesee e 5-24
5.7.6 Accessing the Host LUN Mapping WINAOW ........ccouveeieienieineieninne s 5-25
5.7.7 Accessing the Configuration Parameters WINOW............ccccvrvreiriineeninneeniieneesesiereenens 5-25
5.8 Arranging WiNUOWS.........ceiirieriiieeirieeisesesseteeseste e seesesesse e ssssesesessesesessasesessessssesessssesessasessas 5-26
Chapter 6: StorageWatch Considerations ........cccccceeeiiiiiiiiieiiiiici e, 6-
1
6.1 Background INfOrMAation ......cccceoeiiiiieiiieie ettt st st 6-2
6.2 DEfINITION OF TEIMS.....ciiiiieictcieiee bbbttt bbbt s 6-3
6.3 Operating With SPar@DIIVES......ccvirieiririeiiriesisieienesie st sennes 6-4
6.4 Operating WithoUt SPar@ DIIVES .......ccccuvieiiiinseisiseesste sttt saes 6-5
6.5 BEfOr@ YOU SEAM ..vvcvceieieiiie ettt bbb bbb bbb st bbb 6-6
Chapter 7: Configuration ParametersS.......ccccooviiviviiiiiiiiiiieeeeeeiiiene e 7-1
7.1 Accessing Configuration Parameter SOPLIONS ......ccoveiirieiinisieiris e enees 7-2
7.2 CONETONEN ettt et bbbttt bbbttt bbbttt 7-3
7.3 COMMUNICALIONS ...ttt ettt bbbttt bs et bbb ettt ettt b bbbttt 7-5

- Vi - StorageWatch User’s Guide



Raid Inc. StorageWatch: User’s Guide Overview

T4 SYSEBIM ..ttt ettt b b e he bt E R e oA e AR £ e R eEe R e eRe Rt b be b e bt eae e e e e enenas 7-6
7.5 PASSWON Uitttk ettt bbbt 7-8
T8 TREESNOIA .o e e bbb s r ekt b et er e 7-8
A © {1 1= TSPV 7-10
7.8 Redundant Controller SEIINGS.........oocirireiieie e 7-13
7.9 Event Triggered OPerationS. ... ittt st sbe et sae bbb sbe e e sseene 7-14
Chapter 8: Channel Configuration .........oooooiiiiiiiiiiiii s 8-1
8.1 Accessing Channel Configuration WinGOW...........ceveiineininininieiens e 8-2
8.2 User-Configurable Channel Par@metersS.........coocivieeieeesnree e see s sssesssseesennes 8-3
8.2.1. ChANNEl IMOTE.......c.e ittt bbbt ettt 8-4

8.2, 2. T MINALION. ...ttt ettt ittt bbb et ee b ettt b bttt bbb 8-4

8.2.3. Default Transfer ClOCK (IN MHZ) ..o e s s s 8-4
8.2.4.1D POOI / PID [ SID ...ttt ettt ettt et 8-5

8.3 Setting the Configurationsfor a Channel ... 8-6
Chapter 9: Drive ManagemeNnt........cccccuuuuuuuiuiiiiiiriiiiieiiieiinneineinnrrenennnnneennee 9-1
0.1, LOCAHING DI IVES....cveiiiieieieitst ittt sttt sttt sttt sttt sttt s et 9-3
9.2. Logical Drive ManagemMeNt.........ccoceurimueieierisieesisteeseeseseseesessseesessesesessesesessesesessessssssessssesenses 9-4
9.2.1 Accessing the “Create Logical Drive” WINAOW ........cccceeririnesieerinseienesiee e 9-4

9.2.2 Creating LOGICal DIIVES .....ccovvueuiiriesirisiesisieiesisie ettt sasss e stss st st sss s 9-5

9.2.3 Accessing the Logical Drive Configuration WINAOW...........ccouvevriviininieininiessisee s 9-8

9.2.4 Dynamic Logical Drive EXPANSION.........ccccieririeeresieteesieseesietesteesiesaeessesaesssesessesessnsens 9-10

9.2.5 Adding Spare Drive ASSIGNMENTS.......couiueerurieirerieesesiesaesseessesesesssseessssesessesessesssessens 9-13

9.2.6 RebUilding LOGICAl DIIVES.....cccviiiieiirieie ettt ettt st nnns 9-14

0.2.7 DEEIING AN LD....ooviiiiieiisees ettt sttt bbbt s b s s s s nens 9-15

9.3. Creating and Deleting L 0gical VOIUMES .......c.ceiiviririeiseiise et 9-17
9.3.1 Accessing the “Create Logical Volume” WINAOW ........ccccovreeieiininnnienseee e 9-17

9.3.2 Creating LOgiCal VOIUMES .........ccuiirieiiiiiirieeis et et st 9-18

9.3.3 To Access the Existing Logical Volumes WINAOW..........ccccovveeriieennneensenesee s 9-20

9.3.4 To Expand a LogiCal VOIUME.........cccuireeirieiiriee st st 9-20

9.3.5 Delete aLogiCal VOIUME.........ccviviieiriiieisisiee sttt sttt st senas 9-22

9.4. Partitioning a L ogical ConfigUration ..........ccoveerirnesieienisiseie e s 9-23
0.4, 1 OVEIVIBIV ..ottt sttt ettt bbb bbbt bbbt 9-23

9.4.2 Partitioning a Logical Drive (LD) ...ccccceeiueeririnieinisieceee st st st 9-23

9.4.3 Partitioning alogical VOIUME (LV) ...ccveiiiiieiriisseirseese e 9-24

StorageWatch User’s Guide - Vii -



Raid Inc. StorageWatch: User’s Guide Overview

Chapter 10: LUN MaPPING «eeeeeeeeeeiiiiiiiiieiieiieeeieieeeeeeeeeeeeeeeeeaeeeeeeeeeeeeeeeeeeeeeeeees 10-1
10.1. AccessiNg the LUN Map Table......oceiieeieiiieieiriete sttt sttt sttt s snese e 10-2
10.2. LUN MAPPING ctititiiiiiiiieiiisietisietesesieeesesae s et tes et ssssessssesasseseses esessssesessssesessesensssesansssesesenes 10-3

10.2.1. Mapping a COmMPIEtE LD OF LV ...ccviveviiiiiirieiiisiseesise s e 10-3
10.2.2. Map a Logical Drive or Volume Partition to a Host LUN .........ccccovvvierininecneneeeen, 10-4
10.2.3. Deleting @a Host LUN MapPing.......ccoueerurieeririerenisessieenssesesesissesssssessssssessesesssessens 10-5
10.3. EXtended LUN MaPPiNg .....cccoceireeiinieieieeiesesieesestee e sese s sees e se st sessesessssesessesessssesessssns 10-6
10.3. 1. PreliMINAIiS. ....c.ouiuieeeieeie sttt sttt bbbttt s 10-6
10.3.2. Extended LUN MapPing .....cccveeiriereineeninieesesisieseseesesessesssesaesesessssesessssesessssessssesesens 10-6
10.3.3. Adding/Deleting @ NEW FIler.......cccovviireiei e 10-8

Part 3: System Monitoring

Chapter 11: System Monitoring and Management...........ccccooeeeeeiiiiinnennnnnn. 11-1
11,0 Array INfOrMAtION. .....ociiiecesiciee ettt sa et e et e nae b e e 11-2
11.1.1 The Array InfOrmation CateQOrY ........cccveeeeerrererererereieeessreessssesissesesissesessssessssesessssens 11-2
11.1.2 DAE ANA THIMIE ..ottt ettt sttt bbbt bbbttt bbb 11-3
L1113 ENCIOSUIE VIBW ...ttt bbb bbb 11-3
11.1.4 TASK UNOES PrOCESS.....c.cuctirieiieiirieieieteieieie ittt tee s bbb sse st s bet s b e 11-4

11.2 Logical Drive INfOrMation ......ccoieiiriiriieiisieeise sttt sesse s 11-6
11.2.1 Accessing Logical Drive INfOrmation.........cccoeveireeiisieneinne e s s 11-6

11.3 Logical Volume INFOrMAaLiON ........cooiviieiiiiiee ettt et 11-8
11.3.1 Accessing Logical Volume INfOrmation..........ccoveeirreinnieeieeesiesesessesessesessesees 11-8

11.4 FiDre Channel SEAtUS........cciiiriiriiiieie ettt et 11-9
11.5 System INFOrMALION ......cciiiiieiiciiicee ettt st se et sbe e seetene e 11-10
108 SEALISEICS. .. cureeueeeeetrereseeee ettt ettt ettt etttk bbbt 11-11
Chapter 12: ENclosure DIiSPlay ...cooceeeiiiiieiiiiiiee e 12-1
12.1. ADOUL THE ENCIOSUN € VIBW.....ecviciicicieiiiiresisis sttt sttt 12-2
12. 1.0 INEFOUUCION ...ttt ettt bbb bbbt sttt 12-2
12.1.2 CompPONeNt INfOIMALION.......ciiieeiiirietiireetee sttt nes 12-2

12.2. AcCesSING the ENCIOSUN @ VIBW ......c.viveiiiieiieeiieiese e et e 12-4
12.2.1 Connecting t0 the RAID AGENL .....coveviiiiieierieiisieeeseseesese et e sessesenes 12-4
12.2.2 Opening the ENCIOSUrE VIBW ........cvivieirieiiirisieisesie e e e e ses e sessesens 12-4

12.3. ENCIOSUT € VIEW IMESSAJES.......cuveiieiriiiiiisietesisieseesiesessesesassenestesesessesessssesessssesaesessssesensssessnns 12-5
12.3.1 Generating MESSAgE TAGS......evveuruererieriririeieresietesteestesteestesesessesestssesestssesessssessssesessssens 12-5

12.4. LED REPrESENTALIONS......cviiieiiiieiisieieeteisie et s s e sttt bbb e b s e snens 12-6

- Viil - StorageWatch User’s Guide



Raid Inc. StorageWatch: User’s Guide Overview

Chapter 13: NPC Utility Coupled with Mode Three Installation.................. 13-1
1310 THENPC ULHTY coceeeeieiiriieesecie ettt et sttt 13-2
13,11 INEFOUUCION ...ttt ettt bbbt bbbt sttt 13-2
13.1.2 TO ACCESS thE ULIILY ...t st 13-3
13.2. Configuring the ULility OptioNS..... ..ot 13-3
Tt S ISP 13-3
13.2.2 EMail NOTICALION ...t e s 13-3
13.2.3 SNIMP TTAPS c.eueeneieeeeietetsesereseeeieeseseeesesesessb et e seseb e et eee st essb et reb bbb s sennas 135
13.2.4 Broadcast NOtfiCAtION. ..........cuvveieee it sttt 13-5
N ] 0 1= Lo 1T o= apx-1
Appendix A. ComMMAaNA SUMMAIY ....cvrivieeiririeririeeeisieesesesesiees e esessssesessssessssesessesesessesesens apx-2
AL MENU COMMENAS .....cveverieiiieieieesietee st st se st se e se e sa b s e tesesaetesesaesebessesenessnsas apx-2
A.1.1 RAID Watch Program COMMANGS...........ceeririererieimrisiereisissesesessesessssesessesesessssesesssses apx-2

A.1.2 StorageWatch Help Menu Commands (Base-Level WINAOW) .......ccccveeveernenieeieniniene, apx-2
A.2. Configuration Client Utility COMMANGS..........cccovrirreiriirinirne s apx-3
APPENUIX B. GIOSSANY ...oueiviiriieiiesieiisisie ettt es s ses e et es e sesene s e s sesensssesenes apx-5
APPENUIX C. RAID LEVEIS ..ottt ettt sa et sttt ss e sae s sseses s apx-9
C.1. RAID DESCIIPLON ..ecvivveiiriieieisisieiesteteseststesestssesessesesessesesssesessssasessssesessssessssessssesessses apx-9
C.2. NON-RAID SIOTAQE.....cueeeeeeienieiesite ettt sttt se st s sees e e st sbe e sbeae s sbeas e eeresbseseesresnas apx-9
.30 RAID Dottt e bbb bbbt b sttt apx-10
Cd RAID Lottt bbb bbb bbb e apx-10
C.5. RAID L(0HF 1) ceiteeueieireeireeeeneieieie e seseie st tee s sesses e aseb e st b es bbb b e apx-11
C.8. RAID 3.ttt b bbb bbb et apx-12
C.7. RAID 5.ttt b bbb bbb b bt apx-12
C.8. RAID 10, 30, @N0 50 ....eriie ittt st seis bbbt st apx-13
Appendix D. Additional REFErBNCES .......ccooiiueiririeicietee et apx-14
D.1. Java RUNLIME ENVIFONMENL ......vieiiieiririeteesesieie st e sttt seeres s sse e sessasesnes apx-14

D.2. SorageWatch Update Downloads & Upgrading..........ccccoveeeveerenseieneseienesienesenienens apx-14

D.3. Uninstalling SOrageWaLCh ..........coviririeiieeeniseere ettt apx-14

StorageWatch User’s Guide -ix -



Raid Inc. StorageWatch: User’s Guide Overview

User’s Guide Overview

Congratulations on your decision to use Raid Inc.’s StorageWatch disk array management program. This
management program allows you to control and monitor disk array subsystems, either from a loca host, or
from a remote station connected through alocal area network (LAN), or the Internet.

This guide discusses how to install and use StorageWatch to manage disk array systems incorporating
Raid Inc.’s SATA-based, Fibre-to-SATA, SCSI-to-SCSI, and Fibre-to-Fibre subsystems, or the X24/X 28
controllers. Please note that StorageWatch does not support the display of drive enclosures
manufactured by other vendors.

In addition to StorageWatch, you can also use the on-board RS-232C menu interface or LCD keypad panel
to manage the Falcon disk array systems or systems that incorporate the X24/X28 disk array controllers. For
more information about these programs, see the documentation that came with your hardware.
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User Guide Structure and Chapter Overviews

The StorageWatch User Guide is divided into three separate parts and Appendices.

Part 1: Getting Started With StorageWatch

L 4

Chapter 1, Introduction

Provides information about StorageWatch, including a product description, a features
summary and highlights, and a section on basic concepts.

Chapter 2, Installation

Discusses how to install StorageWatch in your systems. Discussions include
system requirements, setting up hardware, software installation, and how to update
your software by downloading updates from Raid Inc.’s FTP site.

Chapter 3, Configuration Client Options

Describes how to configure the StorageWatch notification function for faxes,e-
mail, broadcast, and so on. Other functionality of the utility are also given a full
description. Information about the supported notification levels are also provided to
aid in the explanation of these functions.

Chapter 4, StorageWatch Icons
Describes the icons used in StorageWatch GUI.
Chapter 5, Basic Operations

Discusses basic operations at system startup. These include starting
StorageWatch, connecting and disconnecting from a disk array system, setting up
system security, display controls, working with various disk array windows, and
exiting from the program.

Part 2: Using StorageWatch for System Management

*

Chapter 6, StorageWatch Considerations

Provides some background information on RAID and defines some terms that will be
used throughout the rest of the manual. Discusses the use of spares and how to replace a
drive if no spares were in wuse. Finally provides a short discussion on
StorageWatch preliminaries.

Chapter 7, Configuration Parameters

Discusses how to access the controller/subsystem configuration options and the different
RAID configuration options that are available. A detailed description of how to set these
optionsis given as well as brief explanations of the different parameters.
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Chapter 8, Channel Configuration

Discusses how to access the channel configuration options and describes in detail the
user configurable channel options that can be set. Instructions on setting the
configuration of a channel and how to configure host channel 1Ds are also discussed.

Chapter 9, Drive Management

This chapter describes the creation, expansion and deletion of both logical drives (LD)
and logical volumes (LV). Different LD and LV options are explained and how to set the
different options described in detalis. A discussion on partitioning LDs and LVs can also
be found in this chapter.

Chapter 10, LUN Mapping

Discusses how to map complete or separate partitions of LDs and LVs to different LUNSs.
Detailed description of the mapping procedure is given. A discussion on how to delete
LUN mappings is also given and a descritption of the LUN Mapping Table provided.
Extended LUN mapping (LUN Masking) and all the associated options are also
described in this chapter.

Part 3: System Monitoring

* Chapter 11, System Monitoring & Management
Discusses how to obtain the current status of SAF-TE, 12C, and SE.S. monitoring devices
and get updates on the status of storage system components. Descriptions of how to
access these different monitoring devices is given and the type of information that is
offered by these devices shown.

* Chapter 12, Enclosure Display
The Enclosure View customization is discussed fully in this chapter. Detailed instructions
on how to access the enclosure view and how to use the enclosure view are given.
Examples of status messages are shown and explanations of the status messages
provided.

* Chapter 13, NPC Utility
An independent NPC configuration utility is added for use with StorageWatch installation
that comes without the Configuration Client functionality. Although not as powerful as
the Configuration Client, NPC provides basic event notifications over Email,LAN
broadcast, and SNMP traps.

Appendices

¢ Appendix A, Command Summary.
Summarizes the available commands and command buttons in StorageWatch and the
Configuration Client utility.
¢ Appendix B, Glossary.
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Provides information and definitions of key technology terms used in this guide.
Appendix C, RAID Levels.

Provides information about the various RAID levels.

Appendix D, Additional References.

Provides information about Java Runtime environment, software download, and
uninstallation.

Usage Conventions

Throughout this document, the following terminology usage rules apply:

*

*

“Controller” always refersto Infotrend RAID array controllers.

“Subsystem” refers to RaidInc. Falcon 8-, 12-, or 16-bay RAID array
subsystems.

“StorageWatch” refers to the entire program and all of its modules.

“StorageWatch Manager” refers only to the management interface, not to any of
the other parts of the software.

“Root Agent” is an independant agent of the software which permits one
management station to monitor and report the operating status of multiple RAID
systems. The Root Agent gets information from and sends commands to one or
multiple RAID arrays.

“RAID Agent” is the part of the software which allows the RAID
controller/subsystem to talk to the StorageWatch Manager or Root Agent. A RAID
Agent communicates with the RAID array via SCSI bus or Fibre Channel (using
the “In-band” protocols), or via an Ethernet port. RAID Agents are the
intermediaries between RAID systems and the StorageWatch program.

“Configuration Client” refers to the software utility that allows an administrator
to be notified of system events at any of the RAID systems being managed. The
Configuration Client also enables a centralized management of multiple arrays
using asingle workstation.
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Revision History

October 15, 2003

Chapter 13 and Chapter 14 have been merged into a single chapter, Chapter 13: Panel View.
This chapter generically describes the panel view and removes the redundant descriptions that
were previously in both Chapter 13 and Chapter 14. Part 4 of the previous edition has also been
removed and Chapter 13 has been included in Part 3 of the Manual

29 September, 2003

Figure 1-1 in Chapter 1 was changed to show a rackmount enclosure. Section 3-1 in Chapter 3
was divided into two sections, the first being “Using Windows — StorageWatch Installed as In-
Band” and the second being “Using Web Browser — StorageWatch Installed as Applet” Section
3.5, “Rebooting the Controller” was also added. Modifications to Table 14-1 have also been
made.

28 August, 2003

This manual has been completely revised from previous editions. Previous editions came with six
chapters and six appendices; the current revision has fourteen chapters divided into four parts and
five appendices. The main changes to this edition are given below.

Chapter 1 remains largely unchanged with only minor editorial corrections that do not directly
affect the content.

Chapter 2 has been separated into two separate chapters. In the previous revision, Chapter 2,
Installation, described system and platform requirements, installation, and different configuration
options. This chapter has been separated into Chapter 2 (Installation), which describes the new
StorageWatch installer, and Chapter 3 (Configuration Options) in the new revision.

Chapter 3 in the old revision on Basic Operations now becomes Chapter 4 in the new revision.
More detailed instructions of how to use StorageWatch have been added and new screen captures
included.

Chapter 4 in the old revision on Array Management has been separated into six new chapters in
the new revision. Five of the new chapters, Chapter 5 — Chapter 9, make up Part 2 of this
revision of the user’s guide and the sections in Chapter 4 of the previous edition on S.E.S.
management and IIC, SAF-TE and Fault bus management have been moved into Chapter 10 of
this revision. All these chapters have enhanced descriptions of how to manage an array, and a
series of more indicative screen captures have been added.

Chapter 5 (Notification Processing Center) and Chapter 6 (Event Monitor) in the older
revisions of the User’s Guide have become Chapter 11 and Chapter 12 in the new revision. The
content of these chapters remains largely unaltered with only afew minor editorial adjustments.
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Appendix A in the previous revision has now moved to Chapter 13 in the current revision and is
followed by a completely new chapter, Chapter 14 on Falcon Storage Subsystem panel view
customizations.

The extraction of Appendix A from the appendices reduces the number of appendices from six to
five with the names of each appendix changing to a higher letter, e.g., Appendix B in the last
revision is Appendix A, Appendix C is now Appendix B, etc. The content of these appendices
remains the same.

20 April, 2004

Completely revised for StorageWatch 2.0, but still keep the manual structure. Although software
revision 2.0 has a brand new look and feel and a different configuration access, the available
configuration options are basically the same. One chapter, Event Monitor, has been removed, for
the functionality is now combined with GUI screen interface. The chapter for NPC functionality
has also been removed, for the event notifications have been integrated with the Configuration
Client utility.

10 August, 2004

Revised for StorageWatch revision 2.1. Added descriptions for new configuration options
including the NPC utility for the Applet mode installation. Added Chapter 13: NPC Utility.

1st September, 2004

Removed description of some ODM functions.

StorageWatch User’s Guide - XV -



StorageWatch User’s Guide

Part 1: Getting Started With
StorageWatch

Part 1 introduces StorageWatch to users, explains system
and platform requirements and installation. Part 1 also describes
the Configuration Client options and instructs users about the
basic operations of StorageWatch.

This section includes the following chapters:

Chapter 1, Introduction
Chapter 2, Installation
Chapter 3, Configuration Client Options

* & ¢ o

Chapter 4, StorageWatch Icons
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Chapter 1: Introduction

This chapter provides information about the StorageWatch management program. The
following topics are discussed in this chapter:

& StorageWatch Overview — Section 1.1, page 1-2

This section describes the following:
1.1.1 Introduction

1.1.2 Feature Summary

¢  Featured Highlights — Section 1.2, page 1-4

This section describes the following:

1.2.1 Graphical User Interface
1.2.2 Enclosure View
1.2.3 Powerful Event Notification Function

1.2.4 Java-based Remote Management

& Conceptual Foundation — Section 1.3, page 1-10

Chapter 1: Introduction 1-1
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1.1 StorageWatch Overview

1.11

1.1.2

Product Description

Raid Inc.’s GUI RAID Manager, “ StorageWatch,” is aJava-based program specifically
designed for use in managing Raid Inc.’s RAID subsystems.

StorageWatch provides a user-friendly interface that represents disk array elements and
simplifies the normally complicated process of array configuration. StorageWatch dso
provides red-time reporting on the status of the entire array, thus making the task of
monitoring disk arrays virtudly effortless. The functiondity provided in the Event
Monitor sub-module in the previous StorageWatch versions is now integrated into the
main management screen and the Configuration Client.

StorageWatch complements the on-board console interface found on Raid Inc.’s RAID
controllers and a line of host-based, text mode RAID Managers providing the same
functionality, but with greater ease of use. The following sections describe the
outstanding features of StorageWatch and introduce its conceptual framework.

Feature Summary
Thelist bdow summarizes StorageWatch features
& User-friendly graphicd interface running under Windows or Linux (SuSE 8 and

9; RedHat 8 and 9) operating systems compatible with the Java Run-time
Environment

¢ Internet browser access to full program functionality provides worldwide
management capability

¢  SupportsRaid Inc.’s Falcon series RAID subsystems

& Communicates with the subsystems over a LAN (out-of-band) and the Internet,
and over the SCSI bus or Fibre Channd using in-band command protocols

&  Supports multiple ingtances of RAID managers over the network, alowing
multiple management sessions from a single management station Stuated at
virtualy any placein the world

¢ lllustrates graphically and constantly the operating status of various disk array
elements

1-2
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L 4

At-a-glance monitoring of the entire disk aray status by StorageWatch
and congtant monitoring of multiple systems by the Configuration Client

Supports remote management over the network of RAID agents running
Windows (NT, 2000, XP, and 2003) or Linux (SuSE 8/9 and RedHat 8/9) via
the TCP/IP protocal (future versions will support additional protocals)

Provides standard disk array functions, including examining and modifying
controller configuration; viewing and monitoring configuration and datus of
physical drives, scanning in new physical drives, creating, deleting, and
monitoring configuration and status of logical drives; rebuilding logica drives;
defining spare drives, creating, deleting, and partitioning logical volumes; and
mapping logical drive and volume partitions to specific host channels ID/LUNs

Enclosure management functions, including displaying multiple enclosures and
drives; monitoring physical drive, power supply, fan, and temperature status;
displaying the relative locations of falled physical drives for reduced risk of
replacing the wrong drives

Supports redundant configuration of important StorageWatch modules to
avoid sngle-point-of-failure, StorageWatch agents come standard  with
subsystem firmware

RAID controller rea-time event notices provide information about various event
occurrences, including the time when an event occurs, event severity, and event
description

Tasks currently being processed by the subsystems are displayed in a separate
window with the help of a percentage indicator

Selectable event notification via SNMP traps, LAN broadcadt, email, fax, 1CQ,
MSN messenger, and SMS short messaging by severity levels; event display by
severity leve

Supports datistics monitoring for displaying 1/0 throughput with performance
number and cache hitsrate in percentage

Provides innovative, user-configurable event natification functions (through the
Configuration Client utility running on a computer chosen as the management
center)

Email notification viathe MAPI service of Windows NT/2000/XP/2003

f Broadcast notification over the LAN:
e Broadcasts user-configurable messages al ong with the event description

f Facsimile (fax) notification viaalocal fax/modem:

SL0rayjevvall Uva view
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e User-configurable fax messages sent along with the event description

e Automatic message retransmission in the event previous transmission
attemptsfailed

< Natifications to be received by contacts via ICQ and MSN messenger
* Natifications to bereceived by cell phones as SM'S messages
& Provides password protection to guard against unauthorized modification of disk

array configuration; passwords are set for Maintenance (user) and the
Configuration (administrator) login access.

1.2 Featured Highlights

1.2.1 Graphical User Interface

StorageWatch's graphical interface is designed for ease-of-use. It uses symbalic icons
to represent configuration levels, physical and logical drives, and logical volumes on
the screen; and to identify the current configuration of a disk array system. Pull-down,
right-click, and pop-up menus are used with all command options.

Users need only point and click a mouse button to sdect an icon or command. The
program aso displays the current status of various disk drives or enclosure
components by changing the color of their respective LED icons.

With an easy-to-use interface, complicated disk array operations such as logical drive
and logical volume cregation, drive partitioning, and drive partition mapping to host
channd s/LUNs can be completed with only a few mouse clicks.

1-4
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1.2.2

1.2.3

1.2.4

Enclosure View

| AVEF-DAAT Array (1921684 172)

Enclosure View

{2 information
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Figure 1-1: Enclosure View Window

The enclosure window shown in Figure 1-1 provides real-time reporting of the status
of enclosure components, including components that can be accessed through the front
or the rear side of an endosure. When a drive fails, the system highlights the
corregponding LED icon of the failed drive by changing its display color; when you
remove a drive, its icon is removed from the enclosure window. This feature is
particularly useful in cases where a drive fails, and you need to identify its exact
location for subsequent replacement.

The enclosure window also appears in other configuration windows showing the
logica relationship among the member drives of a logica configuration.  Drives
belonging to the same logical drive will be displayed in the same color. This alows
users to easily identify members of different configurations. To see a cascaded
enclosure, single click on the “JBOD” tab on top of the enclosure graphic.

Powerful Event Notification Function

StorageWatch can notify system administrators of event occurrences and status
changesin the disk array system. Event notification is managed by another GUI-based
utility, Configuration Client, that is ingtaled onto a management dation and
runs independently from the main manager program. Notifications can be sent via
the Internet as email messages, via a local network as a broadcast message, SNMP
traps, 1ICQ or MSN messenger contacts, or via fax/modem as fax messages.

Java-based Remote Management

StorageWatch supports local or remote management of Raid Inc. Fdcon series
subsystems over a LAN/WAN or the Internet using the TCP/IP protocol.
StorageWatch's access to a RAID array can be highly flexible. For the ease of
ingallation in different storage environments, we designed three ingallation schemes

Featured Higniignts
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that can be sdected in a sdection prompt you will encounter using the ingallation
shidd programs.

B Setup Type for Infortrend RAID Manage I =1o) x|

Choose the type of installation you prefer
i+ Centralize Management

Install &l componernts including GUI, drivers, agents and other
centeralize management Ltilties into host computer

" Stand-alone (on Host)

L Install sl comnponents including GUI, drivers, RAID-agent inta
host computer.

{" Stand-alone {on Subsystem)

Install applet GUI components inta the subsystem.

Install Directary

’ |C YProgram Filestinfortrend Inc\R4 Browse | ‘

Figure 1-2: Installation Options

Centralized M anagement: Mode One

For centralized or one-to-many configurations using either the Ethernet or in-
band hog connection to RAID subsystems. Root agent and the event natification
utility, including the Configuration Client, are included. Necessary RAID
agents areingaled onto the management compuiter.

Stand-alone (on Host): Mode Two

For configurations depending on the existing SCSI or Fibre host connection for
StorageWatch-to-RAID communications. Servers in DAS (Direct Attached
Storage, eg., SCS host models) environments require RAID agents for
StorageWatch commands to pass through and to communicate with RAID
arrays. RAID agents are indalled onto the servers that are directly attached
with a RAID subsystem.

Stand-alone (on Subsystems): Mode Three

For remote and server-transparent management using the Ethernet connection to
the Falcon subsystems or X24/X28 controllers.  The manager program is
ingaled to the RAID subsystem itself. The RAID subsystem then uses a
segregated disk space called “reserved space” to store the program files. Access
to the array is made by invoking a Java Applet on a web browser that runs
anywherein the network.

1-6
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Introduction

NOTE:

RAID agents are embedded in RAID subsystems firmware. RAID subsystems installed with
Mode 2 or Mode 3 SorageWatch components can be managed by a management station
running the Mode 1 components. In this way, multiple and far separated arrays can be

managed by a single management station.

Three installation schemes for different access requirements are shown in the diagrams
below. Note that these diagrams do not include all possibilities. StorageWatch supports
various configurations and the combinations of machines running components

ingalled in any of the three different modes:

1. A RAID Server Chosen as the Centralized Management Station: Applied in
heterogeneous environments where multiple arrays are serving different
hosts/applications and scattered in distant locations.  Access management over the
network is achieved through data exchanges between a local or remote
StorageWatch Manager station (can be a RAID server or not) and RAID
agentswhich are installed on the RAID servers or RAID subsystems themselves.
The management center and the StorageWatch station can be two different

machines.

A Root Agent is ingaled on a computer chosen to be the management center.
Figure 1-4 shows a typicad connection and the table below shows the modules
ingtalled and the installation mode required:

Softwar e M odules Installation
Management Center: Mode One
Root Agent + Configuration Client

utility

RAID Servers (servers A, B, and C) via | Mode Two
in-band

Independent Array Mode Three
Management Station Java Runtime

Table 1-1 Software Modules: Heterogeneous StorageWatch

Connection

Featured Highlights
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RAIDWatch in DAS Environment I“dipe"d‘?ﬁt
. Array .

Server E

Server F

Local /[Remote
Browser

. e Server A
Java Applet ier Management

Station

ID Agents on Server
_or—
Agents on RAID

FAX/MODEM

Broadcast @ Root Agent
Email +
SNMP Traps b RAID Agents RAID Agents on Server
-or—
ico + Agents on RAID

Configuration Client

Notifications

Figure 1-3: Typical StorageWatch Connection — Heterogeneous

2. Using a Workstation as the Management Center: Applied in SAN (Storage

Area Network) environments. Access management over the network is directed
through exchanges between a remote manager station and StorageWatch
programsthat exist on array hard drives.

Event notification is enabled by ingdling the Configuration Client and Root
Agent onto a management station. Redundancy for agents is also supported by
ingtalling these modules onto two or more management computers.

See Figure 1-4 for more details.

Softwar e M odules Installation
Management Center: Mode One
Root Agent + Configuration Client

utility

RAID Arrays Mode Three
Management Station Java Runtime

Table 1-2 Software Modules: StorageWatch Connection over Java
Applet

1-8
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RAIDWatch in SAN Environment

Remote
Browser
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Management Station EonStor™ RAID
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Agents on RAID
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Figure 1-4: Typical StorageWatch Connection — Applet Mode

3. Stand-alone/Out-of-Band (on Hog) indallation: This ingallation provides
management access with no centralized management utility. Event natification
is provided through an independent NPC utility. StorageWatch accesses RAID
subsystems over the network through the command exchanges between a
manager station and StorageWatch programs that exist in array hard drives. See
Figure 1-5 for more detals. The management session and the NPC
configuration screen are provoked as Java Applet.

Softwar e M odules Installation
RAID Arrays Mode Three
Management Station Java Runtime

Table 1-3 Software Modules: Management Only

Featured Highlights
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RAIDWatch Installed onto RAID

Server C

Local/Remote
Browser

TR

Ethernet

EonStor™ RAID
Arrays

= RAID Watch Programs
= Firmware:

« Embedded agents
« http server

Figure 1-5: Typical StorageWatch Connection — Applet Mode

1.2.5 Password Protection

StorageWatch Manager comes with password protection to prevent unauthorized
users from modifying the configuration of the disk array system. With the
password security feature, you have control over array settings knowing that the
currently managed disk array is safe from unauthorized modifications because
the correct password must be entered for each accesslevd.

The StorageWatch management screen has a navigation tree panel that provides
access to functional windows under three (3) major categories: Information,
Maintenance, and Configuration. An Information login can only access
the first levd, Information. A Maintenance (user) login can access the
second level, the Maintenance tasks. And the Configuration (adminigtrator) login
has access rights to al three levels, Configuration, Maintenance, and Information.

Passwords for access levels can be s&t in the Configuration category under the
“Configuration Parameters’ settings.

1-10

Featured Highlights



Raid Inc. StorageWatch GUI Users Manual I ntrOd UCtlon

1.3 Conceptual Foundation

1.3.1 Centralized Management (Agent-Based) Installation:

In order for StorageWatch to function properly, different software modules must
be correctly ingtaled on different servers and sationsin agiven LAN or WAN.

1

StorageWatch communicates with a RAID subsystem either using the firmware-
embedded RAID agents or agents manudly ingtaled onto a RAID-attached
server.  Assuming that a given network has multiple RAID systems,
StorageWatch can communicate with RAID arrays through the RAID agents
ingalled on the servers or onthe RAID subsystems.

A server is chosen as the main management server.  When  StorageWatch
isingdled onto this server using the first inddlaion scheme two
important modules are included, Configuration Client and Root Agent. The
Configuration Client enables automatic natifications of system events, and the
Root Agent communicates with multiple RAID subsystems that are not directly
attached to this server.

The main management server will also need Java Run-time Environment (JRE)
ingalled if a system administrator needsto configure the arrays fromiit.

Table 1-1 on page 1-12 provides a guide to what modules need to be installed on
which servers. Note that items in the bottom five rows of the table are not
included with StorageWatch and must be installed or modified by system users.

For more information about specific platform requirements, see Chapter 2
Section 3 Platform Requirements.

"Conceptua Foundation
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Mode 1 All Modes Mode 2 Mode 3
(Centralized (Stand-alone on (Stand-alone on
M anagement) Host) Subsystem)
Ingtall Centralized Remote Server w/ RAID RAID
Elements M anagement Browser Directly Subsystem
Server Station Attached
(Applet Mode)
(in-band)
Root Agent Yes
RAID Agents Yes Yes
Yes, if it is
StorageWatch Yes used to run Yes
Manager StorageWatch
Configuration Yes
Client
Yes, if it is
JRE used to run Yes Yes
StorageWatch
Web Browser Yes Yes Yes
Web Server Yes Embedded

Table 1-1: StorageWatch Module Requirements

1.3.2 Stand-alone (on Host) Installation

Main features of the RAID-based ingalation method are listed beow:

e  StorageWatch main programs and the RAID agents used to

communicate with a RAID subsystem over in-band connection are
ingalled.

e  StorageWatch runs on the RAID-attached server as a Java program.

1.3.3 Stand-alone (on Subsystem) Installation

Main features of the RAID-based ingtallation method are listed below:

e StorageWatch revison 2.0 and above support ingdlation to array hard
drives. A portion of drive capacity (256MB of disk space) is
segregated and formatted on each hard drive. This segregated portion
is called aresarved space. Once the installation begins, StorageWatch's
main programs are automatically distributed to the reserved space.

1-12 Conceptual Foundation
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There is no need to indal the StorageWatch program to your
management computer.

If the arrays are managed by dual-redundant controllers, in the event of
single controller failure, the manager interface can “failover” to a
counterpart controller. Operators access to the system will not be
interrupted.

The RAID subsystem can then be accessed from a remote station
running a web browser. StorageWatch now runs in Java Applet
mode. Applet is executed when the connection is established
between aremote browser and the RAID subsystem. Web browsers,
which are often equipped with Java virtua machines, can interpret
applets from web servers.

The controller firmware has an embedded HTTP server. Once properly
configured, the controller/subsystem’s Ethernet port behaves like an
HTTP server.

Conceptual Foundation
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Chapter 2: Installation

This chapter describes StorageWatch requirements and the installation procedure. The
following sections are covered in this chapter:

4 Ingallation Requirements — Section 2.1, page 2-2

2.1.1 Server Running SorageWatch

2.1.2 Local Client Running SorageWatch Manager

¢  RAID Chart — Section 2.2, page 2-3,

&  Platform Requirements — Section 2.3, page 2-4

2.3.1 Platform Limitations

2.3.2 Windows Platforms
&  Software Setup — Section 2.4, page 2-6

2.4.1 Before You Sart

2.4.2 Installing StorageWatch

& Program Updates — Section 2.5, page 2-15

4 In-band SCS| — Section 2.6, page 2-16

f 2.6.1What Islt and What Is It Used for?

f 2.6.2 Related Configuration on Controller/Subsystem

Chapter 2: Installation 2-1
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2.1 System Requirements

The minimum hardware and software requirements for StorageWatch are listed bel ow.

2.1.1 Server Running StorageWatch

L 4

Pentium or a&bove compatible (or equivdent PC) running Windows
NT/Windows 2000/X P/2003 or Linux SuSE 8/9 and RedHat 8/9

A saver can be chosen as the centralized management center, which uses the
Configuration Client utility and can be ingtaled with StorageWatch manager program
using the firg ingallation scheme (Centralized Management)

L 4

At least one available RS-232C port (if network connection, GMS modem, or
remote event natification over thetelephonelineis desired)

Hayes-compatible modem (if telephone/mobile phone event notification is
desired) or fax/modem (if fax event notification is desired). (NOTE: fax
command dass 2.0 and above)

SNMP traps service for Windows NT (if SNMP traps notification is desired)

Windows Messaging (MAPI) for Windows (if support for fax notification is
needed)

Windows NetBEUI support for Windows NT (if network broadcast support
notification is needed)

2.1.2 Local Client Running StorageWatch Manager

L 4

Pentium or a&bove compatible (or equivdent PC) running Windows
NT/Windows 2000/X P/2003 or Linux SuSE 8/9 and RedHat 8/9

Windows Messaging (MAPI) for Windows NT/2000/XP/2003 (if support for
fax notification is needed)

Windows NetBEUI support for Windows NT/2000/XP/2003 (if network
broadcast support notification is needed) must be enabled. Please refer to your
Windows documentation for more information.

2-2
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2.2 RAID Chart

Before indalling StorageWatch and its various agents and modules, it is hepful
for usersto chart their RAID systems. Users who operate a single RAID from a local
or remote workstation may skip this section. For users with multiple RAID systems,
the information shown in Table 2- 1 provides guiddines for charting existing

RAID systems.
RAID System RAID System 1  RAID System 2 RAID System 3
ID/Name Example Example
Where HQ Storage
(O] Win 2000 N/A
IP Address 205.163.164.111 | XXX.XXX.XXX.XXX
Role Centralized storage pool
Management
Center
Internet Capable Yes N/A

Table 2- 1: RAID Charting Table

L 4

ID/Name — User designated; an ID or name should be a unique identifying
label.

Where — a specific geographic reference (e.g., headquarters, building 3,
equipment room 100).

OS —the operating system running on the particular system.
IP Address—if available

Role — the purpose, rdative to RAID operations, fulfilled by the particular
system.

Internet Capable — if aserver is an Internet server, the answer to thisis, “Yes”
If a workstation will manage RAID systems through a browser, note the
particular browser software, its verson number, and its support for Java.

RAID Chart
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2.3 Platform Requirements

StorageWatch 2.1 supports Windows operating systems both for servers (RAID
management hosts or web servers) and for client management dations
(StorageWatch Manager workstations). Support for Java, however, depends on the
Java Runtime ingaled from OS to OS. This section explains what steps that
need to be taken depending upon which OS will be used.

2.3.1 Platform Limitations

Under Windows NT Server 4.0 (Windows 95/98/2000) the Java ingtallation program,
ingallshield.jar, ONLY supports:

& Netscape 4.5 (or above)

¢ Microsoft Internet Explorer 4.0 (or above)

2.3.2 Windows Platforms

StorageWatch supports Windows NT 4.0 for servers and Windows NT/XP/2000/2003
for workstations.

Step 1. Inorder to use Netscape in Windows, append the string:

append the string:
user_pref(“signed.applets.codebase_principal_support”, true);
to

C:\Winnt\profiles\<username>

(Windows NT or Windows 2000)

_Or_

C:\WINDOWS\Profiles\<username>

(for Windows XP/2003)

Step 2. SNMP Service

SNMP service for Windows NT (if the SNMP agent is under a Windows
NT environment) must be enabled.

Locate “Services’ under the Windows Control Panel. Enable or install
SNMP sarvices. Refer to your Windows documentation for more
information.

2-4

Platform Requirements



Raid Inc. StorageWatch GUI Users Manual I nSta”aUO n

Step 3. MAPI for Windows

Windows Messaging (MAPI) for Windows NT (if support for fax or email
notification under NT is needed) must be enabled. Refer to your Windows
documentation for more information.

Step 4. NetBEUI Support

Windows NetBEUI support for Windows NT/2000/XP/2003 (if network
broadcast support notification is needed) must be enabled. Refer to your
Windows documentation for more information.
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2.4 Software Setup

This section discusses how to install StorageWatch in your system. Before
proceeding with the setup procedure, read through the Before You Start section below.

2.4.1 Before You Start

Before starting the ingdlation, read through the notes listed below:

¢ TCPIP musg be installed and running with a valid IP address assigned to a
server. The server can either be used as a centralized management dation, a
remote client using a browser to access the array, or be directly attached with a
RAID system using thein-band protocols.

¢  Your system display must be running in 256 color or higher mode or some
configuration itemswill not bevisble.

¢ Be cetain that your system meets the minimum hardware and software
requirements listed in the System Requirements section.

&  Check to be certain that the RAID disk arrays and controllers are installed
properly. For the installation procedure, see the documentation that came with
the controller/subsystems.

&  Follow the directions provided in the Platform Requirements section to prepare
for ingtallation and operation under different OS environments.

2.4.2 Installing StorageWatch

Follow these steps to install StorageWatch on your server(s) and RAID subsystems:

Step 1. Insert the Raid Inc. product CD or StorageWeatch ingtallation CD into your CD-
ROM drive.

Step 2. If you are currently running other goplications, close them before proceeding
with the setup process. This will minimize the possibility of encountering
system errors during setup.

Step 3. The StorageWatch installer program is included in a CD-ROM that came with
your RAID controller or subsystem. An auto-run screen should provide a hot
link to theinstaller program.

26 SoTtware Setup
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Install RAIDWatch
[ Usar's Documants

[ €O-ROM Contants

[ Contact Us

[ Infortrend Website
O Exit

Infortrend

Figure 2-1: Product Utility CD Initial Screen

Step 4. Click the supported platform on the right-hand side to start the installation
process.

[ Install RAIDWatch

[0 User's Documents

[ CD-ROM Contents Platform
[] Contact Us

[ Infortrend Waebsite

O Exit

= Windows NT/ Wir

Infortrend |

Figure 2-2: The Platform Window

Step 5. After opening the ingal shidd, the following welcome screen, shown in
Figure 2-3, will appear. If your server or workstation is not ready with Java
Runtime (at least version 1.4.2) the ingtall shield will automatically ingall Java
Runtime onto your machine Pease follow the on-screen instructions to
proceed.

Step 6. To continue installing StorageWatch, click the “Next” button at the bottom of
the window. If you do not wish to continue with the installation process, select
the “Stop” button.
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Figure 2-3: Welcome to the Install Shield Window

Step 7. If you selected the “Next” button on Figure 2-3, the License Agreement
window seen in Figure 2-4 will appear. First read through the License
Agreement. If you are in agreement with the specified terms and wish to
continue ingtalling the StorageWatch program, select “Accept.” If you do not
wish to continue with the installation process then sdect the “Stop” button.

Figure 2-4: License Agreement

Step 8. If you accepted the License Agreement in Figure 2-4, a new window with
three ingdlation options will appear. These options, shown in Figure 2-5, are
Centralized Management, Stand-alone (on Host), and Stand-alone (on

Subsystem).

* Centralized Management — Sdecting this option allows you to ingall
the StorageWatch GUI, a Root Agent, RAID Agents,
Configuration Client utility, and necessary drivers on the computer
chosen as amanagement center..
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* Stand-alone (on Host) — Sdecting this option will result in the
ingallation of the In-Band driver (RAID agents) for servers that are
directly attached to a RAID subsystem, and the StorageWatch GUI on
the local computer.

* Stand-alone (on Subsystem) — This will ingdl the GUI onto the
controller/subsystem itself. The Falcon subsystems come with
necessary RAID agents embedded in firmware. A RAID subsystem
will use a small section of formatted disk space (called the reserved
space) to store GUI files. Ingaled in this mode, StorageWatch can
be started by a remote browser accessing the IP address assgned to
the subsystem’s Ethernet port.

If the (on Subsystem) ingtdlation was sdected, a user will have to use a
web browser to connect to the StorageWach program. To do this a
web browser is opened and the controller/subsystem | P address entered.
The StorageWatch program can then be accessed and used to
manage the storage array.

& Setup Typs for Infortrend R =10 |
Choose the type of installation you prefer
i+ Centralize Management

Inztall all componerts including GUI, drivers, agents and cther
centeralize management utilties into host computer,

" Stand-alone {on Host)

Inztall all componerts including GUI, drivers, RAlD-agent irto
host computer.

" Stand-alone {on Subsystem)
Install applet GUI companents into the subsystem.

Install Directary

C:APragram FilesiInfortrend InchR4 Browsel

Figure 2-5: Installation Options

2.4.3 Installing Software Components

StorageWatch dlows you to ingall its management utility redundantly onto two
different servers. This prevents blind time if one server should fail or be powered
down for any expected reasons. Note that if a server is chosen as déthe the Master or
Slave host, SorageWatch must be manually ingalled onit.

"Software §etup 2-9
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=0 =]

Figure 2-6: Choice with Software Module Redundancy

StorageWatch alows you to choose components during the ingallation process
However, it isrecommended to keep all the default combinations.

2|ect Additional Components for Infortrend RAID Mansgement Tool  [=1[=lEE

7 Systen files

Figure 2-7: Optional Components

Once the additional components have been sdected, and if you wish to
proceed with the installation process, sdect the “Next” button. If you do not
wish to proceed with the instalation process, select the “Stop” button and if
you wish to re-select theingtallation options, then sdect the “Back” button.
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_1oix]

InstallShield is copying the application files to your system.
Click the <Stop= button to cancel the installation.

RAIDWatch

Mame:guithelpfoantentsichD41 7 htm Size: 5885 Time:2001/6/14 F4F 7:10

Figure 2-8: Installing Active

Step 5. If the “Next” button from Figure 2-7 was selected, the Ingall Active window
shown in Figure 2-8 will appear. If you wish to stop the ingalation
procedure, then click the “Stop” button.

Step 6. Once the software has been successfully installed, a window indicating the
successful installation, shown in Figure 2-9, will appear. To complete the
process and to make the window disappear, click onthe “OK” button.

& Installing active nowfor Infortren

Infortrend

2B

Installation has completed.

The application installation was successful and it is now ready.

Figure 2-9: Successful Installation
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2.4.4 Stand-Alone (onto Host or Subsystem) Installation

& 9etup IP or Hostname of the Controller where applets ta |nsl: - |EI|£|

Input the IP of controller where applets to install

IP ar HostMame: I

Controller Passward: I

Back Mezxt Stop

Figure 2-10: Input IP and Controller Password

Step 7. As shown in Figure 2-10 above, enter the IP address or the host name of the
controller/subsystem and the controller password in the respective fields. The
default for controller/subsysem IP or password is blank. Preset IP and
password should have been configured other configuration utilities before
proceeding with StorageWatch installation.

Once IP (or host name) and the controller password have been entered, and if
you wish to proceed with the ingtallation process, sdect the “Next” button. If
you do not wish to proceed with the installation process, select the “Stop”
button and if you wish to re-sdect the installation options, then sdect the

“Back” button.
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i& Installing active now for Infortrend RAID Manage = =)=

Installation Shield is copying all components from source to destination
directory, if vou want to stop the installation, please press =stop=
button to break the program

Raid Watch

=

Marne:guil keystore Size:1148 Time: 19991 2724 _FF 10:07

Figure 2-11: Installing Active

Step 8. If the “Next” button from Figure 2-11 was selected, the Ingall Active window
shown in Figure 2-12 will appear. If you wish to stop the indalation
procedure, then click the “Stop” button. If you wish to continue ingalling the
Applet components, alow the ingallation shidd to continue through the rest of
the procedure.

Step 9. Once the Applet components have been successfully installed, a window
indicating the successful ingtallation, shown in Figure 2-12, will appear. To
complete the process and to make the window disappear, click on the “OK”
button.
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nfortrend AT B

Installation Shield is copying all components from source to destination
directory, if wvou want to stop the installation, please press <stop>
button to break the program

Upload had finished!

fou can try to connect the url hitpar 921 68.199.21 2igrm.htm right fow

Figure 2-12: Successful Installation

Step 10. If you wish to immediatdy access the StorageWatch manager, then open a
web browser and type in the I P address that you used in Figure 2-10.

Torun the StorageWatch Manager from the controller, enter the following
into the address bar of the web browser:

http://www.xxx.yyy.zzz

where www.xxx.yyy.zzz isthe | P address entered in Figure 2-10.
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2.5 Program Updates

As Raid Inc.’s valued customer, you are entitled to free program updates. You can
download the latest verson of SorageWatch from RaidlInc’s FTP dtes at
ftp.Raid Inc..com.tw in Taiwan. For customers granted specia access, the update
files can aso be found in the VIP section of Raid Inc.’s website. For more

information about this service, contact Raid Inc. support or an Raid Inc. distributor
inyour area.
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2.6 In-band SCSI

2.6.1 What Is It and What Is It Used for?

These days more and more external devices require communication with the host
computer for device monitoring and administration. This is usually done through out-
of-band connection such as RS-232C portsor an Ethernet port.

An alternative means of communication is in-band SCS, which transfers
configuration commands into supported SCS commands and uses them to
communicate with RAID arrays over the existing SCS or Fibre host connections. The
traditional way for controllers to communicate with the host computer has been via
software (such as SorageWatch) using an Ethernet connection. With in-
band, integrators have more flexibility. They may user the existing host connection
instead.

There are limitations on the use of in-band protocols. In order for a host to “see” the
RAID controller/subsystem, at least one logical drive must exist and has been mapped
to host ID/LUN. Otherwise, the RAID controller/subsystem itself must be configured
to appear asa peripheral device to the host computers.

See the examples below for the procedures of configuring RAID controller/subsystems
into a peripheral device.

2.6.2 Related Configuration on Controller/Subsystem

Some adjustments must be made to the RAID controller or subsystem and to the host
computer's SNMP settings before the two can communicate using SCS commands.
The RAID controller settings can be changed using the RS-232C terminal.

From the Main Menu, press the up or down buttons to select “View and Edit
Configuration Parameters.”

Press Enter; and then use the up or down buttons to select “Hogt-side SCSI
Parameters.” Then press Enter.

You will need to make adjusments in the Peripherd Device Type Parameders
submenu. Look at the screens below to set the proper settings for the in-band protocol
to work.

2-16
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Installation

Quick
view

——————————— < nNain Menu >
installation |
and edit Logical driwves

view

Maximum Queued I.0 Count — 256
LUNs per Host SCS8I ID — 8
Max Mumber of Concurrent Host-LUN Connection — Def<{4)
Mumhb tion — Def
EFE |Ho Device Present (Type=Bx7F>

H Direct—access Device (Type=8> —]
B |Sequential-access Device (Type=1) e =Hx7f)>

3

D

L

Processor Device (Type=3>
CD-ROM Device (Type=5H)
Scanner Device (Type=6h)
MO Device (Type=7> —_—
Storage Array Controller Device (Tuype=Bxc)

Unknown Device (Type=Bxlf>

32>

Firg select the “Peripheral Device Type® submenu and then select “Enclosure
Services Devices <Type=0xd>.”

view

——————————— % Main Menu >
Guick installation |
and edit Logical drives

uvieuw
view
uvieuw
view

L)

v| C

u Peripheral Device Qualifier - Connected
—| Driv| Dewice Supports Remowahle Media — Dizabled
Disk i ili — Undefined LUN-B's Onl
Cont

Maximum Queued 1,0 Count - 256
LUN=z per Host SCSI ID - 8
Max Number of Concurrent Host-LUN Connection — Def{4)

Number of Tags Reserved for each Host—-LUN Connection — Def<{32)>
Peripheral Device Type Parameters

s| G| H

Peripheral Device Type — Ho Device Present {(Type=0x7f>

%edu

Undefined LUN-0's Only” for the “LUN Applicability” option.

Leave other options as defaulted. In-band should work fine by setting these two

options. The adjustments necessary to use in-band protocols have been compl eted.

In-band SCSI
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Chapter 3: Configuration Client Options

This chapter describes the StorageWatch configuration options. There are a number of
different items that users can configure. These indude the Root Agent and RAID
Agents rationship and the configuration options concerning event natification.

The Configuration Client Utility

3.1.1 Using Windows — Configuration Client Installed in a
Centralized Management Station

3.1.2 Connecting to a Root Agent

Configuration Client Functional Panels and GUI Screen— Section
3.2, page 3-4

3.21 The GUI Sreen Elements
Root Agent Configuration — Section 3.3, page 3-6
3.3.1 Root Agent Settings
3.3.2 Root Agent Log Settings
3.3.3 Configuration Client Options
Event Notification Settings— Section 3.4, page 3-9
3.4.1 Enabling Notification Functions
3.4.2 Configuration Client Options
3.4.3 Email Sdtings
3.4.4 LAN Broadcast Settings
345 Fax Settings
3.4.6 1CQ Settings
347 MSN Settings
3.4.8 S9MS Settings

Event Severity Levels— Section 3.5, page 3-22

35.1 Leve 1 Severity Events (examples)
352 Leve 2 Severity Events (examples)

353 Leve 3 Severity Events (example)

Event Log Display — Section 3.6, page 3-23
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3.1 The Configuration Client Utility

3.1.1 Using Windows — Configuration Client Installed in a

Centralized Management Station

If, during the installation process outlined in Chapter 2, the Centralized Management
option was selected, the Root Agent driver, associated agents and Configuration Client
utilities will be installed onto your computer. Centralized management in a multi-
RAID environment is achieved through the Configuration Client utility.

To access the Configuration Client interface, please do the following:

Open the directory in which the StorageWatch GUI was ingalled. This directory
was selected during the instalation process and the default access route is named
as

“Raid Inc.”

If you are using Windows, first sdect “Start,” then open the “Programs’ menu and
finaly open the “Rai dinc.” Once the “Raid Inc” directory has been successfully
opened, seect the Configuration Client option shown in Figure 3-1.

B3 Launch Outingk Express
Microsoft Qutlook

£ JavaWel Stant

_%, Settings
E},n Settings

[@ Accessoties
L—ﬂ Macromedia
Fa Infortrend Inc
By Windows Update

<% MSN Messenger B2

FAIDWatch
'?, Uninstall
4u Configuration Client.

,,} Docurnents
.Eé.a Settings
N Search
& Help

ﬂ Run...

By Shut Down, ..

EEiE

> v v

Figure 3-1: Opening the Raid Inc. Directory

Step 1. Click on the “Configuration Client” shortcut to activate the GUI as shown in
Figure 3-2. Users can configure the following items:
* Root Agent (administrative settings)

* Notification configuration options

The Configuration Client Utility
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& Configuration Client

File Help

i s . o ¥
s e
e Cannection Yiew A | Module Config |
-7 1P192.168.4 185 ersion 0.94 4 7
if e MOGELF1 2F-G242 Natne: 995570 Madlle Hame IRootAgent Setting =] Creste.
& clrnin Tooll -
L " IP182168 4 211 Mersion Unknown “atiable I Current Yalue |
4. IP1192.168.5 71 Version:Unknow Administrator password [#wes 12
Guest passward e ]
=l
av
Description I Current Yalue l Saverity |
Agent IP 1 [192.166.4.185 | =
A gent IP 2 [192.165.4 211 | ]
=l

Figure 3-2: Configuration Client Window

3.1.2 Connecting to a Root Agent

Step 1. Fromthe Start menu, select Programs -> Raid Inc -> Configuration
Client.

Step 2. From the command menu, select File->Add Host, or right-click to bring up

the Add Host command, and enter a Root Agent IP (usually the computer |P
where the Configuration Client is installed).

Add Host |

E—— S|

.\2:} Plezse input the RootAgert senver address

I
[ox ] _cwea |

Step 3. On the Connection View window, the connected I P displays. Right-click to
display the Connect commands. Click Connect and an access rights
selection box appears. Select to log in either asan Administrator or Guest.

Delete Host

s

OTTRIE LT

@ fmnictatof C Guest

teenerate Murmmy Event

Step 4. Enter "root" asuser name at the first timelogin, and press Enter for Guest
login. This password can be changed later in the utility. Only an
administrator can access the notification settings.

Step 5. Double-click the Admin Tool item.

The Configuration Client Utility
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Wl Configuration Client

File Language Help

e e | b )
Connection Yiew
E"—i.v_ . IP1392163.666.193, Yersion:1.01.0
{0 ]_\T A dmin Tool

Step 6. The Module Config window should display on the right. Y ou may now start
configuring event receivers under each notification method window. A single
click on the pull-down button displays al configuration options.

3.2 Configuration Client Functional Panels and GUI Screen

3.2.1 The GUI Screen Elements

& Notification Processing
Command menu — | File Help

Center client
Tool bar buttons —i»}

" Connection View

== MNPC IP:192.168 4 185 Version: 0.94
!. I_ : r"‘"‘-dl'l"lil‘l Too
1~ NPC IP:192.168.5.71 Version: Unknown

Connection
View Navigation
Panel

Figure 3-3: Enable Redundant Options

Command Menu: File commandsinclude Add Host and Exit. The Add Host
command connects you to a Root Agent host. A Root Agent host is one that is chosen
as amanagement center. A Root Agent can manage multiple RAID agents which are,
in turn, used to access different arrays. By connecting to a Root Agent IP, al its
subsidiary RAIDs are then managed by the management center.

The Help command provides you information about the current software verson. The
help contents for using the Configuration Client can be accessed in StorageWatch's
main program Help.

34 Configuration Client Functional Panels and GUI Screen
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Tool Bar Buttons
Tool bar buttons listed from left to right:

Open Bookmark File: In the environment where multiple arrays need to be monitored
at the sametime, this button brings out the previously saved prafile of the accessto
multiple arrays (via Root Agent and RAID Agent IPs).

Save Bookmark File: This button allows you to save the current connection profile (as
shown in the navigation pand) asafileto your system drive. A file path dialog box
displays when selected.

Connect Root Agent Server: This button allows you to connect to a Root Agent server
to begin monitoring in cases like when it has been manually disconnected.

The Root Agent IPisthe IP of the computer where you installed your Configuration
Client utility.

Disconnect Root Agent Server: This button allows you to disconnect from a Root
Agent server.

Connection View Navigation Panel: This pand displays the current connections with
different RAID Agent servers.

This panel also has a command menu that can be triggered by right-clicking a Root

Agent icon.
Cannect Eafinect
Hisconnect Disconnect
Eenerate Ny Event Generate Dummy Event
Refresh Refresh

Figure 3-4: Connection: The Right-Click Menus

These command buttons allow you to remove a Root Agent entry, to conned,
disconnect, or refresh the current connectivity status. The connection view
automatically updates when an array is powered on or powered down, and
automatically prompts the user for a status change, eg., a managed array once
disconnected is now connected.

Generate Dummy Event: Y ou can also generate simulated eventsto test the
notification functions once you have configured any or al of the notification methods.

Configuration Client Functiondl Pandsand GUI Screen 35
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Module Configuration:

The “Module Config” pand contains pull-down menus that allow access to create or
modify various notification methods. The panel adso alows you to setup an
administrator's identity and lets an administrator be constantly aware of al arrays
status through notification emails.

4
»

ociule Config

Module Mames | R

\arishle _ Current Yalue |

Status Enable B
SMTP server 1921651 .28
Sender mail box test@@infortrend.com v
Recipient Eail testi@infortrend .com tw
Send petiodthaur) 1

Figure 3-5: Enable an Administrator’s Options

The Module Config panel provides access to nine (9) configurable items and each
item contains two (2) or more setup options. Seven (7) of them belong to the
notification methods (ways you configure to notify a user if event faults should occur)
settings.

All configuration options can be modified by double-clicking the Current Value field.

3.3 Root Agent Configuration

To configure the Root agent settings, select “Module Config” menu on theright of the
Configuration Client screen as shown in Figure 3-8. Sdect a pull-down menu named
“Root Agent Settings’ from the “Module Name” section.

3.3.1 Root Agent Settings

The “Root Agent Settings” option is shown in Figure 3-6.

Root Agent Configuration
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: Module Corfig |
acdule Marme Roct2gert Setting Creste |
Sariakle Current Yalue |
Administrator password EEat -
Guest password HEEES

[

Figure 3-6: Root Agent Setting

¢  Administrator Password — This allows you to set an administrator’ s password.
Thisis the port number the StorageWatch centralized manager station will use to
communicate with the Root Agent. The default for “Adminigrator” is “root”.
Thereisno default password for login as “Guest.”

Note that this password is independent from the password sat for the
“Configuration” login to start the StorageWatch manager program.

&  Guest Password — Thisis sdected to enable a user logging in as “ Guest” to view
the status of RAID arrays currently being managed by the Configuration Client
utility.

Adding RAID Agents IPs (Associating Root Agent with
Multiple RAID Arrays)

RAID Agents are the sub-modules StorageWatch or the Configuration Client
utility use to communicate with a RAID subsystem. Multiple RAID Agents
can be associated with a Root Agent. A Root Agent then summarizes and
presents these RAID Agents to the Configuration Client so that system administrators
can be notified of system alertsif any faulty conditions happen to these RAID arrays.

Step 1. RAID Agents currently being managed by a Root Agent arelisted in the lower
right corner of the GUI screen.

Step 2. To add or delete RAID agents, click the “Create” button next to the Root
Agent pull-down list to display an “Edit Monitor Controller” prompt. The same
command prompt can aso be activated by right-clicking the agent list.

‘Root Agent Configuration 7
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P &

Dezcription
Agert IP1

Current Walue.
192168.199.233

Severity

Figure 3-7: Agent List Right-Click Menu

Step 3. Enter the IP address of the array you wish the Root Agent to manage. Click
OK to compl ete the process.

Lgent IP |‘1 921654185
=

Figure 3-8: Adding RAID Agent IP

3.3.2 Root Agent Log Settings

Following are the methods used to keep an administrator constantly notified of the
status of managed arrays. As shown in Figure 3-9, when properly configured, the
Root Agent Log alows an adminigrator to receive event logs that happened on all
managed arrays for every preset time period.

To configure the Root Agent Log settings:

Step 1. Enable the function by double-clicking the Current Value field in the Status
field.

Step 2. St an SMTP server address o0 that event log emails can be sent to the
administrator.

Step 3. Set a valid mail address as the sender address and the administrator’s email
address as the recipient mail address.

Step 4. The Send period (hour) determines how often an administrator receives event
log notifications.

3-8 Root Agent Configuration
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4| Module Canfig |

“arizhle Current Yalue |
Statusz Enable =
SMTF server 192.168.1.28
Sender mail box test@infortrend com twe
Recipient Email test@infortrend cam tw
=end period(hour) 1

Figure 3-9: Root Agent Log Settings

3.3.3 Create Plug-ins

Create Plug-ins with Event Notification

Before you begin

4 The Plugin sub-function alows you to add a specific feature or serviceto
StorageWatch's notifi cation methods.

4 The add-ins can be used to process the events received from Configuration Client
utility and extend its functionality.

Prepare your execution file, and place it under the plugin sub-folder under the
directory where your indalled StorageWatch program. If the default
ingallation path has not been altered, the plugin folder should be similar to the
following:

Program Files -> Raid Inc. -> RAID GUI Toadls -> hin -> plugin.

Place the execution file that will beimplemented as a plug-in in thisfolder.

The plugin capability provides advanced users the flexibility with customizing and
presenting the event messages received from the Configuration Client utility.

Root Agent Configuration 39
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The Configuration Process

Figure 3-10: Naming and Associating a Plug-in file

Step 1. Click the Create Plugin tab.

Step 2. Make sure you have placed the execution file in the plugin folder as
described earlier.

Step 3. Enter Plugin Description, Plugin Label and sdect an execution file from
the Application Program field if there are more than one.

Step 4. Click Createto complete the process.

Figure 3-11: Create Plugin Receiver Profile

Step 5. Sdect the Plugin tab from panel. Click Create Receiver to display an
input field dialog box.

Step 6. Key in the configuration string to be read when the application program
starts. A configuration argument may look likethis:

"\plugin\userprogram.exe uid=xx mode=xXX-XXX |P=XXX.XXX.XXX.XXX
ctrirName=N/A  severity=1 evtStr="Evt String" recv="customized
string"

An added profileislisted in the Receiver Data field.

3-10 Root Agent Configuration
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3.4 Event Notification Settings

Configuration Client's Notification Methods:

Configuration Client provides the following methods for sending notifications SNMP
Traps, email, LAN broadcadt, fax, ICQ, SMS, and MSN Messenger. Some notification
methods, such as the connection to a fax machine, require Windows MAPI support on
the servers used asthe Configuration Client platform.

To configure the Event Notification (previous NPC) sdtings, sdect “Module Config’
from the right-hand side of GUI screen.  Select by scrolling down the pull-down
menus that allow access to create or modify various notification methods.

There are seven noatification methods listed in the pull-down menus. Along with six
different (fax, broadcast, email, SNMP tragps, ICQ, SMS, and MSN messenger) means
of informing RAID managersthat an event has occurred, the severity level of eventsto
be sent via these notification methods can a so be configured by the user.

In order to use fax notification, modem parameters must be properly set on the main
management station. For NT servers, Widows MAP! services, modem, and fax must
be ready and running for the notification methods to work. If no event notifications
will be used, skip these steps.

Before You Start: Event Severity Levels

Users may select a severity parameter (1, 2, or 3) with every notification method. The
parameter determines events of what severity level(s) areto be sent to areceiver.

1 | All severity levels

2 | Twolevels: Warning and Alert

3 | Only the most serious events: Alert messages

3.4.1 Enabling Notification Functions

When all notification settings have been properly configured, remember to enable
each notification method by double-clicking the Current Value field in “Status.” Set
Status to “Enable” if you want the modul e to be activated every timethe Root Agent
isloaded. The Root Agent runs as an application and is automatically loaded when the
server is powered on.

Note that the On/Off switch of each notification method should also bein the On
position before you turn off the server or dose the utility.

Otherwise, you will have to manually enable the function after your server is
rebooted.
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switched ON: switched OFF

‘ ¥ 5
: Madule(:onﬂgl
“ariable | Current Yalle |
Status |Enahilz |

Figure 3-12: Enabling a Notification Method

3.4.2 SNMP Traps Settings

Receiver Side

To sa aClient Listening to SNMPtraps:
Step 1. Right-click on the lower half of the configuration screen, thereceiver entry

field, to display the add recipient prompt.

=

Edit

Delete

Step 2. An Add receiver prompt displays. Simply enter the I P addresses of SNMP
agentsthat will be listening for trap notification.

Step 3. Sdect the severity level of eventsthat will be sent to the SNMP agent.
Step 4. Repeat this process to add more SNMP agents.

Addl SMMP receiver 1|
SMMP receiver P |
Severity |1 YI

v |

Figure 3-13: SNMP Traps Settings

Sender Side

From the M odul e Config window:

Step 1. Find the SNMP settings from the pull-down list.

Step 2. Click on the On/Off switch besides the pull-down button to enable SNMP
Traps notification.

switched ON: switched OFF

312 Event Notification Settings



Raid Inc. StorageWatch GUI Users Manual Conflguratlon Cllent Optlons

Step 3. Double-click on the Current Vaue field of the Status row to enable SNMP
Traps natification.

Step 4. Select the severity level of eventsto be sent to the receiver station.

Step 5. Provide a valid out port 1P that will be used for ddivering SNMP traps.
Usually the default | P detected by the Root Agent will be sufficient. If you have more
than one Ethernet ports, double-click to configureit.

Madule Config |

Module: Natne ISNMPtrap .ﬂ o

Varishle Currert Yalue

Severity i

|[EMmP Local 1P 1192168413

Figure 3-14: SNMP Traps Settings

3.4.3 Email Settings

Receiver Side
SASL authentication is supported with thisrevision.

To set an email addressto receve natification emails:
Step 1. Right-click on the lower half of the configuration screen to display the add
recipient prompt.
I :
Al
Edit

Delete

Step 2. An Add recipient prompt displays. Click "Add" to display another prompt and
then enter an address for email notification.

Step 3. Select the severity level of eventsto be sent to therecever's email.

Step 4. Repeat this process to add more email addresses.

Add Email recipisnt = x|

Etnail Address |

Severity 1w

Creste Cancel |

Figure 3-15: Email Settings

Sender Side
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From the M odul e Config window:

Step 1. Find the email settings from the “M odule Name” pull-down list.
Step 2. Click the On/Off switch besides the pull-down list button to enable Email

notification.

switched ON; switched OFF

Step 3. Double-click on the Current Value field of the Status row to enable email

notification.

Step 4. Select the severity level of eventsto be sent to the receiver station.
Step 5. Enter the mail subject by double-clicking the Current Vaue field.
Step 6. Set your SMTP mail server through which emailswill be sent.

Step 7. Enter Account name or Password if your mail server requires these two
values. SASL isthe currently supported mechanism.

Step 8. Provide avalid email address as your sender's address.

"1' Mahde Config |
it e

ariskie | Current Value 7]

Staiug \Enshle )

Saverity i

il subject R4 Event

SMTP server [1S21681 28

Accour |

Paszyword |

Sender amall aodress Ret@intonrand com T

Figure 3-16: Email Settings

3.4.4 LAN Broadcast Settings

Receiver Side

To set acomputer to receive broadcast messages:
Step 1. Right-click on the lower haf of the configuration screen, the receiver entry

field, to display the add recipient prompt.

Step 2. An Add receiver prompt displays. Simply enter the IP addresses of a station

on anetwork configured.

Step 3. Sdlect the severity level of eventsto be sent to the receiver station.
Step 4. Repeat this process to add morereceivers.

o>-14 EVert NouTicaion oall ngs
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Note that NETBUES and TCP/IP should be active services on your Centralized
Management station for message broadcasting.

Add Broadcastre i x|

Eroadoast receiver Host Mame I
Severity |1 vl

Create I Cancel |

Figure 3-17: Broadcast Settings

Sender Side

From the M odul e Config window:

Step 1. Find the Broadcast settings from the pull-down list.

Step 2. Click on the On/Off switch besides the pull-down button to enable LAN
broadcast notification.

switched ON; switched OFF

Step 3. Double-click on the Current Vaue field of the Statusrow to enable LAN
broadcast. Set Statusto Enableif you want the module to be activated every timethe
Root Agent is started. Note that the On/Off switch should also be in the On position
before you turned off the server or dosed the utility. Otherwise, you will haveto
manually enable the function whenever you reboot the server.

Step 4. Select the severity level of eventsto be sent to the receiver station.

Monkile Config I

I Wariable ] Current Vallug r
StatLis Dizsstile -
Severiy it

Figure 3-18: Broadcast Settings

3.4.5 Fax Settings

Receiver Side

To set afax machineto receive event messages:
Step 1. Right-click on the lower half of the configuration screen, the receiver entry
field, to display the add recipient prompt.

Event Notification Settings 3-15



Conflg U ratlon Cllent OpthnS Raid Inc. StorageWatch GUI User’s Manual

i

Edit

Delets

Step 2. An Add receiver prompt displays. Enter the phone number of the event
notification receiving fax machine.

Step 3. Enter the Outsideline dial-out number if thereis any.

Step 4. Enter the Delay Second number.

Step 5. Enter the level of severity of eventsto be sent viafax.

Step 6. Repeat this process to add morereceivers.

Note that physical connection and fax service with Windows MAPI should be ready
before configuring this function.

Add FAx receiver f x|

Telephone |
autsigeine [ =]
Delay Secord [1 7]

Severty FEJ

Figure 3-19: Fax Settings

Sender Side

From the Modul e Config window:

Step 1. Find the Fax settings from the pull-down list

Step 2. Click on the On/Off switch besides the pull-down button to enable Fax
notification.

S switched ON,; m switched OFF

Step 3. Double-click on the Current Value field of the Status row to enable fax
notification. Set Status to Enable if you want the module to be activated every time
the Root Agent is started. Notethat the On/Off switch should also bein the On
position before you turn off the server or close the utility. Otherwise, you will haveto
manually enable the function whenever you reboot the server.

Step 4. Select the severity level of eventsto be sent to the receiver station.

Step 5. The Fax device row shows the fax machine(s) currently available. Check for
appropriate setup in Windows control panel.

Step 6. Queue size determines how many events will be accumulated and then sent
viasingle fax transmission.
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Configuration Client Options

Module Config |

Creste |
I Variable |

Current Yalue
|Istatus Digable B
Severity il
ClueLe size 2

Figure 3-20: Fax Settings

Event Notification Settings
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3.4.6 ICQ Settings

Receiver Side

To set an ICQ contact to receive notification messages:
Step 1. Right-click on the lower half of the configuration screen, the receiver entry
field, to display the add recipient prompt.

i

Edit

Delets

Step 2. Enter the ICQ User Name of the contact receiving event messages.
Step 3. Sdect the severity leve of eventsto be sent to thereceiver.
Step 4. Repeat this process to add morereceivers.

Add ICO receper & x|

caw |

Severity |1 vl
Creste I Cancel |

Figure 3-21: ICQ settings

Sender Side

From the M odul e Config window:

Step 1. Find the 1CQ settings from the pull-down list.

Step 2. Click on the On/Off switch besides the pull-down button to enable ICQ
notification.

-
switched ON; switched OFF

Step 3. Double-click on the Current Value field of the Status row to enable ICQ
notification. Set Status to Enable if you want the modul e to be activated every time
the Root Agent is sarted. Note that the On/Off switch should aso bein the On
position before you turn off the server or close the utility. Otherwise, you will haveto
manually enable the function whenever you reboot the server.

Step 4. Select the severity level of eventsto be sent to the receiver station.

Step 5. Enter an 1ICQ login ID.

Step 6. Enter apassword for ICQ login.
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Module Canfia |

Module Mare [ ﬂ m Create |

Variable I Current Yalue
Status Dizahle =
Severity 1
o2 number
||ICQ passvwordd

Figure 3-22: ICQ settings

3.4.7 MSN Settings

Receiver Side

To set an MSN messenger address to receive notification messages:
Step 1. Right-click on the lower half of the configuration screen, the receiver entry
field, to display the add recipient prompt.

Step 2. Enter the M SN Account of the contact receiving event messages.
Step 3. Sdect the severity leve of eventsto be sent to thereceiver.
Step 4. Repeat this process to add morereceivers.

Add MM receiver x|

MSH Accourt I

Severity |1 vl
Create I Cancel |

Figure 3-23: MSN Messenger Settings

Sender Side

From the M odule Config window:

Step 1. Find the MSN settings from the pull-down list.

Step 2. Click on the On/Off switch besides the pull-down button to enable MSN
notification.

B switched ON: switched OFF

Step 3. Double-click on the Current Vaue field of the Status row to enable MSN
notification. Set Statusto Enableif you want the modul e to be activated every time
the Root Agent is started. Notethat the On/Off switch should also bein the On
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position before you turn off the server or close the utility. Otherwise, you will haveto
manually enable the function whenever you reboot your server.

Step 4. Select the severity level of eventsto be sent to the receiver station.

Step 5. Provide avalid MSN contact by entering its user name.

Step 6. Provide the associated password.

Madule Config |
WEEEEETER MSH messenger . : Creste I
Variable Current Yalle |
Statuz Disable =
Severity 1
M5 username
MSH password

Figure 3-24: MSN Messenger Settings

3.4.8 SMS Settings

SMSisashort for Short Message Service. Using the notification method requires the
use of a GMS modem.

Receiver Side

To set acell phone to be receiving notification messages:
Step 1. Right-click on the lower haf of the configuration screen, the receiver entry
field, to display the add recipient prompt.

i

Edit
Delete
Step 2. Enter the Cell Phone Number of the contact receiving event message.
i Add ShE receiver [ |
Cell Phone Number — + : |
Severity IE

Step 3. Sdect the severity leve of eventsto be sent to therecevers.
Step 4. Repeat this process to add morereceivers.

Sender Side

From the Modul e Config window:

Step 1. Find the SM S settings from the pull-down list

Step 2. Click on the On/Off switch besides the pull-down button to enable SMS
notification.

switched ON; switched OFF

Step 3. Set Status to Enableif you want the modul e to be activated every timethe

3-20
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Configuration Client is started. Note that the On/Off switch should also bein the On
position before you turn off the server or close the utility. Otherwise, you will haveto
manually enable the function whenever you reboot the server.

Step 4. Sdect the severity level of eventsto be sent to the receiver station.

Step 5. Sdect the COM port where you connect your GM S modem.

Step 6. Enter the four-digit identification Pin Code required by the modem.

Step 7. Provide a Send Period in milliseconds for time interval s between messages
sent.

Step 8. Provide aretry time value.

Mocle Cantiy |

Madl_,ﬂe Mame IShnrt Meszage Service 1' — Create

“Yariable éurrerrt‘ Yalue

everity
COR port 1

Pin Code: s
Send period 15000
Fetry times &

Figure 3-25: SMS Settings
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3.5 Event Severity Levels

3.5.1

3.5.2

StorageWatch cdassifies disk array events into three severity levels. The firg level
includes non-critica information events such as initidization of the controller and
initiation of the rebuilding process. Level 2 severity includes events which require the
issuance of a warning message. Level 3 severity is the most serious level, and
includes events that need immediate attention. Note that the severity levels here are
different from the levels used for configuring the notification methods. The following
provides exampl e events for each levd:

Level 1 Severity Events (examples)

Controller Initialization Complete
Rebuild Initiated

Rebuild Complete

Rebuild Failed

Logica Drive Initialization Started
Logical Drive Initiaization Complete

T T Sy

Logica Drive Initialization Failed

Level 2 Severity Events (examples)
SCSI Target Select Timeout

SCSI Target Phase/Signal Error
SCSI Target Unexpected Disconnect
SCSI Target Negotiation Error

SCSI Target Timed Out

SCSI Target Parity Error

SCSI Bus Reset Issued

SCSI Target Not Ready Error

SCSI Target MediaError

SCSI Target Hardware Error

SCSl Target Unit Attention

SCSI Target Unexpected Sense Date

N T T SO

SCSI Target Block Reassignment Failure

3-22
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f SCSl Target Unexpected Data Over/Underrun
f Drive SCSI Unrecognized Event

3.5.3 Level 3 Severity Events (example)

f DriveFalure

f Enclosure Power Supply Failure
f Cooling Fan Module Failure

f RAID Controller Unit Failure

NOTE: The current version includes event notification configuration based on event
severity.

3.6 Event Log Display
Once RAID Agent IPsare associated with a Root Agent, itsicons and names display
on the Connect View pand.

To check the events that have happened since the Configuration Client started, sngle-
click on a connected RAID.

&% Configuration Clisnt =[8]x]
File Halp
J | | |
“ Connection View: 4 Generste Time Evert Description
- [P182.168.188 213 Version 2002-07-02-21:45:42 Lagical Drive Evert: Logical Drive ld=1574BDDF -- Expand CammencedLD Expansian Event) Operati,
g 1500 60,370 erslr o 2002-07-02-21:45.42 Logical Drive Evert: Logical Drive ld=1574BDDF -- Int. Commenced Operation Started
Erl 921684 S versonDBa 2002-07-02-21:444 Logical Drive Event: Logical Drive ld=1574BDDF -- Expand Stopped(LD Expansion Event) Operation ...
e +lode! ER ERH Mame: JD: g 2002-07-02-21: 4544 Logical Drive Evert: Logical Drive ld=1574BDDF -- Irit. Commenced Operation Started
— e MadelES A16F-R Name: JD. 3479777
L[, &dhin Taol

Figure 3-26: Event Log Display Window

The event log window displays on the right-hand side of the GUI screen. Notethat
the utility does not display eventsthat happened before the utility started.
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Chapter 4. StorageWatch Icons

This chapter introduces icons used in the main configuration access categories:

*

*

Navigation Tree Icons— Section 4.1
Array Information I cons— Section 4.2
Maintenance | cons — Section 4.3
Configuration Icons — Section 4.4

Event Log Icons— Section 4.5

4.1 Navigation Tree Icons

e

Connected RAID Array

C

Array Information

Enclosure View

Tasks under Process

TE

Logical Drive Information

Logica Volume Information

=

Fibre Channd Status

%

hl..'

System Information

Statistics

E

M aintenance

[ Logica Drive

Chapter 5: StorageWatch Considerations
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Physical Drive

A

Configuration

Create Logical Drive

i=ika

Existing Logical Drives

1l

Create Logical Volume

Existing Logical Volumes

Host Channel

Host LUN Mapping

=i SS

Configuration Parameters

Navigation Tree Icons
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StorageWatch

lcons

4.2 Array Information lcons

W

Drivein good condition

Drive missing or bad

Global spare

Any drive icon showing a different color from “black” represents a
member of a logical drive or a dedicated spare.  Black is the
default color of anew or used drive. A used drive is a drive that
had been used as a member of alogical drive.

An empty tray; disk drive not ingtalled

Storage\Watch

recognizes each subsystem
by its board serid number,
and displays an exact

BBL failed replica of it in the pand

Fan 0 functioning normally .
Fan 1 functiohing normally VIew.

Fan 2 functioning normally

Fan 3 functioning normally
| Power Supply O functioning normally LEDs Qf]ovvn on the
Power Supply 1 tailed )
enclosure view correspond
to the red LEDs on the
subsystem’ s rear pandl.

As shown in the diagram, if an LED corresponding to a failed
component is lit red, you can move your cursor to the enclosure
panel, and after holding the cursor there for a while, a summary of
the enclosure status will be displayed.

©

This graphic represents a rotation button, each mouse-click on it
turns the enclosure graphic 90 degrees clockwise.

Tasks Under Process

Task status

Type of tasks being processed by the

e

I
i :

ot | === | | subsystem. The Task datus window
‘yﬁj@ displays icons representing specific
- configurations.

20040331 163408

&

G
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@ Progress indicator

Logical Drive Information

= A logical drive

Partition{s) of . 5SDBD3IBEB

Index: 0, Offset. OMB, Size: 14346ME

A patitioned logicad drive
volume is represented as a color
bar that can be split into many
segments.  Each color segment
indicates a partition of a
configured array.

Logical Volume Information

= A logical volume

Partition{s) of . 5SDBD3IBEB

Index: 0, Offset. OMB, Size: 14346ME

A partitioned logical volume is
represented as a color bar that
can be split into many segments.
Each color segment indicates a
partition of a configured volume.

' A member of a logica volume, representing a logical drive. Different

logical drives are presented using icons of different colors.

Fibre Channdl Status

—|1 A Fibre host channed
—
— |

System Infor mation

| ﬁ A battery module

4 A RAID controller unit

|'|: m A current sensor

| m A cooling fan

Array Information Icons
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lcons

g

An endosure device connected through an 12C bus

A power supply

5

nl

T

An endosure device connected through SAF-TE (SCSI bus)

An enclosure device connected through SES (Fibrelink)

A drivetray dot

A temperature sensor

=T

An UPS device

Ivl]

A voltage sensor

4.3 Maintenance Icons

M aintenance

This category uses the sameiconsasin the Logica Drive Information window.

4.4 Configuration lcons

Create Logical Drives

This window uses the sameicons asin the Logical Drive Information window.

Existing Logical Drives

.9

A configured array (logical drive)

Create Logical Volume

A member of a logical volume, representing a logica drive. Different
logical drives are presented using icons of different colors.

Maintenance |cons

55
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Existing Logical Volumes

5 A logical volume

Partition(s) of : 5DSDIBER A partitioned logical volume is
A represented as a color bar that
can be split into many segments.
Each color segment indicates a
partition of a configured array.

A member of a logical volume, representing a logical drive. Different
logical drives are presented using icons of different colors.

! A logical volume

I

ost Channel

A Host channél

u‘ll.

Host LUN Mapping

A logical drive. Different logica drives are presented using icons of
different colors.

! A logical volume

Partition(s) of : 5DBDIBEBR A patitioned aray volume is
n represented as a color bar that
can be split into many segments.
Each color segment indicates a
partition of a configured array.

Index: 0, Offset. OMB, Size: 14346ME

Configuration Parameters

No icons used in the window.

5-6 Configuration Icons
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lcons

4.5 Event Log Icons

Event M essages

Severity Levels
& An informational message: Command processed message sent
ﬂ from firmware

A warning message; System faults

An alert message: Errors that need to attend to immediately

X/

Event Type

Type of messages detected by the subsystem. The event view panel displays icons
representing specific categories using the same icons as those used in the System
Information window.

Event Log lcons 5-7
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Part 2. Using StorageWatch for System
Management

Part 2 describes how to use StorageWatch to manage and
configure your system. Part 2 explains how to configure both
RAID-related and /O channel configurations and illustrates
hard drive management. Hard drive management includes
creation, deletion, expansion and partitioning of logical drives and
logical volumes. A separate chapter also explains how to map

logical drives, volumes and partitions there of to individual LUNS.

This section includes the following chapters:

Chapter 5, Basic Operations

Chapter 6, StorageWatch Considerations
Chapter 7, Configuration Parameters
Chapter 8, Channel Configuration.
Chapter 9, Drive Management

* & & ¢ o+ o

Chapter 10, LUN Mapping

StorageWatch User’'s Guide Part 2: Using StorageWatch for System
Management



Chapter 5: Basic Operations

This chapter describes the StorageWatch GUI screen elements and basi ¢ operations.

& Starting StorageWatch — Section 5.1, page 4-3
5.1.1 Under Windows (NT/XP/2000/2003) OSes:
& Starting StorageWatch Manager — Section 5.2, page 4-4

5.2.1 Locally or via LAN under the Windows (NT/2000/XP/2003)
Environment:

5.2.2 For Remote Management via Web Browser (Any Supported OS)

5.2.3 Disconnecting and Refreshing a Connection

& Security: Authorized AccessLevels— Section 5.3, page 4-8

&  Look and Feel — Section 5.4, page 5-8

5.4.1 Look and Feel Overview
5.4.2 Screen Elements
5.4.3 Command Menus

5.4.4 Menu Commands
&  TheArray Information Category — Section 5.5, page 5-12

5.5.1 Accessing the Enclosure View

5.5.2 Using the Enclosure View Window

5.5.3 Using the Tasks Under Process Window

5.5.4 Using the Logical Drive Information Window
5.5.5 Using the Logical Volume Information Window
5.5.6 Using the Fibre Channel Satus Window
5.5.7Using the System I nformation Window
5.5.8Using the Satigtics Window

f
f
f
f
f
f

¢  TheMaintenance Category — Section 5.6, page 19

f 5.6.1Accessing the Logical Drives Maintenance Window
f  5.6.2Accessing the Physical Drives Maintenance Window

f  5.6.3Accessing the Task Schedules Maintenance Window

Chapter 5: Basic Operation
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&  TheConfiguration Category — Section 5.7, page 5-21

5.7.1 Accessng the Create Logical Drive Window
5.7.2 Accessing the Existing Logical Drives Window
5.7.3 Accessing the Create Logical Volume Window
5.7.4 Accessing the Existing Logical Volumes Window
5.7.5 Accessing the Channel Window

5.7.6 Accessing the Host LUN Mapping Window

5.7.7 Accessing the Configuration Parameters Window

4 Arranging Windows — Section 5.8, page 4-26

Starting StorageWatch Agents
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Basic Operations

5.1 Starting StorageWatch Agents

5.1.1

Under Windows (NT/XP/2000/2003) OSes:

Once propely instaled, the necessary software agents start automaticaly under
Windows OS each time the host computer is started or reset, e.g., RAID Agents and Root

Agents. However, the GUI part of RAID
to be manualy started.

Since the mgority of RAID storage

Watch and the Configuration Client utility need

applications require non-stop operation, the

Configuration Client utility, which is used to monitor and report array conditions, should
be ingaled on a management server indalled for 24-7 operation. For a higher level of
fault tolerance, because a server can aso fal, the Configuration Client can be ingalled
onto more than one server.  As shown bdow, when ingaling StorageWatch using
the Centralized Management scheme, a par of redundant servers can be specified in

theingdlation wizard prompt. The confi
aMagter Host and a Slave Host.

guration is done by specifying IP addresses for

Note that StorageWatch must be manudly ingtaled (Mode 1 ingdlation: Centralized

Management) onto both the Master and Slave hosts.

The Configuration Client

functionality on the Slave host becomes active only when the Master host falls.

& Select single or redunda

" Redundancy: Master Host

=lofx|

|please input slave-host ip here.

| Redundancy: Slave Host

|please input master-host ip here.

Back I

Mext | Stop |

Figure 4- 1: Installation Wizard Prompt: Redundancy Server

Before management can be performed on

a particular disk array system, you need to first

establish a connection from your array to the network or a connection between your array

and the directly attached server.
management can be started.

Once a connection is established successfully,

The following discusses how to connect to adisk array. Information on disconnection is

provided at the end of this section.
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5.2 Starting StorageWatch Manager

The GUI management interface, StorageWatch Manager, needs to be started by a
network or RAID systems manager regardless of which OSis being used.

Depending on your setup, you can start StorageWatch Manager in various ways.

For both local and distant management, and under various OSes, starting the program is
fairly smple. Please refer to the appropriate sub-section below for information.

Default Passwor ds: adefault password isrequired for the Information login.

Configuration Maintenance Information
Password previousdly set for | One you set in the StorageWatch | Default is 1234
the controller/subsystem; “Configuration Parameters’

press Enter for none window

521 Locally or via LAN under the Windows
(NT/2000/XP/2003) Environment:

NOTE: If you are using an Fal con subsystem, after connecting to the subsystem, the Enclosure
View showing images of both the front and rear view will appear.

Step 1.

Step 2.

From the Start menu, select Programs A& Raid Inc. £ StorageWatch
Manager.

-or-
Double-click the StorageWatch Manager icon either in the group folder or
from the desktop if a shortcut was added during the indallation process.
The StorageWatch Manager “Connect to RAID Agent” prompt
window should appear on the screen.

Enter the IP address of the disk array system you wish to manage. Y ou may
select to check a Root Agent IP by clicking the “Show Root Agent List”
button and then sdlect to display the RAID arrays managed by Root Agents
by clicking the “Retrieve | P List” button. Y ou may then use the IP Address
pull-down ligt to display all available IPs.

5-4
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W ngent List

192.168.4.248

IP Addrass:

| Enable 85L:

Please DOUBLE CLICK the TARGET to connect..

10294 (A1 BL-G1AZ)

182.168.199.230

D88 (A1GF-R1AZ)

.

ID:FFFFF (A1BF-R1AZ)

“l.ction Prompt

-OR-

Figure 4- 3: Retrieve IP List: IPs Managed by Root Agents

Step 3. If you have a specific RAID aray's IP address in mind and wish only to
manage one array, Ssmply enter the I P address to proceed.

You may sdect to enable the SSL security option by a single mouse-click
on its check box.

Starting StorageWatch Manager
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IP Address: ﬁsswss.ws 293 -

Enable §5L: Ei

Retrieve P List
Show Root Agent List

LVEETGE: IR Conficuration u
Configuration

Passward: Maintenance
Information

Cancel

Figure 4-4: Connection Prompt

Step 4. Enter a user name by selecting from the pull-down menu. Each user name
represents an authorized access leve. Enter a password to proceed. Leaveit
blank if there is no preset password. Click the “OK" button to start the
management session.

5.2.2 For Remote Management via Web Browser (Any

Supported OS)

Step 1.

Step 2.

Start your web browser and enter the IP address assigned to the RAID
subsystem Ethernet port or that of a RAID-attached server as your URL
(e.g.,, 222.212.121.123). The IP of a RAID-attached server is used when the
server uses in-band protocols to communicate with the attached RAID
array. After a brief dday while the Java Apple darts, the StorageWatch
Manager main connection wizard appears on the screen.

The StorageWatch management window should start after a brief moment.

Note that, in Applet mode, connecting to the second array requires opening
another browser window and entering its I P.

Note that Java Plug-in support isrequired on browsers used for accessing the array.
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5.2.3 Disconnecting and Refreshing a Connection

From the System menu, select L ogout.

W A16F- Array (199.199.199.299)

System Action

Refresh Array (189.199.199.299)

b [|Encinsure e
—{  Tasks Under Process

T Logical Drive Information

T Logicar vaume imformation
— & Fibre Channs| Status
—9 Systam Infarmation

i I[l Statistics

+—Q1§ Maintenance

&?—a Configuration

Figure 4-5: Disconnect from a Connected Array

Clicking Logout closes the current software sesson and returns you to the Outer Shell
window. If you wish to connect to ancther RAID array, enter its P address and then click
“OK? to proceed. Click “Cancel“ to close the connection prompt. StorageWatch Manager
should return to the Outer Shell window.

Selecting the Refresh button allows you to re-connect with an array if a RAID array has
been temporarily disconnected; e.g., the RAID array is being reset, or the host links being
disconnected for maintenance reasons.

Starting StorageWatch Manager 57



Basic Operations

Raid Inc. StorageWatch GUI Users Manual

5.3 Security: Authorized Access Levels

Password protection is implemented with the Connection wizard to prevent unauthorized
access to configured arrays. This protection, which is implemented along with the
security access levels, prompts a user for the station password the first time he or she
attempts to connect to a subsystem.

By default, no password is required to access an array using the authorization of the first
two of the protection levels, “Configuration” (Administrator) and “Maintenance” (User).
It is recommended to configure passwords for these two access levels the first time you
successfully connect to an array. A default password is provided with the “Information”
login. The Information users can monitor array status and see event messages. A user
logging in using the Maintenance access can perform maintenance jobs onto configured
arrays, and a user logging in using the Configuration login has full accessrights to create,
modify, or delete all related array configurations.

Note that some RAID subsystem/controllers may have been configured with a password
using terminal or LCD keypad utilities. This preset password can be used for a
“Configuration” login. See Chapter 7 for the description of password setup.

5.4 Look and Feel

5.4.1

Look and Feel Overview

Because StorageWatch Manager is a Java-based GUI program, it can accommodate the
“look-and-feel” standards of various OSes. At present, Windows interface appearance is
supported.

StorageWatch Manager will auto-detect and configure to match the OS where it is
currently running.

In the event of a compatibility problem or under unknown OS or OS versons, the
program will default to Javalook and fedl.

Just like other GUI-based applications, StorageWatch Manager works entirdy
with windows, buttons, and menus to facilitate various disk array operations. These
windows follow the standard Windows “look-and-fed” specifications, thus steps for
manipulating elements and windows within any StorageWatch Manager window
generaly conform to standard procedures.  The management sessions are  best
displayed in the 1024x768 screen resolution.

(Screen captures throughout this document show the Windows look and feel.)

SECUNIty: AUNONZed Acces Levas
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5.4.2 Screen Elements

Command Menu

Information / Configuration
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Figure 4- 6: GUI Screen Elements

The GUI screen can be divided mainly into three separate windows. a tree-structure
Navigation Panel, the Information/Configuration window, and the Event Log/Config

View window at the bottom.

Each informational or configuration window can aso be accessed through the command
menus on the upper left corner of GUI. At the bottom of the Event Log window, tab
buttons allow you to switch the view to the Configuration View display.

5.4.3 Command Menus

The menu bar shown in Figure 4- 7 displays the available menus on the Outer Shell
window. The Outer Shel window contains multiple management windows each

providing access to a connected array.

Look and Fed
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Outer Shell window

l B RAID \Watch
System Language Window Help

T B AIGF.  Array (199.199.199.299)

System Action

Management r[]_f A16F-  Array(199.199.199.299) I

window

Figure 4- 7: Command Menu Bar

All menus provide a list of commands (shown in Figure 4- 9) for invoking various disk
array and display-related operations.

Note that the “Command” menu is related to the sdected items in each configuration
screen and only appears when a specific configuration item, e.g., a RAID partition or hogt
LUN entry, is selected by mouse click. An example is shown bdow. When a
configurable item is selected, the corresponding command menu and the related
commands automeatically appear on the menu bar.

B PAID aich

System Language Window Help

W A16F Array (199.199.199.299)

Systern  Action | Command
= Add LUN Map to PID h
o CELETECI | UN Mapping

) formate|Add LUN Map o SID

tHost LUR(s)

iﬂ'—\‘ Encla. Remase LUN Map
= Task

Channel [0 | SCSI D LUN D Logical Drivedfolume Parttion Size(ME)
‘—.‘ = s Under Process | 9| B JBABEARE 2000)
|
‘—«_ Logical Drive Infarmation
‘—‘T‘ Logical Yolurme Information

Figure 4- 8: The Command Menu Column

For a summary of commands, see Appendix A, Command Summary.

NOTE: Multiple smultaneous StorageWatch Managers can connect to one RAID array.

Menu Commands

The following commands are described in Section 5.4.2 and shown in Figure 4- 9.

5-10
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Outer Shell Commands:

B =AID Watch
System ’ Language Window Help
Open Device English Mext Yindow About

Exit Japan Tile Al YWhat's this?

Cascade Al Help Topic
Hide All
Close All

Asonoor Array (199189190 290)

Figure 4- 9: Menu Commands

The Open Device command lets you connect to a RAID array. This command
triggers the connection prompt. Multiple arrays can be managed each in a
separate management window.

The Language items alow you to display on-screen ingtructions, commands,
messages, and explanatory legendsin a different language.

The Exit command under the System menu is always available and is used to
end all StorageWatch Manager sessions at once.

Please refer to 5.8 Arranging Windows for details on the use of the Window
commands.

The Help Topic commands under the Help menu brings up the online help
contents which is implemented in Java Help format. You may click the What’s
this? command, move it across the screen, and display rdated information by a
second mouse-click on the screen dement you are interested in.

The About command under the Help menu brings up a window that provides
StorageWatch version information.

M anagement Window Commands:

L 4

The Refresh command sends ingtructions to GUI asking to review the
connection status. The Logout command under the System menu allows you to
disconnect from a controller/subsystem and to end the software session. This
command is only available when StorageWatch Manager is currently connected to
aRAID aray.

The Action menu brings up sub-menus that allow you to access various options
under the three configuration categories: Information, Maintenance and
Configuration.

Look and Fed
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¢ The Command menu provides different configuration options only when
specific configuration items are selected in a functiona display window.

Array (199.199.199.299)

System | Action Command Command

Refresh Enclosure View | Add LUN Map ta PID
Logeut Maintenance »  Tasks Under Process Add LUN Map to SID
Configuration »  Lagical Drive Information Remave LUN hap

Logical %olume Information

Fibite Channel Status
System Information

Statistics

Figure 4- 10: Menu Commands

5.5 The Array Information Category

The Array Information category provides easy access to information about every aspect
of system operation.

Enclosure view Displays the physical view of al maor components,
including drive slots and enclosure components.

Tasksunder process  Ongoing tasks being processed by the subsystem, e.g., array

initialization.
Logical drive Displays information of all configured arrays, including the
information RAID levels applied and the graphica display of member

drivelocations.

Logical volume Displays information on all configured logical volumes.
information

Fibre Channd status  Shows information of Fibre host channes, including link
status, WWN port names, node names, c.

System information Is a red-time display of the RAID controller/subsystem
operation datus, including board temperature, voltage,

battery, ec.

Statistics Grgphical and numeric representations of  system
performance in terms of cache hits and current read/write
throughput.
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5.5.1

5.5.2

To access each information window, single-click its corresponding icon on the navigation
tree located on the upper left of GUI screen.

Accessing the Enclosure View

To open the Enclosure View window ether sdect the Enclosure icon from the
configuration tree or select the Enclosure command from the Enclosure View as shown in
Figure 4- 11. The command alows you to access the grgphicd display of the
enclosure' s front and rear view window. If multiple enclosures have been cascaded, you
can sdect adifferent enclosure by clicking its tab-like icons as displayed below.

Em

Enclosure tabbed panel

S
=

Hardware Faults

Device Type | Statiss
Cortroller Fan 0 Fan Fabure

Figure 4- 11: Enclosure Tabbed Panel

Select an enclosure and start viewing devices in the enclosure view window.

Using the Enclosure View Window

Both enclosure windows present a grgphica display of different components. The
Enclosure window is particularly useful in monitoring the status of the physical drives It
provides you with a real-time report on the drive status, using LED colors to represent
various operating conditions.

The Array Information Category 5-13
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5.5.3

Enclosure View Status LEDs

RAID | JBOD (ChE:0,ID:16) | JBOD(ChI0,1D:32) // \\
EA
: ‘7; e .
o= -
o

\/

Figure 4-12: Component LED Display

You can also display some information about a particular drive or enclosure module by
placing the mouse pointer on its respective icon. Message tags, similar to those shown in
Figure 4-13, appear.

Enclosure View |

RAID | JBOD(ChI2,1D:113)

o
B@E -

B o
| TR P -

i ' [Redundart contraller is Scanring
Slot, 27, (Chi:2,0: 25) IFT ES A16F-J HoLlDis=le
f tion S Size(ME): 76058, Status: Good, Spesd: 20058 kanditunelioning normaly
Information UMMAary | . woio000c Fan 1 functioning narmally
Fan 2 functioning normally
Device Dé{Fan 3 functioning naremally
=
— Contrallsr CPLEPPCTS0, Cache: 256ME (ECC SDRAM), Firrwvare:3 414, Boctrecord:1 31k, i1 z{Power Supply 0 functioning normaly
Power Supply 1 functioning normally
“"\_“, Chanrel Channel 0 (Host, Fibre, Speed:2 GHzZ)
“g Channel Channel 1 (Host, Fibre, Speed: Auta)
“4 Channel Channel 3 (RCCOM, Fibre, Speed:Auto)

[ Logicsl Drive  |D:784B6AAE, RAID 5, B000ME

oo Lun Chl ID:0, SCS1D:0, LUK:O

Figure 4-13: Component Information Message Tags

This readout displays the current configuration of the drive, including the channel
number of the drive dot on the subsystem to which the drives are connected, the drive's
capacity, transfer rate, and current status. The message tag for enclosure components
displays the operating Satus.

The Information Summary window displays key information of the subsystem currently
selected, including the RAID controller(s), 1/0 channds, and LUN mapping status.

Using the Tasks Under Process Window

The Tasks Under Process window reminds a user of unfinished tasks beng processed
by a subsystem. The start time and percentage of progress are al so displayed on screen.

5-14
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5.5.4

Task status

| Task Description | Start Time Status

| |
2004-03-2617.17:42 | @ ‘

[

Logical Drive: 3FECF321 On-Line Inttialization.

Figure 4-14: Task Status Window

Using the Logical Drive Information Window

The Logical Drive Information window provides the configuration, management, and
monitoring functions available in StorageWatch. The Logical Drive View window
includes three sub-windows. Logical Drive Status, Front View, and Logical Drive

Message.

Logical Drive Status

R&DLevel | Size (M) Status LD Narne
Hon Raid [E] Good Ld1
Raid 3 200 Good Ld 2

7
i

Front View

RAID | JBOD{ChI:0,ID:16} | JBOD{ChI:0,1D:32) Partitioni(s) of LD: 3EDBESAS

FO

Logical Drive Message

D | Dete | Titne: | Description |
3F744216 [2004-02-05 [10:20:10 |Recenerate Parity Start |
3F744216 |2004-02-05 [10:23:33 |Reenerate Partty Firish |

Figure 4- 15: Logical Drive information

Logical Drive Status: This sub-window displays information on configured arrays
(logical drives) showing a unique array 1D, RAID level, capacity, array status and aname
that can be manually assigned.

Front View: This sub-window helps users to quickly identify configured arrays by the
physical locations of its members. Different arrays are distinguished by different colors.
When any of the member drivesis selected by a mouse click, the rest of the members will
be highlighted by bright blue lines, indicating they are members of the selected array.
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Formation of logical partitionsis displayed next to the front view window.

Logical Drive Message: Messages rdated to a selected array are automaticaly listed at
the bottom of the screen.

555 Using the Logical Volume Information Window

The Logical Volume Information window provides the configuration of a configured
volume. The Logica Volume window includes three sub-windows: Logical Volume
Status, Member Logica Drive(s), and Related Information.

| ES A16F-G Array (192.165.4.199)

|
EHIT | Array Information

—{ = Enclozure Yiew 5] I Size (MB)

Logical Yolume Status

=3 1434672
—[ ™ Tasks Under Process -

—; Logical Drive Informstion

[Fagikeitiatty Member Logical Drive(s)

'::(;j: Syatem Information

(L, stsetzs W o cEE09sED, Size: 1195560ME »
W o 1E63CETS, Size: T17336ME Fartition(s) of LV: 5DBDIBEB

F‘r—ﬁ;.‘:j Mairtenance

= ‘ PO
— L Logical Drives

—Lk & Physical Drives

Ej-av Caonfiguration

= E‘ Create Logical Drive

— T Existing Logical Drives 2
-T‘ Related Information
l‘l__p Create Logical Volume

_CE‘ Existing Logical Yolumes 5] I Dste | Tire | Deszcription
g SFT44216 [2004-02-05 [11:21:31 [Expand Size Start
| & |
L Host Chiannel FFT44216 [2004-02-05 [2133 |Expand Size Finish

Figure 4-16: Logical Volume Information

5.5.6 Using the Fibre Channel Status Window

The Fibre Channd Status window displays information of Fibre host channd 1D,
connection speed, host-side connection protocols (topology), link status, WWPN port
name and WWNN node name, loop IDs, and Fibre Channel address. The corresponding
icon turns gray and is disabled if StorageWatch operates with a SCSI-host subsystem.
These information are useful when configuring a subsystem for a heterogeneous
environment such as a sorage network operating for multiple hosts and applications.
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5.5.7

1? ES FIBF-R2A248, Array (Detno) e
| Fibre Channels
H—u Array Information

—1{ . I Enclosure View Channel 0 Host, Fibre, i) 42, 47, Speed: T GHz)
] Channel 1 (Host, Fibre, I0: 112, 113, Speed: 1 GHz;
77 Tasks Under Pracess BRI e )

— Logical Drive Information
i)

Logical Yolume [nformetion

s Channel Status

—'-'_.q: System Information

Rl Stetisties Topology Logp
ﬂ*&‘i} Mairntenance Speed 1 GHz

L [ Logical Drives Link Status Link Lp

Ll Physical Drives WWPHN Port Name 200000206441 2345
B Ay Contigurstion WWHH Node Name 100000206441 2345

Loop ID 42,47,

=5 EJ Criate Logical Drive

2 Fibre Channel Address
LT Eisting Logicel Drives

Figure 4-17: Fibre Channel Status Window

Using the System Information Window

The System Infor mation window provides key information about the RAID subsystem
and the RAID controller unit that powers the subsystem. Enclosure information includes
the operating satus of power supply, temperature sensors, and cooling fan units.
Controller information includes CPU, firmware/boot record version, serial number, CPU
and board temperature, voltage, and status of the batery. This window has no
configuration options.

- Arral =
ﬂ‘» ’ i ' | system Information
ELU Information
Device Natne Walue Status
—{ 44 Enclosure Yiew
- PPCTS0 =
=
—F’ Tasks Under Process s Totel Cache Size [256ME (ECC SDRAM)
—E Lagical Drive Infarmation e Firwaire Version BAA
Boctrecord Version 131K
—-:‘ Laogical Yolume Information =
e Setial Mumber 123
— 4" Fibre Channel Status (1) Posver Supply 0 Power supply funclioning normally
| e {7 Pawver Supply 1 Power supply functioning normally
=
g, Statitics |48 Fan 0 Fan functioning normally
 agh | €A Fan 1 Fan functioning normally
oA -
£G4 ¥ Maintenance T 0} Fon 2 IFan functioning normally
- A Configurstion ! ;?3'. Fan3 [Fan functioning normally
e 3
— [ Create Logical Drivs e (1) Powver Suppty 0 Powrer supply malfunctioning
= -
® | () Powver Supply 1 Poweer supply functioning normalhy
7LT‘ Existing Logical Drives T Q 3
o 6 Fan D Fan functioning normally
—-&; Create Logical Yolume S el 638 Fan 1 , [Fan functioning normally
: = e T
_.,E i i e = ,‘&7"_ e [SES Device - Channel NO:2, Device D:113 ]| S E—
e T Fen 3 Fan functioni I =
4, hannel | A Fan an functioning normalty
o (1| Temperature Sensor 0 E8.0C Temp. within safe range
—ee HostLUN Mapping = il Temperature Sensor 1 s20C Temp. within safe range
== im Configuration Parameters S Temperature Sensor 2 40 C Tetnp . within safe range
o (] votage Sensoro (3.0 'Voltage within acceptable range
%“'-\.1 “oltage Sensor 1 507 4 "oltage within scceptable range
- ,um “voltage Sensor 2 228 Wolttage within acceptable range
,'vm CPU Termp Sensor(Retundant) Temp. sensor is NOT prasent
a’;rl] Board1 Temp Sensar(Recdundant) Temp. sensor is NOT present =

Figure 4-18: System Information Window
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5.5.8 Using the Statistics Window

Select the Statistics window in the configuration tree, and start calculating “ Cache Dirty”
rate or “Disk Read/Write Performance” by clicking either or both of the check boxes.

System  Action

[ A16F-01AZ Asray (1 92.168.4.172) I‘

=-([2) infarmation Batcs

] Enciosue View [ Cratalion Descipion e

P Tasks Undor Process ‘
i 1 Lagical Diee information
"4 | Logics Yolme Information

— Fibre Channel Stalus
7| Cathe Dty (%) 580

D System Infarmalion
3% Maintenanc
=~ & Maintenance
| Logical Dives
Y Prysical Drives
— === TaskSchedules

+-|A Configuration

Figure 4-19: Performance Statistics Window

Cache Dirty (%)

If you select Cache Dirty (%), a window similar to the one shown in Figure 4-19 will
appear. The percentage of cache block in use is displayed in number and the cache hits
average displayed in graph mode. The Cache Dirty rate provides cached writes data over
the last few minutes and indicates data caching consistency and frequency.

Disk Read/Write Performance (MB/s)

If you select Disk R/'W, a window similar to the one shown in Figure 4-19 will appear
showing the read/write performance. A real-time view of current activity is provided in
graph form and the performance dataiis constantly updated in MB/s.
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5.6 The Maintenance Category

The Maintenance category provides access to logical and physical drives and to perform

maintenance functions.

These maintenance functions help ensure the integrity of

configured arrays. The operation of the Maintenance window aso includes access
through the navigation panel and a functional window.

5.6.1

Accessing the Logical Drives Maintenance Window

To open the Logica Drives Maintenance window, either select the Logica Drives icon
from the navigation tree shown in Figure 4-21 or sdect through the command menus on

the top of the screen.

When the Logica Drives window is opened, the screen shown in Figure 4-21 should

M RAID Vaich

Systern | Action Help

-

Array Information » |

—[:“%-J Tasks Under Process

E Logical Drive Information
il

I el W alume Informatinn

Figure 4-20: Accessing Maintenance Commands

| ES Fi6F-R2824 Array

‘ -"C_J Array Infarmation

Logical Drives

,;\] Enclosure isw

57 Tasks Under Pracess

—F_ Lagical Drive Informetion

—I‘ Logical Wolume [nformation

[ Fibre Channel Status

L’@ System Information

LUJ.EL Statistics

z‘*'{; Maintenance

tﬁk; Physical Drives
g,-d Configuration
= [ creste Logice Diive
‘7 ET- Existing Logical Drives
@a Create Logical Yolurme
Fﬂ?ﬁ Existing Logical Valumes

4. Host Channel

[ szemm [ staus [ Loweme |
i Gacd e |
200 |Goad Ld2 |
Click to sslect a logical drive fron the list ahove.
Front View | Functions
RAID | JEOD(ChI:O,ID:1G)| JBOD{ChI:0,1D:32) Media Scan |
Operation Priority Defaut  w
IR N (TN W (TR
- - ! - COperation Mods: Continuous w
Media Scan

Figure 4-21: Maintenance - Logical Drives

In the Logical Drives (Maintenance mode) window you have three sub-windows:

The Maintenance Category
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& TheLogical Drives window provides alist of all configured arrays. Sdect by a
single mouse-click on the logica drive you wish to perform maintenance tasks
on.

&  TheFront View window alows you to see the locations of logical drives. Note
that alogica driveis sdected by a single mouse-click from the list of configured
arrays on the upper screen.

& The Functions window provides configuration options with maintenance tasks
and the buttons to gart a maintenance task.

5.6.2 Accessing the Physical Drives Maintenance Window

To open the Physical Drives Maintenance window, ether sdect the Physical Drives icon
from under the Maintenance category of the navigation panel shown below or sdlect
through the command menus on the top of the GUI screen.

I £ a16F- anay (182488 4.193) = T
| Front View Functions
EHI) Array Information
[
—{ 9 Enciosure Wiew
| = RAID | Meiia Scan | Assign Sparel Copy and Replacel
—L T Tasks Uncer Process
=
i Logical Drive Information
=
.| Logical Yalume Information
| Selected Drive Siot: [2
— 4 Fiors Channsl Status
—"ﬂ? System Information
I_ Operstion Mode  [Contiruous [
I[I Statistics
. Opertion Priority  [Defaut %
[=H£ {5 Mantenance
R
|[ B Logicsl Drives
s - oK
[-{ Ay configuration

Figure 4- 22: Maintenance - Physical Drives

In the Physical Drives (Maintenance mode) window you have two sub-windows:

& The Front View window allows you to select a hard drive to perform
maintenance tasks on. A drive sdected is highlighted by bright blue lines, and
its dot number will be shown in the Functions window in the Seected Drive
Slot fidd.

&  The Functions window provides configuration options with maintenance tasks
and a button below to apply the configuration.
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5.6.3 Accessing the Task Schedules Maintenance Window

To open the Task Schedules Maintenance window, either select the rdated icon from
under the navigation pand or sdect through the command menus on the top of the GUI
screen.

‘ Task Schedules

(¢} Type Start Tiwe Periad Descripted

[2004-04-16 17.08 Execution Gros Btecha Scan - Siok hur

Configure Task Schedule

RAID |
StatTime:  [4I1E04 508 PM =
[ Execute on Conbrailer Infialzation
{ L | 1™ Execube Wesia Scan on al deslinslion elemants concuererty
] Mecia Scan declinstion Lype. [Esectsd Skt [
Frogeity: Liver it
) T T Peiot  [Fxecution Once =
oot |

Figure 4- 23: Task Schedules Window

To begin using the Task Schedule functiondity, Right click to display the “Add New
Schedule Task” command.

In the Task Schedules (Maintenance mode) window you have two sub-windows:

&  The Task Schedules window displays schedules previoudly configured that are
now being hed in NVRAM.

& The Configure Task Schedule window alows you to select a hard drive or
logical drive to perform a scheduled task on. A drive or logicd drive selected is
highlighted by bright blue lines, and its reated configuration options are
displayed on the selection boxes to the right of the screen.

¢  AnApply button dlows you to complete the process and add the schedule.

5.7 The Configuration Category

This category contains functional windows that allow a system administrator to create
logical configurations and to set appropriate configuration settings with system
operations. This category is available only when logging in using the Configuration
access right with correct password.
This category leads to the following seven (7) functiona windows:

& Create Logica Drive

& Existing Logica Drives
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& CreateLogical Drive

*

*

Existing Logica Volumes
Host Channel
Host LUN Mapping

Configuration Parameters

5.7.1 Accessing the Create Logical Drive Window

To open the Create Logical Drive window, either sdect the related icon from under the
navigation pane or select through the command menus on top of the GUI screen.

The basic rulesfor using the functiona dementsin the create window are:

4 This window uses a paralld display principle. To create a logical drive, sdect
its members from the Front View window each by a single mouse-click. The
Selected Members window then displays the disk drives’ slot IDs and sizes.

& The configuration view aso employs an up-then-down pattern with the
configuration process. Important Logical Drive characterigtics are set each using
the pull-down menus a the lower part of the configuration screen. The aregtion
procedure is completed by the “OK” button at the bottom of the screen.

¢ A physicd drive selected is highlighted by bright blue lines; a second mouse-
click on it desdectsthe drive.

Create Logical Drive

Front View

| Selected Members |

RAID | JBOD(ChL:0,1D:16) JBDD(ChI:O,ID:32)|

B

|’ Size (WE)

200

200

[200

200

200

200

200

et
S EEEEE

200

RAID Level

Write Policy:

LD Assigrment

Drive Size (ME)

Figure 4- 24: Selecting Members for a New Logical Drive
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5.7.2 Accessing the Existing Logical Drives Window
To open the Exigting Logica Drives window, either sdect thereated icon from under the
navigation pand or select through the command menus on top of the GUI screen.

The basic rulesfor using the functional dementsin the window are:

& This window also uses a parallel display and the up-then-down principle. To
start configuring an existing array, select a configured aray from the LD lig
above. Locations of its members are automaticaly displayed, and then the
available functions are displayed in the Functions window.

& This window contains three edit commands that can be triggered by Right-
clicking your mouse button.

Logical Drives |

| D [ rapleve | szeom | Status [ tomame [
& [3F744216 Mo Raid 600 [Good a1 |
BEDEBIA: Raida 200

Goud Laz |

Wiew Logical Drive

Edit Partition

Click to select i Delete Logical Drive  |st above.

Front View Functions

RAID | JBOD(ChI0.ID:16) | JEOD(CHI0.ID:32) | Prapeties | add Disk | Expar |

LD dssignment

rimary Controller v
Narme: Lo 2
rite Policy: Default -v'I

Apply |

Figure 5- 25: Existing Logical Drives Window

5.7.3 Accessing the Create Logical Volume Window

This window uses the same operation flow as that applied in the Create Logica Drive
window.

5.7.4 Accessing the Existing Logical Volumes Window

This window uses the same operation flow as that applied in the Exiging Logical
Volumes window. Note that this window aso contains Edit mode commands that are
only accessble by a mouse Right-click.
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5.7.5 Accessing the Channel Window

The Host Channd window allows you to change host or drive port Data Rate,
Channel Mode (X24/X28 only), and to add or remove Channel I Ds.

Host Channel
3y Ghanwel 0 (Host, Fibre, Speed: 1 GHiz) Parameters | SCS| IIPE
=3 Channel 1 (Host, Flore, Speed: 1 GHz)
Channel Mode: Host -

Current Data Rale: 1 GHz

Defaul Data Fate: ato -

Current Transfer Widthe Serial

hlocle Mame: 1000002064 41 2345

Part Marme: 00000205441 2345

Apply

Figure 4- 26: Channel Window

Channel Mode: Only applicable on the X24/X28 series. This option alows you to
change the 1/0 channd operating mode. The channd mode selections can be: hogt,
drive, RCC, drive +RCC.

Default Data Rate: Should only be applied with limitations on current configuration,
e.g., when optica cables and adapters are running on different wavelengths.

SCSI I1D: Add or remove | Ds by selecting or deselecting 1D boxes.

Parameiers ‘:”.ff‘%Hl,‘»l

—FiD Bl
S L | S |
| mER}:] | iR AL :
" 112 [ 1s 1
1z 10 ]
| ik (i !
A& Erz
1S (- s
(mhF. R F!
Eizs g M1z

Agphy

Figure 5- 27: Host Channel ID Settings
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Apply: Click this button for the configuration to take effect. Note that changing the
channd mode or adding/removing | Ds requires resetting the controller/subsystem.

5.7.6 Accessing the Host LUN Mapping Window

The Host LUN Mapping window allows you to associate configured arrays with host
channd IDs or LUN numbers. A pop-up window allows you to create LUN masking
entries with host LUN mapping when access control over Fibre Channel network is
necessary.

& The LUN Mapping window contains four sub-windows. Host LUN(s), Host
WWN Filter(s), WWN Names(s), and Logical Drive(s) or Volume(s).

& This window also contains a right-click menu that creastes association with
either aPrimary controller ID or a Secondary controller ID.

| ES Fi6F-R2802 Array (Dema)

Host LUN Mapping

Host LU
{— [l Creste Logica) Crive \ | chereis [ sesin [ inn | Logedbrvenvoiume [ parttion

-y contiguration

- ‘T‘ Existing Logical Drives

A LU Map to 210
A LU Wap to 51D

I ﬂj.w' . Crante Lagical Wokime

| |_'|2'\ Existing Logoal Volames
) 4 Host Channel

rHost Lun Filter(s]

Logical Drive(s) or \olume(s)

Il !0 OFTSAE, Sre GOOMD
Il 10 GECEBSAS, Size; 200ME

[Legeal | portion | srow | hoso [nosto [Feectops [acesss |

= I Condiguration Perameters

10 SFLCABED, Sizel BO0MB

Figure 5- 28: Host LUN Mapping Right-click Menu

5.7.7 Accessing the Configuration Parameters Window

The Configuration Parameters window allows you to change various system preferences
options. This window uses tabbed panels to provide access to the functional sub-
windows. Each sub-window provides configurable options using check boxes, check
cirdes, or pull-down menus. The configuration process is completed by clicking the

“Apply” button. A mixture of message prompts, file pah windows, text fidds, and

confirm boxes ensures ease of use.
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5.8 Arranging Windows

Each array configuration window is enveloped in a system view window. The top screen
Window menu provides you with commands for rearranging the currently open
StorageWatch Manager windows.  You can manudly manipulate the window frames
to digplay them as you like, or use the Next Window, Tile All, Cascade All, Hide
All, Close All commands under the Window menu to arrange open windows. You may
aso select each connected array by clicking the listed arrays at the bottom of the
Window menu.

0] Logical Ve Informetion
{4 Flore Channel Stalus
|58 system informetion
g, ststisties

-4 Meirtenance

I LogcalDrives
i Physical Drives !
=g L
oty | v [ e |
h [ 8 | 1l losoroonozes
Event Log List | Configurtion List |

controter intiatzstion Completed

Figure 5- 29: The “Outer Shell” System View Window

Management of multiple arrays is allowed by clicking the Open Device command under
the System menu. The Exit command ends the StorageWatch manager session with
al configured arrays. Clicking the Open Device command is followed by a
connection wizard prompt. Multiple management windows can be opened.

5-26

Arranging Windows



Raid Inc. StorageWatch GUI Users Manual BaSIC OperathnS

L D3 Array (192.163.4.242)

H—}B Array Information
{4 Enclosure Yiew
—F"T Tasks Under Process

7% Logical Drive Information

Start Time

—m Logical Yolurme Infarmation
—/ Fibre Channel Status
yatetn Information
Ll Stetisties

-]—eij haintenance

— [ Logical Drives
= Physical Drives

— == el

Severity Type | Titme: |
[ ¥ | [l o007z onzos [cortraller Intislization Completed

Event Log List | Configuration List |

Figure 5- 30: The “Outer Shell” System View Window
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Chapter 6:

StorageWatch Considerations

This chapter introduces the following topics:

L 4

L 4

Background Information — Section 6.1
Definition of Terms— Section 6.2

Operating With Spare Drives — Section 6.3
Operating Without Spare Drives— Section 6.4

Before You Start — Section 6.5

Chapter 6: StorageWatch Considerations
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6.1 Background Information

Redundant Arrays of Independent Disks (RAID) is a storage technology used to
improve the processing capability of storage systems. This technology is designed to
provide reliability (i.e., “fault tolerance’) in disk array systems and to take advantage
of the performance gains multiple disks can offer.

RAID comes with a redundancy feature that ensures fault-tolerant, uninterrupted disk
storage operations. In the event of a disk falure disk access will ill continue
normally with the failure transparent to the host system.

RAID has six levels, RAIDO ~ 5, and multi-level configurations including RAID10,
30, and 50. RAID levels 1, 3 and 5 are the most commonly used levels, while RAID
levels 2 and 4 are less popular. Appendix C, RAID Levels, gives information about
these levels, including the benefits of each.

Raid Inc. disk array controllers support hot-swapping where a failed drive can be
replaced while the disk array system continues to function. Spares can also be
assigned so that, as soon as a drive fails, the spare will be automatically configured
into the array and reconstruction will commence.

6-2
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6.2 Definition of Terms

This section describes some of the disk array terms used in this documentation.

L 4

Physical drives. These are the actual drives instaled into enclosure drive dots.
These drives are displayed in Enclosure View and the Front View of different
configuration windows.

Spare drives. These are physical drives that serve as backups. When a drive
fals, the spare automaticaly joins the array, and daa reconstruction will
commence immediately. Dedicated and Global Spares use different colors. A
Dedicated Spare appearsin the same color as other members of the logica drive
it belongs to. A Globa Spare uses the default color (black). Both Dedicated
and Global Spares have an orange cross superimposed on them.

Replacement drives. These are physical drives that are manualy configured
into the array to replace failed drives. In the absence of spare drives, you will
need to use replacement drives to replace defective drives before rebuilding. If a
spare drive has been used to rebuild the array, you will also need to replace the
failed drive manually to create ancther sparein case another drivefails.

Failed drives. These are physical drives that fail due to some type of error.
Failed drives appear with red LED marks on their respectiveicons.

Logical drives. These logica units are the combinations of multiple physical
drives. Combining physical drives into logical drives gives you a disk array
with a certain RAID level. To view logica drives, use “Existing Logica
Drives’ under the navigation menu tree.

Logical volumes. These volumes are the combinations of several logicd drives.
Combining logical drives into logical volumes gives you a single logical unit
with even larger capacity. Logica volumes or ther partitions are mapped to
various host LUNs. To view logica volumes, use “Existing Logica Volumes’
under the navigation menu tree.

Definition of Terms
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6.3 Operating With Spare Drives

6-4

You can assign spare drives to a paticular logical drive to serve as backup drives.
When a drive fails within the logical drive, one of the spares will be automatically
configured into the logical drive and data reconstruction onto it will immediately
commence.

The following are guidelines for disk failure recovery when a spare drive is available:
If a spare drive exists in the same logical drive, the controller will automatically mount
the spare drive and start data rebuilding in the background.

Depending on system design, it may be possible to remove a defective drive and
replace it with a new drive without shutting down the system (hot-swapping). All
Fal con subsystems support drive hot-swapping.

The replacement drive must then be assigned as anew sparedrive.

Operating With Spare Drives
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6.4 Operating Without Spare Drives

The following are guiddines for disk failure recovery when a spare drive is not
available

Depending on the design of the system, it may be possible to remove a defective drive
and replace it with anew drive without shutting down the system (hot-swapping). All
Fal con subsystems support drive hot-swapping.

If the replacement driveisinstalled on the same channd and ID (the original drive slot
where the faulty drive was), you can then proceed with data rebuilding.

If the replacement drive is ingaled on a different channel or ID (different drive dot)
or the periodic drive scan function has been disabled, you need to scan in the new
drive first then assign it as a spare drive of the logicd drive which has had a drive
faillure. Datarebuilding will haveto be manualy initiated.

IMPORTANT!

Although the RAID system provides uninterrupted disk access even after a disk failure, do not leave a failed
drive unattended. Without replacement, the system will not survive a second physical drive failure on the
same logical drive. A defective drive must be promptly replaced and data rebuilt.

CAUTIONI!

When performing hot-swapping, be sure to remove only the defective drive. Removing the wrong drive will
result in complete, unrecoverable data loss. Use the Enclosure View window or Logical Drive Information
window to locate exactly which physical drive hasfailed.
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6.5 Before You Start

StorageWatch Manager comes with password  protection that  prevents
unauthorized modification of the disk array configuration. During each attempt at
modifying the system configuration, the configuration will be password protected.

By default, StorageWatch Manager station comes with a password for login as
an Information viewer. For information on how to set a password and other
security features, see the Setting Up Security section of Chapter 5, Basic Operations.
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Chapter 7: Configuration Parameters

StorageWatch Manager enables you to modify the configuration of the disk array
controller from your manager console. This chapter describes the following subsystem
configuration features:

& Accessing Configuration Parameters Options - Section 7.1

&  Controller — Section 7.2

&  Communications— Section 7.3

& System - Section 7.4

&  Password — Section 7.5

&  Threshold — Section 7.6

&  Other - Section 7.7

4 Redundant Controller Settings - Section 7.8

&  Event Triggered Operations — Section 7.9
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7.1 Accessing Configuration Parameters Options

To be able to access controller configuration options, either use the Configuration
category icons on the Navigation Tree or select the Configuration Parameters command
from the command menu to open the Configuration Parameters. The configuration
window contains many options that are directly related to array performance, and should
be configured before creating logical arrays.

The following is a complete list of configuration controls and optional menus that users
will have available once the Configuration Parameters option has been selected.

More information about many of these variables is available in the controller hardware
and firmware documentation.

7-2
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Configuration Parameters

7.2 Controller

“Controller” here refers to the RAID controller unit, which is the main processing unit of a
RAID subsystem. The configuration window contains two sub-windows: “Caching”
and “Controller Parameters.” To configure the controller’s caching behaviors, select an
appropriate value from each of the pull-down menus, as shown in Figure 7-1.

Configuration Parameters

Communication Cnntrullerl Systeml Passwurdl Otherl

raching Parameter:

Wiite-Back Cache:

Optirnization;

Sync Period (Sec):

|Dis:abled 'r|

riontroller Parameter

Controller Marme:

Titne Zone(GMTY:

Unigue Identifier{HEX):

hiis, ‘
|Not Defined \
|+03:1 5 }'v.‘[

DatesTime: |20E|4-04-1?16:4? \
SDRAM ECC: IEnabIed v|

Apply |

Figure 7-1: Select the Controller Tab

The data cache can be configured for optimal 1/O performance using the following
variables:

Caching Parameters

* Write-Back Cache:

Enabled, Host Writes are cached before being distributed to hard drives.
Improves write performance, but may require battery backup support for data
integrity in acase power outage occurs.

Disabled, Cache Write Through. Used primarily if no cache battery backup
isinstalled and thereisincreased likelihood of a power failure.

. Optimization Policy:

Optimization for Random 1/0. More common setting. Use this option for
environments (e.g., database maintenance) with smaller /O transactions.
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f Optimization for Sequential 1/0. Used for large 1/0 environments such as
video recording and editing. Particularly useful where 1/O read/write must be
in sequential order.

Sync. Period:

This option allows you to select a desirable interval for the partner controllersin a
dual-controller configuration to synchronize (mirror-copy) their cached data. RAID
controllers have defaults for this; however, this option provides more choices with
the sync. period.

Controller Parameters

*

Apply

Controller Name

A manually entered nickname for the RAID controller. This name can aso be
used to recognize a RAID subsystem in the environment where multiple RAID
subsystems reside.

Unique I dentifier

Thisis a MUST for subsystem configuration especially for those with dual-
controllers or Fibre host ports. The unique ID is integrated as unique Fibre
Channel node name and port names. In the event of controller failover and
failback, this 1D helps host-side initiators to identify a RAID subsystem.

Time Zone

GMT (Greenwich Mean Time) is used here, a 24-hours clock. To change the clock
to your loca time zone, select atime from the drop-down menu. Choose the hour
later than the Greenwich mean time following a plus (+) sign. For example, enter
“+9" for Japanese time zone.

Date/Time

Enter time and date in its numeric representatives in the following order: month,
day, hour, minute, and the year.

SDRAM DCC

If the DIMM module installed for data caching supports ECC, you may select to
enable or disable the error check function here.

When preferences have been set with the configurations above, click this button to
apply changes.

Controller
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7.3 Communications

To be able to configure the Communications options, select the “Communications” tab,

asshown in Figure 7-2, from the Configuration Parameters window Tabs.

Configuration Parameters

rRS232 Port

& comi
(J comz

o 1

Terminal Emulation:

Biaud-rate:

5400 -

Dizabled W I

retvwork Interface

& Lano
(O Lan

~LAN 0 - 0000230463 63
@ static (@ oHee @ Rare @ 500TF () none
P &cddress:

Zubnet Maszk:

Default Gateway:

|1 SRR e e
|255.255.D n
|1 92 1mx xxx

Apply |

Figure 7-2: Select the Communications Tab

* RS-232C Port

Raid Inc. RAID subsystems/controllers come with two serial ports. Before
proceeding with configuration, first select COM 1 or COM2 by a single mouse

click.

Terminal Emulation. Allows you to enable or disable the terminal emulation

option. If you want to connect the COM port to a computer running terminal
emulation, enable the option and set the identical baud rate to the computer

COM port.

f Baud-Rate. Allows you to control the serial port baud rate. Select an

appropriate value from the pull-down menu.

* Network I nterface:

Depending on your network setting, select a protocol selection circle to obtain
adequate TCP/IP support. This column is used to configure the subsystem's

Ethernet port. If the Static box is selected, consult your network administrator for

appropriate | P addr ess, subnet mask and gateway values.

Apply: Click this button for the configuration to take effect.

Communications
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7.4 System

To access the System-specific functions, select the “System” tab, as shown in Figure

7-3,from the Configuration Parameters window tabs.

Cnmmunicatiunl Controller System | Passwnrdl Dtherl

Sy stem
(j hute Beeper
G Reszet Controller

G Shutclowwn Controller

rDovenlosd £ Uplosd

o Daovenloacd P

() Save NYRAM to Disk

(' Downlosd PARER
(D Dowrnload NYRAM from Host Disk () Upload NVRAM to Host Disk

(' Restore NyRAM from Disk

Apply |

Figure 7-3: Select the System Tab

Each function is executed by a two-step procedure: Click the select button of the
function you wish to perform and click the “Apply” button for the configuration to

take effect.

- System Functions -

f Mute Beeper. Turns beeper off temporarily for the current event. The
beeper will still be activated by the next event. Be sure that you have
checked carefully the cause of the event.

f Reset Controller. Resets the subsystem without powering off.

f Shutdown Controller. This prepares the subsystem to be powered off.
This function flushes the unfinished writes still cached in controller
memory making it safe to turn off the subsystem.

7-6
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- Download/Upload -

f Download FW. Subsystem firmware can be upgraded using the
existing management connection (whether Ethernet or in-band).
Provide the firmware filename using the file location prompt.
StorageWatch will start to download the firmware. Find appropriate
time to temporarily stop the access from host systems, then reset the
controller in order to use the new downloaded firmware.

f Download FW+BR. This allows you to download firmware and boot
record together. It may not be necessary to upgrade the boot record
each time you update your firmware binaries. Please refer to the
readme text file that came with each firmware version.

f Download NVRAM from Host Disk. The subsystem configuration is
saved in NVRAM and can be saved to a system drive. This function
allows you to retrieve a previously saved configuration profile from a
system disk.

f Upload NVRAM to Host Disk: This allows you to backup your controller-
dependent configuration information to a system drive. We strongly
recommend using this function to save the configuration profile
whenever a configuration change is made.

f Save NVRAM to Disk. The configuration profile can also be saved to
array hard drives. Each array hard drive will have a replica of NVRAM
backup in its reserved space so that when a drive fails or is being
regrouped, the backup remains intact.

f Restore NVRAM from Disk. Retrieve the previously saved NVRAM
backup from array hard drives.

Apply: Click this button for the configuration to take effect.

All of the Download functions will prompt for afile source from the current
workstation. Upload NVRAM will prompt for afile destination at the current
workstation.

System
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7.5 Password

To be able to configure different levels of the Access authorization Passwor d, select the
“Password” tab, as shown in Figure 7-4, from the Configuration Parameter window tabs.

Configuration Parameters

Communil:ationl Controllerl System Password Redundami Triggerl Otherl

rMaintenance password —Configuration password

Meww Password: | Mew Pazaword: |

Confirtn Password: | Confirrm Password |
Ok | Ok |

Figure 7-4: Select the Password Tab
* Maintenance Password. Users logging in using the Maintainer’s password can
access the first two configuration categories, Information and Maintenance.

Configuration Password. Users logging in using the Configuration password
have full access rights to all configuration options. A super-user can access all
three configuration categories on the navigation tree.

7.6 Threshold

To access the event threshold options, click the Threshold tab under the Configuration

Parameters panel.
conﬂguraﬂon Parameters
"_'m'n.'nuzlim‘.‘inu| l':on:miler] Sys(em] Password |I‘-!'f»!>'h-‘.'|'5] Rexlmnl:m1| ili(_|!5er| Other
| Device Name | curetvane | wavewe [ Mscvehe Stotus
— 11[ P Teerp Sanaor MN5C Detsdt( 0C) Dedaudly S0C Ty, wwithin sare range
= (T} Bosrdd Temg Setssor IS0 Dedaudti 0C) Dedaadly 805 ) Teenp. wilkin safe range
s— | T IB/EY Dt 9%y Detadti & ) coepiakia rarge
= (0] +5V Vohie 53y Dietadt] 5 § . ok bl range
— ,1| S Vake 12077 Detaudti 105 1 akae wihin scoepabla range

[ Cardraler Device

Carfig Trgger Threshalds for +12% Vatus |

]

-CFLI Tep Sensor— -

Lower Theeshold grom 0 1o 20 of

Upper Threshold drom S0 1o 1 060) |80

Disabled: setto -1

Aaply Defaull | Caniel I

Password
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This window allows you to change the preset values on thresholds that are used to
monitor the condition of the RAID controller unit(s) in your subsystem. For example,
these threshold values can be changed if the controller operates in a system enclosure
where the upper or lower limit on ambient temperature is much higher or lower than that
on the RAID controller. Adjusting the default thresholds can coordinate the controller
status monitoring with that of the system enclosure.

It is not recommended to change the threshold values unless out-of-normal conditions are
expected on the installation site.

To change the threshold values on a specific monitored item, for example, the CPU
Temp Sensor, Right-click on the item. The Configuration button will prompt. Left-click
to bring up the configuration menus.

WARNING!

The upper or lower thresholds can also be disabled by entering “-1” in the threshold field.
However, users who disable the thresholds do this at their own risk. The controller(s)
will not report condition warning when the original thresholds are exceeded.

You may then enter a value in either the lower or upper threshold field. Note that if a
vaue exceeding the safety range is entered, an error message will prompt and the new
parameter will be ignored.

Click Apply for the configuration change to take effect.

Click Default to restore the default values for both thresholds.

Threshold
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7.7 Other

[/0O channel host-side, drive-side, and rebuild priority options are included in the Other
sub-window. To configure these configuration options, select the “Other” tab, as shown
in Figure 7-5, from the Configuration Parameters window tabs.

Configuration Parameters

Communicaliunl Cunlrnllerl Systeml Passwnrdl Thresholdl Redundan'll Triggerl Net Protocols Other

rDrive-Side Parameter
Disk Access Delay Time(Sec): 25 * | DisklVO Timeout(Sec): 30.0

Drive Check Perid(Sec): [issled ] 54F-TE Device Check Perioagecy:  [5a -
Auto-Assign Global Spare Drive: Im Cirive Fail Swap Check Period{Sec): Im
SCSI Mator Spin Up: m Maxirur Tag Count 6 - |
SMART: fssbes =]

rHost-Side Parameter: rDigk-Array Parameter:

Maximum Queued 0 Count.  [256 - Rehuild Priority. INOrma' = I
Wirite Werify on Mormal Access: IDisabled b I

IB LUKz i I

Wirite Yerify on LD Rebuild: IDisabled - I

Wirite Yerify on LD Initialization: IDisabled - l

Maximum Drive Response Timeout {ms): IDisabIe it I

Apply |

-

LIUMg per Host SCEID:

Figure 7-5: Select the Other Tab

Each function is executed by a two-step procedure: Click to select a desired value from
the pull-down menu and click the Apply button for the configuration to take effect. Some
configuration changes may only take effect after resetting the subsystem.

* Drive-Side Parameters

SCSI Motor Spin Up. Selected when hard drives need to "Spin-up by SCSI
command." By default, al hard drives will start spinning up when powered-
on. Also refer to the documentation that came with your hard drives.

Maximum Tag Count: The subsystem supports tag command queuing with
an adjustable maximum tag count from 1 to 128. The default setting is

“Enabled” with a maximum tag count of 32.

f Disk Access Delay Time (Sec): Sets the delay time before the subsystem tries
to access the hard drives after power-on. Default is 15 seconds.
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f Disk 1/0 Timeout (Sec): Isthe timeinterval for the subsystem to wait for a
drive to respond to 1/O requests. Selectable intervals range from 1 to 10
seconds.

f Drive Check Period (Sec): isthetimeinterval for the controller to check all
disk drivesthat were on the drive busses at controller startup. The default
valueis“Disabled.” “Disabled” means that if adrive isremoved from the
bus, the controller will not be able to know — as long as no host accesses that
drive. Changing the check time to any other value allows the controller to
check — at the selected timeinterval —all array hard drives. If any driveis
then removed, the controller will be able to know — even if no host accesses
that drive.

f SAF-TE/SES Device Check Period (Sec): If enclosure devicesin your RAID
enclosure being monitored via SAF-TE/SES, use this function to decide at
what interval the subsystem will check the status of these devices.

f SMART: Thisalows you to configure SMART-related functionality.
SMART isshort for Self-Monitoring, Analysis and Reporting Technology.
Options provided in the pull-down menu are the actions to be taken if the
SMART function detects an unsteady drive.

f Drive Fail Swap Check Period (Sec): The subsystem scans drive buses at
thisinterval to check if afailed drive has been replaced.

f Maximum Drive Response Timeout (ms): This option prepares the array for
applications featuring “no drop-frame” operations and continuous reading
such as video streaming.

In situations such as swapping afailed drive or the occurrence of bad blocks,
aread returned after several hundreds seconds would prove too long and cause choppy
audio or dropped video frames.

To ensure a response before guaranteed latency, a timeout value is provided
for processing read requests. If timeout is reported on a specific member of
an array, the subsystem immediately retrieves data from the parity data and
other members. In thisway, causes of delay can be eliminated.

To prepare the array for AV applications, the following are recommended:
1. Performance with the write-through caching mode is better than that
with the write-back mode on subsystems equipped with redundant
RAID controllers.

2. Arrays should not be partitioned.

3. Thepriorities for Rebuild or Add-drive expansion should be set to
“low.”

4. A maximum latency, the “Drive I/O Timeout” which determines
whether a drive has failed to respond to /0 requests, is required as
the first-level timeout.
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The option comes available as a standard function. The following optionsin
the internal settings are pre-adjusted:

1. Reads have higher priority.

2. The Smart Sorting algorithm is disabled to avoid latency that may arise
due to sorting. The firmware is forced to receive ordered read requests,
the original receiving order.

* Host-Side Parameters

f Maximum Queued I/O Count: Thisis the arrangement of the controller
internal resources for use with a number of the current host nexus. Itis
"concurrent" nexus, so if the cacheis cleared up, it will accept a different
nexus again. Many 1/Os can be accessed via the same nexus.

This function allows you to configure the maximum number of 1/O queues
the controller can accept from the host computer.

f LUNSs per Host ID: Each SCSI ID can have up to 32 LUNSs (Logical Unit). A
logical configuration of array capacity can be presented through one of the
LUN numbers under each host channel ID. Most SCSI host adapters treat a
LUN like another SCSI device.

. Disk-Array Parameters

Rebuild Priority: The rebuild priority determines how much of the system
resources are applied when rebuilding alogical drive. Available options are
Low, Normal, Improved, and High. The higher priority takes up more system
resources and the rebuild process completes more rapidly. However, 1/O
performance in the meantime is inevitably lower due to the resource consumed.

f  Write-Verify Options: Errors may occur when a hard drive writes data.  In
order to avoid write errors, the controller can force the hard drives to verify
the written data. There are three selectable methods:

> Verification on LD Initialization Writes

Performs Verify-after-Write while initializing the logical drive.
> Verification on LD Rebuild Writes

Performs Verify-after-Write during the rebuilding process.
> Verification on LD Normal Drive Writes

Performs Verify-after-Write during normal 1/O requests.
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7.8 Redundant Controller Settings

Configuration Parameters
Cammuni{:atinnl Cnntrollerl Systeml P dl Threshold Redund |Trigger| Otherl
Redundant Controller Communication Channel: Fibre Channel
Secondary Controller RE-232 Terminal: IEnabled vl
Remote Redundant Contraller: IWI
Cache Synchronization on Wirite-Through: lm
Adaptive Write Policy: W
Apply |

Figure 7-6: Select the Redundant Tab

This sub-window contains configuration options related to redundant controller
configurations. This “Redundant* window tab only displays if your controller/subsystem
comes with dual-redundant RAID controllers.

. Redundant Controller Communication Channel: A display-only field. Shows
how partner controllers communicate with each other.

. Secondary Controller RS232 Terminal: In a redundant controller
configuration, the RS-232C port on the secondary controller is normally
nonfunctional. Enable this function if you wish to use the port for debugging
purposes. Note that access to the secondary controller only allows you to see
controller settings. In a redundant configuration, configuration changes have to
be made through the Primary controller.

. Cache Synchronization on Write-Through: If redundant controllers work with
Write-Back caching, it is necessary to synchronize the unfinished writes in both
controllers memory. Cache synchronization lets each controller keep a replica
of the unfinished writes on its partner, so that if one of the controllers fails, the
surviving controller can finish the writes.

If controllers are operating using the Write-Through caching mode, the
synchronized cache operation can be manually disabled to save system resources
and to achieve better performance.

Note that if sync. cache is disabled, the configuration changes made through the
primary controller isstill communicated to the secondary controller.

* Adaptive Write Policy: Firmware is embedded with intelligent algorithms to
detect and to adapt the array’s caching mode to the characteristics of 1/0 requests.
The capability is described as follows:
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1.

When enabled, the adaptive write policy optimizes array performance for
sequential writes.

The adaptive policy temporarily disables an array’s write-caching
algorithm when handling sequential writes.  Write-caching can be
unnecessary with sequential writes for that write requests can be more
efficiently fulfilled by conducting writes onto disk drives following the
receiving order.

The adaptive policy changes the preset write policy of an array when
handling 1/0s with heterogeneous characteristics. If firmware
determines it is receiving write requests that come in a sequential order,
the write-caching algorithm is disabled on the target logical drives.

If the subsequent 1/0Os are fragmented and are received randomly,
firmware automatically restores the original write-cache policy of the
target logical drives.

Adaptation for the Redundant Controller Operation

If arrays managed by a redundant-controller configuration are configured
to operate with write-back caching, cached data will be constantly
synchronized between the partner controllers. Upon receiving sequential
writes, firmware disables write-caching on target arrays and also the
synchronized cache operation.

IMPORTANT!

The Adaptive Write Policy is applicable to subsystems working in the

normal condition. If, for example, a drive fails in an array, firmware

automatically restores the array’s original write policy.

7.9 Event Triggered Operations

Configuration Parameters

[~ Fan Failure

Cummunicatiunl Cuntrulleri Systeml Password | Redundant Triggerl Other!
[ Cortroller Failure
[~ BEU Lowwer or Failure

™ Powver Supply Failed

|| Tetmperature excesds threshold

Apply i

Figure 7-7: Select the Trigger Tab
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To reduce the chance of dataloss caused by hardware failure, the controller/subsystem
can automatically commence an auto cache flush upon the detection of the following
conditions. When cache contents are forced to be distributed to hard drives, Write-back
caching mode is also switched to the Write-through mode.

1. Controller Failure

2. BBU Low or Failed

3. Power Supply Failure (Single PSU Failure)
4. Fan Failure

5. Temperature Exceeds Preset Thresholds

Select the check box(es) of events you wish the controller/subsystem to commence the
cache flush for.

NOT E the thresholds on temperature refer to the defaults set for “RAID controller
board temperature.”
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Chapter 8: Channel Configuration

Using StorageWatch Manager, you can modify the configuration of any channel on
the controller.  With RAID controllers like the X24/X28, you can st the channd
operation mode to host or drive, enable or disable channd termination, set IDs, set the
transfer clock rate for synchronous communication, and select the transfer width.

Channdl configuration settings are available under Physical View in the RAID View
window. This chapter describes the following Channd Configuration features:

&  Accessing Channd Configuration Window — Section 8.1, page 8-2

&  User-Configurable Channel Parameters — Section 8.2, page 8-3

8.2.1 Channel Configuration
8.2.2 Termination
8.2.3 Default Trangfer Clock (in MH2)

8.24 1D Pool /PID/ 9D

& Setting the Configurations for a Channel - Section 8.3, page 8-6
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8.1 Accessing Channel Configuration Window

I/0 Channé configuration options are available under the Configuration category,
which isfound in the lower section of the navigation pand.

To be able to access the Channd window, use either the command from the “Action”
menu or select the Channel icon from the navigation pand. (See Figure 8-1).

Array (199.199.199.299) i

System | Action

—_— e
| a1G  Information b

199.299) I
= | Maintenance » Channe

- SR Create Logical Drive

ost, Filre, Gpeed: 2 GHz)

—[:jﬁ Tasks Under Pro
—[L Lagical Drive nfo
—‘TI Logical Yolume Ir
— Fibre Channel St:

—'-}ﬁ:' System Informatit

Existing Logical Drives
Create Logical Yolume
Existing Logical Yolumes
Channel

Host LUM Mapping

Caonfiguration Parameters

ost, Fibre, Speed; Auto)

rive, Fibre, Speed: 2 GHz)
CCOM, Fibre, Speed: Auto)
Drive, SATA, Speed: 1.5 GHz)
Cirive, SATA, Speed: 1.5 GHz)
Cirive, SATA, Speed: 1.5 GHz)
Drive, SATA, Speed: 1.5 GHz)
Drive, SATA, Speed: 1.5 GH)

_u“it:

2 [=3 Channel 17 (Drive, SATA, Spaed: 1.5 GHZ)
g Maintenance

i-ﬂ Channel 18 {Drive, SATA, Speed: 1.5 GHz)
E)_H Caonfiguration g; Channel 19 {Drive, SATA, Speed: 1.5 GHz)
— E, Create Logical Drive
_EP Existing Logical Drives
—EE, Create Logical Yolume
—[‘Q\ Existing Logical Volumes

|, (T
(P8 Chiar

—eoer HOSELUN Mapping

— E Configuration Parameters

Figure 8-1: Accessing Channel Configuration Window

Once the Channel window has been opened and channd items have appeared under
the left-hand side column of the Configuration window, select the channd that needs

to be configured.

Channel

=y Channel 12 (Drive,
|=3 Channel 13 (Drive,
=i Channel 14 (Drive,
=3 Channel 15 (Drive,
=3 Channel 16 (Drive,
=3 Channel 17 (Drive,
=3 Channel 18 (Drive,
(=3 Channel 19 (Drive,

_5‘“3 Channel 0 (Host, Fibre, Speed: 2 GHz)
%; Channel 1 {Host, Fibre, Speed: Auta)
%‘-3 Channel 2 {Drive, Fibre, Speed: 2 GHz)
é; Channel 3 (RCCOM, Fibre, Speed: Auta)

SATA, Speed: 1.5 GHZ)
SATA, Speed: 1.5 GHZ)
SATA, Speed: 1.5 GHZ)
SATA, Speed: 1.5 GHZ)
SATA, Speed: 1.5 GHZ)
SATA, Speed: 1.5 GHZ)
SATA, Speed: 1.5 GHZ)
SATA, Speed: 1.5 GHZ)

Parametersl |[)|

Current Data Rate: 2 GHz

Default Data Rate: Auto
Current Transfer Width: Serial

Mode Marne:  200000D023000233

Part Marne: 2100000023000233

Apply |

Figure 8-2: Selecting a Channel: Fibre Host
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The following sections describe user-configurable channel parameters.

8.2 User-Configurable Channel Parameters

Once the channel has been selected, the screen shown in Figure 8-3 will appear in the
content window. Note that SCSI hog channds are used as an examplein Figure 8-3. The
different options are discussed below.

Once the Channel window has been opened and channd items have appeared under
the left-hand side column of the configuration window, sdect the channd that needs
to be configured.

Channel Parameters: Falcon Series

Host Channel

iﬁ Channel O (Fost, SCSI, Speed: 0 MHz) Pal‘ameter‘sl |[J|
%J Channel 1 (Host, SCSI, Speed: 0 kMHz)
Current Transfer Clock: 0 MHz

Default Transfer Clock: |1 60 hiHz VI

Current Transfer Width: Marrow:

Default Transfer Width: IV\ﬂde vl
Termination: o Enahled 0 Dizabled
Parity Check: @ Enabled () Disabled

Apply |

Figure 8-3: Selecting a Host Channel: SCSI Host

Channel Parameters: X24/X28 Series

Channel

:ﬂ, Channel 0 (Host, Fibre, Speed: 2 GHz) Parameters | 1D |
g; Channel 1 (Host, Fibre, Speed: Auta)

::,,3 Channel 2 (Drive+RCCOM, Fibre, Speed: 2 GHz) Channel Moce: Drive+RCCOM - I
g;a Channel 3 [Drive+RCCOM Fibre, Speed: 2 GHz)
:‘ﬂ: Channel 4 (Host, Fibre, Speed: 2 GHz) Current Data Rate: 2 GH2
g; Channel 5 (Host, Fibre, Speed: 2 GHz)

Default Data Rate:

Current Transfer Width: Serial

Apply |

Figure 8-4: Selecting a Drive Channel: X24/X28
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8.2.1.

8.2.2.

8.2.3.

Channel Mode

This configuration option is exclusively available with the X24/X 28 series.

The X24/X28 series controllers alows flexible reconfigurations of its I/O channds. An
/O channel can be assgned as Hod, Drive, dedicated RCC (RCCOM), or
DrivetRCCOM channels. For example, the combination of 1/0 channels may look like
the following:

Dual-redundant Controller Modédls:

X24: 2 host and 2 drive+tRCCOM ; atotal of 4 I/O channds
X28: 2 host, 2 dedicated RCCOM, and 2 drive; a tota of 6 1/O
channels

Dual-single Controller Modéels:

X24-4D: 2 hogt and 2 drive per controller; atota of 8 1/0 channds

X28-6D: 2 host and 4 drive — or — 4 host and 2 drive per controller; a
total of 12 I/O channels

For more information about dl possible combinations, pleaserefer to the I nstallation and
Hardware Reference Guide that came with your controller.

Termination

This parameter enables or disables channd SCS| termination on subsystems featuring
SCSI hogt channels. SCSI buses must be properly terminated at both ends; that is, when
connecting one end of a SCSl cable to a host HBA, the termination of the channel must
be enabled on the subsystem side. An alternate configuration should be applied when
multiple enclosures are being cascaded on the hog buses. An enclosure Stuated at the
middle of a SCSI bus should have its termination set to disabled.

Default Transfer Clock (in MHz)

These parameters set the data transfer clock rate for synchronous communication over the
SCSI bus, and enable or disable wide transfer, respectively.

Data that is transferred across the bus in synchronous transfer mode is clocked using a
synchronous transfer clock signal. The frequency of this signal determines the rate at
which datais transferred. If, for example, the synchronous transfer clock is 10 MHz, data
transfer rate will be 10 million bytes per second (assuming narrow transfer).

Data transfer across the SCSI bus can be either 8 bits or 16 bitsat atime. The former is
referred to as narrow transfer, while the latter is referred to as wide transfer. At the same
synchronous transfer clock rate, data transfer using wide transfer will be double that of

8-4
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narrow. With atransfer dock of 10MHz, the data transfer rate will be 10 Mbytes/second
under narrow transfer, and 20Mbytes/second using wide.

Occasiondly, under conditions in which SCSI signal quality is poor, such as with
extremely long cables, poor connections, or bad termination, it may be necessary to
reduce the synchronous transfer clock to allow the SCSI channel to function normaly.
Worst case, it may be necessary to switch to asynchronous communication mode.

Furthermore, certain older SCSI devices may only support narrow transfer and behave
abnormally when attempting to negotiate wide transfer.  Under such conditions, wide
transfer may need to be disabled, forcing the contraller to use narrow transfer mode with
that device.

8.2.4. ID Pool/PID/SID

The selection with PID (Primary ID) and SID (Secondary ID) only appears with
controller/subsystems that come with dual-redundant RAID controllers.

This parameter sets the IDs to appear on the host channds. Each channe must have a
unique ID in order to work properly. For a SCSI-host subsystem, ID ranges from 0O to 15.
For a Fibre-host controller/subsystem, ID ranges from O to 125. ID O is assigned to
SCSl-host subsystems and ID 112/113 to Fibre-host controller/subsystems as the default
value for hogt channds. Presat IDs are available with drive channds and it is
recommended to keep the defaullts.

For more information on host channel and drive channel 1Ds, please refer to the Generic
Operation manual and the hardware documentation that came with your
controller/subsystems.
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8.3 Setting the Configurations for a Channel

Step 1. Singleclick under the Channel window to sdect a corresponding channel.
Channd icons are displayed in the left-hand side pand of the configuration
window. The Channel Settings configuration will appear as two separate tabbed
panels on theright-hand side “Parameters’ and “I1D.” (See Figure 8-1).

Step 2. From the Parameters panel, specify a preferred value with configurable item
either by checking the pull-down menus or check cirdes of the transfer clock,
transfer width, termination, and/or parity check. You should then click the
Apply button for the change to take effect.

Step 3. If you want to assign a different ID to the sdected channel, choose the “ID”
panel, an 1D pooal scroll menu should appear as shown in Figure 8-5.

Host Channel

g; Channel 0 (Host, Fiare, Speed: 2 GHz) Parameters

g; Chaunel T FHost, Fibre, Speed: Axto) i

D

rEID

E112
13
114
E115
118
117
118
119
[T 120

Mz =
T 7k
114
115
118
17
118
119
120

Figure 8-5: ID Pool Menu

Apply |

When sdecting an ID, be sure that it does not conflict with the other devices on the
channd. Preset IDs should have been grayed out and excluded from sdection. The ID
pool lists al 1Ds available for current selection. Highlight the IDs you want to use by
selecting its check boxes and dick Apply to create either the PIDs (Primary ID) or SIDs

(Secondary 1D) for the channd.
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Chapter 9: Drive Management

Using StorageWatch Manager, you can make and delete Logical Drives (LDs) and
Logical Volumes (LVs). Both LDs and LV's can be partitioned. This chapter describes
the following drive management features:

&  Locating Drives — Section 9.1, page 9-3

&  Logical Drive Management — Section 9.2, page 9-4

9.2.1 Accessing the “Create Logical Drive” Window

Creating Logical Drives

e 0221LD Creation
e 9.2.2.2 Selecting Drives

e 0.2.2.3 Setting RAID Parameters

f 9.2.3 Accessing the Logical Drive Configuration Window

9.2.3.1 Opening the “Existing Logical Drives” Window

9.2.3.2 To Expand by Adding Drives

9.2.3.3 Accessing the Expand Command Sub-window

9.2.3.4 Click “Expand” to Initiate LD Expand
f 9.2.4 Dynamic Logical Drive Expansion

e 9.2.4.1What Islt and How Does It Work?

e 9.2.4.2 Two Modes of Dynamic LD Expansion
f 9.2.5 Adding Spare Drive Assignments
e 9.25.1 Accessing the Spare Drive Management Screen

f 9.2.6 Rebuilding Logical Drives

f 9.2.7Deleting an LD
4  Creating and Deleting Logical Volumes — Section 9.3, page 9-17

9.3.1 Accessing the “Create Logical Volume” Window

9.3.2 Creating Logical Volumes

e 0.3.21LVCreation
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L 4

e 9.3.2.2 Slecting LDs
e 9.3.2.3 &etting Logical Volume Parameters

e 9.3.24Click “OK” to Create

f 9.3.3 To Accessthe Existing Logical Volume

f 9.3.4 To Expand a Logical Volume

e 9.3.4.1 Opening the “Expand” Logical Volume Window
f 9.35Deletea Logical Volume
Partitioning a Logical Configuration — Section 9.4, page 9- 23

9.4.1 Overview
9.4.2 Partitioning a Logical Drive

9.4.3 Partitioning a Logical Volume

9-2

Locating Drives



Raid Inc. StorageWatch GUI Users Manual Drlve Man agement

9.1. Locating Drives

StorageWatch uses visualized icons to represent subsystem drive trays. In many
configuration windows, a single click on a drive tray icon selects a hard drive. Drive
status is indicated and automatically refreshed using the display of different icons.
See below for the drive tray icons used in the Front View window, which instantly
displays drive status. By referring to the drive status in the Front View window, you
can start to create or configure alogical array.

New or Healthy Used Bad or Missing Drive Spare Drive
Drive

Following are the things you should know before configuring alogical array:
¢  All membersin alogical configuration are displayed in a unique color.

&  Whenever adisk driveis selected by a single mouse click on the visualized icon,
its status is displayed on the associated configuration window. For example,
when a drive is selected by clicking its icon, it automatically appears in the
Selected Members column. In this way, mistakes can be avoided by double-
checking the information related to specific disk drive.

Locating Drives
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9.2. Logical Drive Management

This section describes how to:

& Accessthe Logica Drive (LD) Creation and Management Windows
¢ CreateLDs

¢  Expand LDs

* Delete LDs

NOTE: When you delete a logical drive, all physical drives assigned to the logical drive will be released,
making them available for creation or expansion of logical drives.

9.2.1  Accessing the “Create Logical Drive” Window

LDs are created in the Create Logical Drive window and managed in the Existing
Logical Drives window. These functional windows are accessed from StorageWatch's
navigation panel on the left of the GUI screen.

Step 1. To manage LDs, i.e. to create and set related parameters, display the LDs
creation window by clicking on the Create Logical Drive icon in the
functional navigation panel or clicking on the Action menu items located on

IJ;'l—@J Canfiguration
B MYcccte Logicsl Drive
—ET‘ Existing Logical Drives

—| |25 Creste Logical Yolume

—[i\‘p Exizting Logical Yolurmes

—* 4, Host Channel

-

E Logical Drive Infor

Tazks Under Proce

o Host LUK Mappin
kR _U Logical Wolume Inf

— M_ Configuration Parameters -OR- & Fibre Channel Staty

Figure 9-1: Accessing the Create Logical Drive Window

Step 2. The configuration screen shown in Figure 9-2 should appear.
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Create Logical Drive
Front View | Selected Members
RAID JBOD{ChI:0.ID:16) | yBOD(ChI:0,1D:32) e =] L
[EX
a 360
a 200
=] 200
15 200
= 200
y 200
|
RAD Levst lﬁ 5 - l Drive Size {ME]): 4300
witePoicy,  [patat ¥]  stwess &= =]
LEY Assigrment E.mnry Gontrolis Fi Intinkzetion: Pn.L'n! v]

) e

Figure 9-2: The Create Logical Drive Window

9.2.2  Creating Logical Drives

9.2.2.1. LD Creation

Tocreate alogica drive:
Step 1. Select the physical drivesthat will be used in the LD. (See Section 9.2.2.2.)

Step 2. Select the following RAID parameters (See Section 9.2.2.3):
¢ RAID Level
& Write Policy
& LD Assignment
& DriveSize
& Stripe Size
¢ |nitidization Mode

Step 3. Click the “OK” button. (See Section 9.2.2.4).
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9.2.2.2. Selecting Drives

Step 1. Select members for the new logical drive by clicking drive icons in the Front
View window. Bad drives or drives being used by another logical drive are
unavailable for the creation process.

Step 2. Drives selected for anew logical drive will belisted in the Selected Members
sub-window on the right hand side of the screen.

Step 3. Continue to set appropriate RAID parameters in the select menu at the lower
part of the configuration screen.

9.2.2.3. Setting RAID Parameters

After the physical drives that will be used in the LD have been selected, the RAID
parameters for the LD must be selected. RAID parameter options that are available
can be accessed at the bottom of the configuration screen.

Select RAID Level

From the “RAID Level” pull-down menu shown, select the RAID level you wish to
use when creating the LD.

Write Policy

Define the write policy that will be applied to this array. "Default" means identical to
the subsystem’s overall setting. The overall setting can be accessed in the Caching
Parameters section of the Configuration Parameters sub-window.

LD Assignment

Choose “Primary Controller” or “Secondary Controller” from the “LD Assignment”
menu. Select the RAID controller that will manage the logica drive in a dual-
controller configuration.

Drive Size
The value entered in the “Drive Size” field determines how much capacity from each
drive will be used in the logical drive.

NOTE:

Enter a smaller number if you do not want to use up all of the capacity at thistime. The
unused capacity can be utilized later using the Expand Logical Drive function.
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Initialization Options

This allows you immediate availability of thearray. "Online" meansthe logical driveis
immediately available for 1/Os and theinitialization process can be automatically
completed some time later.

Selecting Stripe Size

The stripe size that is used when the LD is created can be selected from the “ Stripe
Size” pull down menu. As can be seen, the following stripe sizes are available: 16KB,
32KB, 64KB, 128KB (Default), or 256K B.

Select a stripe size, but note that stripe size arrangement has a tremendous effect on
array performance. It is only recommended for experienced users. Stripe size
defaulted to this menu is determined by the subsystem Optimization mode and the
RAID level selected.

NOTE:

If the redundant controller function has not been enabled or the SD's are not assigned on
drive channels, the “LD Assignment” pull down menu will not be available.

9.2.2.4. Click “OK” to Create LD
Once the physical drives that will be used in the LD have been selected and all the
desired LD parameters have been selected:

Step 1. Click the “OK” button at the bottom of the LD management window.

Step 2. A confirmation window will appear. If you are certain that you want to create
the LD with the settings you have selected, click the “OK” button.

Step 4. If you selected the “OK” button in the “Please Confirm” window, the “ Create
In Progress” content window will display the logical drive creation progress.

Step 5. Click the Reset button to redo or abort the process. When the initialization
process begins, you can check the Tasks Under Process window to view the
progress.
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9.2.3  Accessing the Logical Drive Configuration Window various
functions can be performed on configured arrays in the Existing Logical Drives
window.

9.2.3.1. Opening the “Existing Logical Drives” Window

Step 1. Select the “Existing L ogical Drives’ icon from the GUI navigation panel as
shown in Figure 9-3. All the LDs that have been created will appear in the
“Logical Drives” panel.

Logical Drives

| [} | FaoLew Size (M) Shabuz | tomame |
CASETRE oo Rand (=0) uod iLd1
CAEDBEKAS Fwgd 200 - Guol (a2 |

Click to select a legical drive From the list above.

Front View J Functions

RAID lcaomcm_u,lz}nﬁ)ﬁ JEOD{ChLO,ID:32) Progertos | ack Dizk | Expern |

LD Assprmerd IPPW'H Coeiroler - I
o L2

Wirde Policy:. SET -

npply |

Figure 9-3: List of LDs

Step 2. From the list shown in Figure 9-3, select the LD that you wish to change its
characteristics or configure. Once this LD has been selected, its members will
appear in the Front View sub-window. At the top of the “Functions” window,
three tabs (“Properties’, “ Add Disk” and “Expand”) will appear.

9.2.3.2. To Expand by Adding Drives

Step 1. Select the logical drive you wish to expand from the LD list on top of the
GUI screen.

Step 2. Select the “Add Disk” tab to display the content panel.

Step 3. Select by single mouse-click from the Front View window one or more
drives you wish to add to the logical drive. Once one or more drives are
selected, itsstatusis displayed in the “Add Disk” content panel.

Step 4. The Add Disk panel has two functional buttons: “Add Disk” and “Add
Spare Drive” Click on the “Add Disk” button to include new members into
the array.
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Step 5. The Add Disk process should immediately begin. You may check the add
drive progress in the Tasks Under Process window.

9.2.3.3. Accessing the Expand Command Sub-window

The Expand command sub-window is accessed by selecting a logicd drive and
clicking on the Expand tab under the Functions window.

Functions

Properties | Add Disk |E

Available Expand Size: 100 MB
Expand Size: 100

Execute Expand:

Expand |

Figure 9-4: The Expand Command Sub-window

Available Expand Size (MB)

If thereis an amount of unused capacity in alogical drive, the LD may be expanded. If
thereis no amount present in the text box, then the LD cannot be expanded.

Set Expansion Size

A value can be entered in this text box if and only if an amount is shown in the
Available Expand Size text box. The value entered into the Expansion Size text box
cannot exceed the amount shown above. The value entered here specifies the size of
the LD expansion.

Execute Expand

“Execute Expand” allows the user to determine whether or not the expansion will be
done online or offline. If the user wishes to do an online expansion, then the expand
process will be completed once the subsystem finds I/O requests from the host are
comparatively low and allows the expand operation. If the user wishes to do an offline
expansion, then the OFFLINE menu item will begin immediately.

9.2.3.4. Click “Expand” to Initiate LD expansion

To initiate the LD expansion, follow these steps:
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Step 1. Once the LD expansion parameters have been selected, click the “Expand”
button at the bottom of the Expand window.

Step 2. The expand process begins and you may check the progress in the Tasks
Under Process window.

Step 3. The logical drive will now have a new last partition the same size as the
expansion. You may right-click the logical drive field listed above to display
the “Edit Partition” command to verify this.

9.2.4  Dynamic Logical Drive Expansion

9.24.1. What Is It and How Does It Work?

Before Dynamic Logical Drive Expansion, increasing the capacity of a RAID system
using traditional methods meant backing up, re-creating and then restoring. Dynamic
Logical Drive Expansion (a new feature in controller firmware versions 2.11 and later)
alows users to add new hard disk drives and expand a RAID 0, 3 or 5 Logical Drive
without powering down the system.

9.2.4.2. Two Modes of Dynamic LD Expansion

Dynamic Logical Drive Expansion

Mode 1 Mode 2

Figure 9-5: Dynamic Logical Drive Expansion

There are two modes of Dynamic Logical Drive Expansion.

Mode 1 Expansion is illustrated in Figure 9-6 and involves adding more hard disk
drives to a logical drive, which may require that the user obtain an enclosure with
more drive bays. The datawill be re-striped onto the original and newly added disks.
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RAID Expansion — Mode 1

- RAID & Logical Drive - 4GB - Add in New D| ives

RAID
‘IExpanﬂon

Figure 9-6: RAID Expansion Mode 1

Inthe Figure 9-6 above, new drives are added to increase the capacity of a 4-Gigabyte
RAID 5logica drive. Thetwo new drives increase the capacity to 8 Gigabytes.

Mode 2 Expansion, on the other hand, requires the same number of higher-capacity
hard disk drives for a given logical drive.

RAID Expansion - Mode 2 (113)

2GE 2GE 2 GE

- - - The original logical drive

---- RAID S [4EE] ===

. TTTTTToTTTrTTTTTTTTTTR 4 (5B
28 2cB 2cB
M emy
- (™ orve
leeaes RAID & [4GE ) -2
Copy =nd Replace
one of the member drives

Copy and replace each of the member drives. Ev

en
if one member drive fails during the copy and s
replace, the logical drive will still be available for =
access. ] Unused

Figure 9-7: RAID Expansion Mode 2 (1/3)

Figure 9-7 above illustrates expansion of the same 4-Gigabyte RAID 5 logical drive
using Mode 2 Expansion. Drives are copied and replaced, one by one, onto three
higher-capacity drives.
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RAID Expansion - Mode 2 (2/3)

553 O

Copy and Replace the other member drives one by one
until all the member drives have been replaced

Copy and Replace each member drive. After all the
member drives have been replaced, execute the

AID Expansion? to use the additional capacity. ) unused

Figure 9-8: RAID Expansion Mode 2 (2/3)

This results in a new 4-Gigabyte, RAID 5 logical drive composed of three physical
drives. The 4 Gigabytes of increased capacity isin anew partition.

RAID Expansion - Mode 2 (3/3)

fffffffffffffff RAID 5 (8GB) ------;
N partitions # :
Partition n+1{} !
or
oo RAID 5 (8GB) -~~~ :

O0C

After the RAID Expansion, the additional capacity
will appear as another partition. Adding the extra & nuse
capacity into the existing partition requires OS
support. Ej Unused

Figure 9-9: RAID Expansion Mode 2 (3/3)
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IMPORTANT!

The increased capacity from either expansion type will be listed as a new partition.

9.2.5

Three new drives are scanned in. To add the drives to the logical drive, select the
logical drive where they will be added, then choose the Add Disk tab to begin the
process described above. Select one or more drives to add and click the Add Disk
button. When you have selected all of the new drives you want to add, click OK.

When you return to the partition table, you will notice that either partition O or the last
partition will now be larger than before.

Follow the directions in the next chapter to map the new partition to a host LUN. The
new partition must be mapped to a host LUN in order for the HBA (host-bus adapter)
to seeit.

Adding Spare Drive Assignments

You can assign spare drives to a logical drive to serve as backups for failed drives. In
the event of a drive fallure, the spare drive will be automatically configured into the
array and reconstruction (or rebuilding) will immediately commence.

Logical drives can support multiple spare drives; however, this configuration is rarely
used due to its high cost and uncommon occurrences of drive failures. A practica
configuration calls for one spare drive per logical drive - after rebuilding on this drive,
just replace the failed drive and then configure the replacement as the new spare drive.

NOTE:

Adding a spare drive can be done automatically by selecting the RAID 1+ Spare, RAID 3+ Spare or
RAID 5+ Spare option from the logical drive RAID Level selection dialog box when creating a
logical drive. These options apply to RAID 1, RAID 3, and RAID 5 levels respectively.

9.25.1. Accessing the Spare Drive Management Screen

To open the spare drive management screen, please follow these steps:

Step 1. Select the logical drive you wish to add a dedicated spare to from the list of the
logical drives above. In the Functions window, click the Add Disk tab. The
functional window is accessed from the “Existing Logical Drives’ window as
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shown in Figure 9-3. Asshown in Figure 9-10, the Add Spare button appears
next to the Add Disk button.

Properties  Ad Disk | Expandl

Siot | Size (ME)

Add Disk Add Spare Dizk

Figure 9-10: The “Add Spare Drive” Button

Step 2. From the Front View window, select the disk drive you want to use as a
dedicated spare with a single mouse-click.

Step 3. After selecting the drive that will be used as a spare, the selected drive's status
will be displayed and you may click the Add Spare button to complete the
process.

NOTE:

Spare drive assignments can also be made in the Maintenance mode window. Note that a Global
Spare cannot be added in the Existing Logical Drives window.

9.2.6

Rebuilding Logical Drives

Depending on whether or not there is a spare drive, rebuilding is initiated
automatically or must be started manually. In the presence of a spare drive, the system
automatically rebuilds onto the spare drive. This process is done in the background,
thus it is transparent to users. However, you should replace the failed drive as soon as
possible and insert a new drive and set it as a spare just in case another drive fails and
you will need a backup drive.

In the absence of a spare drive, rebuilding must be initiated manualy. Before
initiating a manual rebuild, you must first replace the failed drive. If you install the
replacement drive on the same drive slot (that is, the same channel and ID), then you
can proceed with the rebuilding process by clicking on the rebuild button; otherwise,
you need to scan in the drive first.

A failed drive should be replaced as soon as possible. For a RAID 3 or RAID 5 array,
two failed members will cause an irrecoverable loss of data.
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Drive Management

The controller/subsystem can be set to rescan the drive bus for a replacement drive at
the preset intervals. The related setting can be found in Configuration Parameters ->
Other -> Drive Side Parameters -> Drive Fail Swap Check Period(Sec).

Logical Drives

l RAID Level Size (MB) Stetus !
R = .

LD Mame |

iCllck to select & logical drive from the list above.

Front View Functions |

RAID JBOD(ChI2ID:113) | Wecia Scon | Regenerte party Febul

Feehuilct |
Figure 9-11: Displaying the “Rebuild” Command Menu

9.2.7 Deleting an LD

If you want to delete an LD from your RAID subsystem, follow the steps outlined
below. Remember that deleting an LD results in all the data on the LD being deleted
and any datathat was previously stored on the LD will beirretrievable.

IMPORTANT!

Deleting alogical driveirretrievably wipes all data currently stored on the logical drive.
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To deletean LD:

Step 1. Select the logical drive you wish to remove with a single mouse-click. Right
click on the adjacent screen area. A command menu will prompt as shown in

Figure 9-12.
Logical Drives
[[5] | HAJD Lewal ' Size (ME) |
& 3F7aa216 lwnn Rad 600 (]
| SEDEEAAS Falda - ] | oo
Wiew Logical Drive
Edit Partition
Click to select o logical drive from the list abowe. Delete Logical Drive
Front View I Functions
RAID | JBOD(Chl:0,1D:18) | JBOD{ChI:0,ID:32) Prnpeﬂie%].mmkl&pam|

LD Assigrenert: Frivary Controler - ;

e Lol 2
Wiile Policy: Default -

ey |

Figure 9-12: Displaying the “Logical Drive” Command Menu

Step 2. Select the Delete Logical Drive command. The delete process is completed
amost immediately.

Step 3. Once the “Delete” command has been selected, a confirm box will prompt
asking you whether to proceed or not.

Step 4. If you are certain that you wish to delete the LD, press the “OK” button. If you
are not sure, click the“Cancel” button.
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9.3. Creating and Deleting Logical Volumes

You can create and delete logical volumes using StorageWatch Manager. Logical
volumes are created by combining logical drives together. You can combine logical
drives with different capacities and RAID levels into a single logica volume. You can
also delete existing logical volumes. Before deleting, make certain that the data stored in
the logical volume is no longer needed. Deleting a logical volume erases al
information stored on that logical volume.

NOTE:

When you delete a logical volume, all logical drives assigned to it will be released, making them
available for new logical volume creation.

9.3.1  Accessing the “Create Logical Volume” Window

LVs are created in the Create Logical View window which can be accessed either
from the navigation panel icon or the command menu on top of the GUI screen.

Step 1. To create LVs; display the Create Logical Volume window by clicking on the
associated icon hutton in the GUI's navigation panel or the command in the

|J;'}7a Configuration
b— E, Create Logical Drive

—ET‘ Existing Logical Crives

—"‘1.& Hozt Channel

|
— Logical Drive Infar

e Host LUM Mapping :
f], Logical Yolurme Infd

— M_ Configuration Parameters

-OR-

& Fibre Channgl Stat

Figure 9-13: Accessing the Create Logical Volume Window

Step 2. The Create LV window should appear.
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Create Logical Volume

Logical Drives Available Selected Members

W 10: 3EDBAYAS, Size: 2000VB D | Size (ME) |
W 0: 3FCT0456, Size: 40ONE 3FC10456 400 |
3EDBBIAS |200 |
Write Palicy: IDefaun ll Aszsignment: IPrimary Cartroller l‘
OK | Reset |

Figure 9-14: The Create Logical Volume Window

9.3.2  Creating Logical Volumes

9.3.2.1. LV Creation

To create a logical volume:

Step 1. Select the LDs that will be used in the LV from the “Logical Drives
Available” panel.

Step 2. Select the following RAID parameters:

* Write Policy

* Assignment

Step 3. Information about the selected LDs will appear on the “Selected Members’
panel. Click the “OK” button.

9.3.2.2. Selecting LDs

Step 1. Select each logical drive you wish to include in the new logical volume with a
single mouse-click. Select the LDs you wish to incorporate into a LV and click
the “ Add” button beneath the “ Available” menu.

Step 2. All available logical drives are listed on the left. There are no limitations as to
the number of logical drives that can be included in alogical volume. Double-
check to ensure that you have selected the appropriate members.
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9.3.2.3. Setting Logical Volume Parameters

After the LDs that will be used in the LV have been selected, the LV parameters for
the LV must be selected. LV parameter options can be accessed at the bottom of the
LV creation window as shown in Figure 9-14.

LV Assignment
Choose “Primary Controller” or “Secondary Controller” from the “LV Assignment”
menul.

NOTE:

If the redundant controller function has not been enabled or the SD's are not assigned on drive
channels, the “LD Assignment ” pull-down menu will not be available.

Select Write Policy

Usethe “Write Policy” menu to select either Default (Global Setting), Write Through,
or Write Back. The same policy will automatically apply to al logical drives
(members) included in the logical volume.

9.3.2.4. Click “OK” to Create LV

Once the logical drives that will be used in the LV have been selected and al the
desired LV parameters have been selected:

Step 1. Click the “OK” button at the bottom of the LV creation window.

Step 2. The creation is completed almost immediately.

9.3.3  To Access the Existing Logical Volumes Window

The Existing Logical Volumes window alows you to perform LV expansion and to
change related configuration options. As shown below, the configuration window can
be accessed either from the functional navigation panel or from the command menu on
the top of the GUI screen.
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Configuration

— E: Create Logical Drive

—ET‘ Existing Logical Drives

—EE}. Create Logical Wolume

—i
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_T Tasks Under Proce

- :l Logical Drive Inforrn
— o Host LU Mapping '

.—I:l Logical Walume Info

= u_ Configuration Parameters

-OR-
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Figure 9-15: Accessing Create Logical Volume Window

9.3.4  To Expand a Logical Volume

When members of a logical volume have free and unused capacity, the additional
capacity can be added to existing logical volumes. The unused capacity can result
from the following situations:

e Certain amount of capacity has been intentionally left unused when the logica
drives were created (configurable with maximum array capacity).

e Some or al of the members of a logica volume have been expanded, either by
adding new drives or copying and replacing original drives with drives of larger
capacity.

9.3.4.1. Opening the “Expand” Logical Volume Window

Step 3. Select a configured LV from the Existing Logical Volumes window shown in
Figure 9-16. As shown below, all the LVs that have been created will appear
below the“Logical Volume Status’ panel.

Logical Volume Status
Lo} Size (MB)
Click to s=lect & logical woluwe fron the list above,
Members Logical Yolume Parameters

0: 3E0BEOAS, Sze; 200MB(Good) Expand | properies |

Avatable Expand Size (max 0 M3} Ia
Expentd

Figure 9-16: Existing Logical Volumes Window
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Step 4. The expand command can be found by clicking the “Expand” tab under the
LV Parameters panel.

Logical Yolume Parameters “

Expand | Properties I

Available Expand Size (max: 0 MB): [0 |
Expand |

Figure 9-17: Logical Volume Parameters

Step 5. Available expansion size displays in a text box if there is any amount of
unused capacity.

Step 6. Click the Expand button at the bottom of the configuration panel. The expand
process should be completed in a short while because all unused capacity in
the members of a logical volume must has been made useful by the same
expansion process. The expansion process on a logica volume simply lets
subsystem firmware recognize the change in the arrangement of free capacity.

NOTE:

You may combine partitions under View and Edit LV Partition Table by expanding the
size of earlier partitions (such as increasing the size of partition 0 so that it is as large as dll
partitions combined to make one partition).

WARNING!

Combining partitions destroys existing data on al drive partitions.

Step 7. The logical volume will now have a new last partition the same size as the
expansion. Look at the partition by Right-clicking the expanded volume and
select the “Edit Partition” command to verify this.

9.3.5 Delete a Logical Volume

Step 1. Select the configured volume you wish to remove with a single mouse-click.
Right-click the adjacent area to display a command menu. As shown in
Figure 9-18, al the LVs that have been created will appear below the
“Logical Volume Status’ panel.
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Logical Volume Status

[ D Size (WE) |
EdEFocREs -

“iew Logical Volume L ]
Edit Partition

Defete Logical Yaolure

Click to zslect a logical wvolume from the list above.

Members Logical Volume Parameters

| 1o 3744216, Size: BOOMS(Good)

Exxpand I Pmpc-ﬁirbsl
B O sEDESSAs, Size: 200ME(Good)

Aovailable Expand Size (e 0 MED): |0
Expand

Figure 9-18: Displaying Logical Volume Edit Mode Menu

Step 2. You will be asked to confirm that you wish to delete the LV in question. If you
are certain that you want to delete the LV then select OK. The logical volume
will be deleted and removed from the logical volumes list.
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9.4. Partitioning a Logical Configuration

94.1 Overview

Partitions can be created in both logical drives (LD) and logical volumes (LV).
Depending on your specific needs, you can partition an LD or LV into smaller sizes or
just leave it at its default size (that is, one large partition covering the entire LD or
LV).

If you intend to map an entire LD or LV to a single host LUN, then partitioning
becomes irrelevant. Partitioning can be helpful when dealing with arrays of massive
capacities and when re-arranging capacities for applications that need to be accessed
by many hosts running heterogeneous OSes.

NOTE:

You can create a maximum of eight partitions per logical drive or logical volume. Also,
partitioned logical drivescannot be included in a logical volume.

9.4.2  Partitioning a Logical Drive (LD)

WARNING!

Partitioning a configured array destroys the data already stored onit.

Step 1: Select thelogical drive you want to partition. Move your cursor to the L ogical
Drives window. Right-click to display the edit mode command menu.

Legical Drives
‘ ) [ rabiem Sae () 4 £
(& SFTesi6 Nen Aokl 00 Gand
P | = 300
Click to select & logical deive foom the list ot )
Front View Daleta Logeal O | Functions |
Ra’iit‘-l,ﬁ;;;r,;:fm 0,10y |Lf.<| JBEOD(CHD 1D L"| Flnﬁﬁa‘xef«{n.ﬁha | Emanz |

LD Amsigrsont: IW
werky T H
Fpply I

Figure 9-19: The “Edit Partition” Command
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9.4.3

Step 2: Select Edit Partition from the menu.

Step 3: The Edit Partition window displays.

Edit Partitian
Edut ‘

Partition(s) of LD: 3EDBB3AS

Figure 9-20: The “Edit Partition” Command Window

Step 4: If the array has not been partitioned, all of its capacity appears as one single
partition. Single-click to select the partition (the color bar).

Step 5: Right-click or select the Edit command to display the Add Partition
command. Click to proceed.

Add Parition

Step 6: The Partition Size window displays. Enter the desired capacity and press OK

to proceed.
il
'\‘5) Plaasa input partition size:

=

X

me | e |

Step 7: Shown below is a capacity partitioned into two. Each partition is displayed in
adifferent color. Repeat the above process to create more partitions or click to view its
information. A new partition is created from the existing partition.

Edit Fariion = - x|
Edit

Partition(s) of LD 3F744216

[ L

Wideic 1, Dffzet DWB, Size: S00ME [ -t

Figure 9-21: The “Edit Partition” Command Window

The arrow buttons help you travel from one partition to another.
Partitioning a logical volume (LV)

Step 1: Select the logical volume you wish to partition. Move your cursor on to the
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L ogical Volume Status window. Right-click to display the edit mode command
menu.

Logical VYolume Status
| : D |
Wiew Lagical Volume
Edit Partition
Click to select & logics)  Pelste Logical Voleme
Members Logical Yolume Parameters
ICx JECEESAS, Size: 200MBGo0) Expardi Properties I
LY Assignment: Privnzey Controler -
Wetile Policy: Wilrde Back - I
Appy

Figure 9-22: The “Edit Partition” Command

Step 2: Select Edit Partition from the menu.

Step 3: The Edit Partition mode window displays as shown below.

Edit Partition = . x|

Partition(s) of LV 3FEC3034

i |

Figure 9-23: The “Edit Partition” Window

Step 4: If the volume has not been partitioned, all of its capacity appears as one single
partition. Single-click to select the partition (the color bar).

Step 5: Right-click or select the Edit command to display the Add Partition
command. Click to proceed.

Step 6: The Partition Size window displays. Enter the desired capacity and press OK

to proceed.

i |
.\‘5) Please input partition size:

&

e | mw |

Step 7: Shown below is a capacity partitioned into two. Each partition is displayed in a
different color. Repeat the above process to create more partitions or click to view its
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i nfrormgti on.
| Edit F:'Elriilj f
Edit

Partition(s) of LV: 3FEC3034

PO

Incles: O, Offset: OMEB, Size: 100ME

The arrow buttons help you travel from one partition to another.
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Chapter 10: LUN Mapping

After creating a logica drive (LD) or logical volume (LV), you can map it asisto a
hog LUN; or, if partitions are set, you can map each partition to a pecific host LUN.
StorageWatch supports 8 LUNs per host channd (numbered 0 - 7), each of
which appears as a single drive letter to the hogt if mapped to an LD, LV, or a
partition of either. Exising hogs LUN mappings can also be deleted. In cases
where certain mappings are found to be usdess, or disk array reconfiguration is
needed, you can delete unwanted mappingsin your system.

This chapter explains the following LUN Mapping features:
& Accessng the LUN Map Table— Section 10.1, page 10-2

¢  LUN Mapping — Section 10.2, page 10-3

10.2.1 Mapping a Complete LD or LV
10.2.2 Map a Logical Drive or Volume Partition to a Host LUN
10.2.3 Deleting a Host LUN Mapping

¢  Extended LUN Mapping — Section 10.3, page 10-6

f 10.3.1 Preiminaries
f 10.3.2 Extended LUN Mapping
f 10.3.3 Adding/Deleting a New Filter
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10.1.Accessing the LUN Map Table

When you want to either create or delete a LUN mapping or an extended LUN
mapping, it is necessary to access the LUN Map Table. The LUN Map Table lists
the LDs, LVs and partitions that have previously been mapped. To access the LUN
Map Table, please follow these steps:

Step 1. In the navigation pand under the Configuration category, click on the Hogt
LUN Mapping where you can find the configuration options with the
mapping operation. (See Figure 10-1).

é—ﬂ Configuration

== EJ Create Logical Drive

— ET‘ Existing Logical Drives
—mg Creste Logical Yolume
—m Exizsting Logical Yolumes

— 4 Host Channel

Sl st LLIN Mappin

— n_ Configuration.F‘arameters
Figure 10-1: Select the Host LUN Mapping Window

Step 2. The LUN mapping window should appear on the right. Right-click on the
Host LUN(s) sub-window to display PID (Primary controller ID)/SID
(Secondary controller ID) command menu as shown in Figure 10-2.
Raid Inc.s controllers or subsystems aways come with pre-configured IDs.
If it is necessary to add dternative IDs, please sdect the Channel window
from the navigation pand.

I Es Fise 2828 Aray (Dema)

Host LUN Mapping
= ,a Corkniration Fost LUK

{— . croste Logicsi Criva | Chernel I ] SCEID i LN D | Logcal Driveclume | Pt
= ;T\ Exisling Logical Drives §

" Add LU Map e FID
I L]_.;, Erenme Logioal Wolme

= Add LLIN Map e SID
| U?‘ Exiating Logical Valames —Host Lun Filters] — —-T

[t Host Channel [Legest .| partiton || crow | ot JHostio [ rmer roefaceess .|

L E Condiguration Farameters

Logical Drive(s) or Volumeis)

Wl D FTS4HE, Se SUOME
W o SECEBRAS, Sizy 20048

B D SFLCASES, Size: BO0ME

Figure 10-2: Selecting the Host Channel ID Number

Step 3. After sdecting the ID, the LUN Map Setting window appears as shown in
Figure 10-3.
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& Acd new LUN to host
LUN Map Setting

rChemng| DCs) SCH I ==y LLBCS T
[=] ‘ ‘ 1z x] =]
oigical Drbve(s) 1Y olume(s) for Primary
10 FFT44216, Size GOOMB
10: AEDBEIAS, Size: 20008 Partition{s} of LD: 3EDBBSAS
lPIJ- P2
. i -,
Pt LU [ Crncel | Map Lun and Add Fiter =

Figure 10-3: LUN Map Setting Window

10.2.LUN Mapping

10.2.1. Mapping a Complete LD or LV

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

If you want to map acomplete LD or LV, make surethat the LD or LV has not
been partitioned.

Follow the steps listed in Section 10.1 above to access the Host LUN
Mapping window shown in Figure 10-3.

Sdect the appropriate Channel, SCSI 1D, and LUN numbers from the
separate pull-down lists above.

Sdlect a Logical Drive or Logical Volume and then sdect the Partition color
bar with a single mouse-click. The partition bar appears on the right-hand side
of the screen. An LD or LV not yet been partitioned should have only one
partition.

Click onthe Map L UN button to complete the process. (See Figure 10-4)

10-3
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& Ad nev LN 1o st e B x|
rLUN Map Setting

Channel ID(s) Sl D(s) LNCs)
'] [F] [

agical Drive(s) / Valume(s) for Primar

W /0: 37744216, Size: GOONE | N
Il D 3EDBEESAS, Size: 200MB Partition(s) of LD: 3F744216

s |

| Map LU | Cancel | Map Lun and Add Fiter = |

Figure 10-4: LUN Map Setting Window: Single Partition

Step 6. If your RAID subsystem comes with Fibre channd hog interface, you may
select the Map LUN and Add Filter button to continue with another process.
See Extended LUN Mapping for more details.

10.2.2. Map a Logical Drive or Volume Partition to a Host LUN

Step 1. Fird, patition thelogical drive or logical volume.

Step 2. Follow the steps listed in Section 10.1 above to access the LUN Map Setting
window shown in Figure 10-3.

Step 3. When the LUN Map window appears, select the appropriate Channel, SCS|
ID, and L UN numbers from the separate pull-down lists above.

Step 4. Sdect a Logical Drive or Logicd Volume with a single mouse dick. With a
single mouse click on the partition color bar, sdect one of the partitions that
you wish to associate with the sdected channel ID/LUN number.

Step 5. If your RAID subsystem comes with a Fibre Channel hog interface, you may
select the Map LUN and Add Filter button to continue with another process.
See Extended LUN Mapping for more details. See Figure 10-5 for the
configuration screen.

10-4 LUN Mapping



Raid Inc. StorageWatch GUI Users Manual LU N Mappl ng

B AddewlUbfohost &
LUN Map Setting

rChsnel Dosy SCHID{s1—y | LI
= | || |

Loggkeal Drhve (s 1 Walumes) for Primeary”

IDx IFT44216, Size: BOOMB
10 AEDBBIAZ, Size: 2INE Partition{s) of LD: 3EDBBIAS

o (A |
- =

Mg LUK ﬂ Cancal I Atap Lur and Add Fites =

Figure 10-5: Select Add New LUN to Host

Step 6. Click on the Map LUN button to complete the process if no LUN Filtering
Setting is required.

10.2.3. Deleting a Host LUN Mapping

Step 1. Follow the steps listed in Section 10.1 above to access the LUN Map Setting
window shown in Figure 10-2.

Step 2. Left-click on a configured LUN and then Right-click on the adjacent area. A
command menu displays as shown in Figure 10-6. Select the Remove LUN
Map to complete the process.

Host LUN Mapping
ost LUNGS)
Channel ID | Fotetc]| IDHJLLUNI L Logical Drivefdolume l Partition le Size(ME
| il Aanl e v |

Figure 10-6: Delete LUN Command

Step 3. When prompted for a password or an answer, enter it and click OK. The
LUN mapping should no longer be lised in the LUN Map table. After
deleting the LUN mapping it no longer appearsin the host LUN(S).

Step 4. Toremove additional LUN mappings, repeat Step 2.

LUN Mapping 10-5
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10.3.Extended LUN Mapping

10.3.1.

10.3.2.

Extended LUN mapping adds extra functionality to the normal LUN mapping, which
only allows you to assign LUNs. Extended LUN mapping provides users with added
masking and filtering features. This enables usersto restrict access to specified LUNs.
It also enables usersto assign different access modes (Read and Write or Read only) to
pre-specified LUNSs.

Preliminaries

&  Beforeyou can use the Extended LUN Mapping festure you must firgt create the
logical drives and logical volumes.

¢ If you want to use Extended LUN Mapping to map an entire logica drive or
logical volume, make surethat the logical drive or volumeisNOT partitioned.

4 If you want to use the Extended LUN Mapping to map a logica drive partition
or logical volume partition, make sure that the logical drives and volumes are
partitioned before accessing the Extended LUN Mapping feature.

Extended LUN Mapping

Step 1. Follow the steps listed in Section 10.1 above to access the LUN Map Setting
shown in Figure 10-2. Repeat the process described in LUN Mapping to
select aLogical Drive, Logical Volume, or alogicd partition.

Step 2. Sdect the Map LUN and Add Filter button shown at the bottom of LUN
Map Setting window. A new screen will appear (see Figure 10-7) in the
content window. From this screen you can enter appropriate values for the
following:

e Group Name: Multiple host HBAs can be configured to have the same
access rights to a configured array.  Giving a name can help with the ease of
management.

e Host ID: A hogt HBA card's WWPN port name can be used as the basis ID.
Check al the port names of all HBA cards. You may set an ID range that
includes or excludes more than one port name or from accessing the storage
capacity you specified in the previous process.

If multiple HBA port names need to be induded in an access range (that
access may be configured to include or exclude a certain number of HBAS
from accessing an array); a wider range can be set to include more port
names. For ingance, a value "OxFFFFFFFFFFFFFC" is selected, and the
basic ID is"0x11111111111111," port name IDs ranging from "0x....1110"
to "0x....1113" will fall in the ID range.

10-6
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X
rFilter Setting
Group Marme; Group Mame
Host T HOE93302328903544 (ift's raid) LI [ in hex numker)

Host ID Wask:  [FEFFFFFFFFFFFFFF

Filter Type: Inciuce = I
Access Mode:  |Resd and Vrite w I

Access Mode: This field enables the user to select what access rights the
HBA will have. If you sdect “Read and Write,” then the HBA will be able
to both read and write information to the sdected LD, LV or patition. If
you sdlect “Read Only,” the HBA will only be able to read the contents
stored on the sdected LD, LV or partition. It will not be able to store any
information.

Host ID Mask: The ID Mask is a 16-bit hexadecima number and can be
changed by the user. LUN masking is done by combining the basis ID with
a mask smilar to the way routing table entries are set up on a LAN/WAN.
If aparticular HBA port name ID "AND'ed" with the mask equals the basis
ID AND'ed with the mask, then the HBA's port name ID is considered to
fall within therange.

Any HBA having a port name fitting the range will be given the accessright
thus configured. If an HBA's port namefits an ID range that is specified as
“Exclude,” then the HBA is forbidden from access to the storage capacity
mapped with this entry.

Filter Type: Filter entry can serve both ends: to include or exclude certain
adapters from data access.

Multiple ranges, or filter entries, can be established for a single channd,
target-ID, and LUN combination. Each range can have its own
Exclude/Include attributes. The rules for determining whether a particular
ID is considered as "included" or "excluded" arelisted below:

1. If an ID falls within one or more Include ranges and does not fal
in any Exclude range, then it isinduded.

2. If anID fdlswithin ANY Exclude range no matter if it dso fdlsin
another Include range, then it is excluded.

3. If theID falsin none of the ranges and thereis at least one Include
range specified, then the ID should be considered as excluded.

4. If the ID fdls in none of the ranges and only Exclude ranges are
specified, then the ID is considered as included.

Ok | Cancel |

Figure 10-7: LUN Filter Mapping Window

You may refer to the Generic Operation Manual that came with your
controller/subsystem for more details about LUN filtering access control.

Extended LUN Mapping
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Step 3. Once all of the extended LUN mapping parameters have been sdlected, click
“OK” to complete the process.

10.3.3. Adding/Deleting a New Filter
Adding a New Filter

Step 1. Multiple filter entries can be added to a configured array. To manualy add a filter
stting, left-click to select and right-click on one of the existing host LUN(s). This
applies when a newly added server needs to access a previoudy mapped capacity, or
when a server needs to be removed from the list of servers that can access the array. A
command menu displays as shown in Figure 10-8: Add LUN Filter.

Add LUN FEilter

Figure 10-8: Add LUN Filter

Step 2. Sdect the Add LUN Filter command.

Step 3. Select alogical capacity you wish to add a new filtering entry. Click the Map LUN and
Add Filter button.

Step 4. A new screen will appear in the content window. From this screen, first sdect appropriate
values for each LUN filtering setting text field. Host HBA port namesthat are seen by the
controller/subsystem should appear in the Host I D pull-down menu. (See Figure 10-9)

| @ 444 new filler for a LUN

rFilter Setting

Group Marne: |Gr0up Marme

Host I

® | (Pleaze input in hex number)

Hast ID hazk: 99593902323903 (Please input in hex number)
Fitter Type: [959590244 390285
Access Mode: W

OK | Cancel

Figure 10-9: Host ID Menu

Step 5. Complete the process by clicking OK.

Removing a Filter

Step 1. To manually remove a filter setting, left-click to select and right-click on one of the

exiging host LUN filter(s). A command menu displays as shown in Figure 10-10:
Remove LUN Filter.

10-8 Extended LUN Mapping
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LUN Mapping

1 i hame(s)

Host Lun Filter(s)

| AN Marme

| restp

]

I ]_Lngical ] Partition I i Sroup | Hoat ID | Host 1T ..|'Firtar Type’l Access I
F3| ZF7443i EEEFFFF . incluce & ift's raid

A

9939530232890344

Figure 10-10: Remove LUN Filter

Step 2. Click on the command to remove an exigting filter entry. A confirm box appears. Click

OK to delete the sdected filter entry.

Extended LUN Mapping
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Part 3: System Monitoring and
Management

Part 3 explains how to monitor and manage your storage arrays.
Descriptions on how to identify the source of faulty components are
described. Full descriptions of the notification methods are included in
Chapter 3, enabling users to constantly monitor the status of their storage
array. The Enclosure View is also described.

This section includes the following chapters:.

¢ Chapter 11, System Monitoring & Management.
¢ Chapter 12, Enclocure Display
¢ Chapter 13, NPC Utility

StorageWatch User’'s Guide Part 3: System Monitoring and Management



Chapter 11: System Monitoring and
Management

¢ Array Information — Section 11.1, page 11-2

11.1.1 The Array Information Category
11.1.2 Date and Time
11.1.3 Enclosure View

11.1.4 System Monitoring and Management

&  Logical DriveInformation — Section 11.2, Page 11-6
11.2.1 Accessing Logical Drive Information

4  Logical Volume Information — Section 11.3, page 11-8
11.3.1 Accessing Logical Volume Information

&  Fibre Channe Status— Section 11.4, page 11-9
4 System Information — Section 11.5, page 11-10

&  Statistics— Section 11.6, page 11-11

Chapter 11: System Monitoring and Management 11-1



M On Itorl ng &. M anagement Raid Inc. StorageWatch GUI Users Manual

11.1 Array Information

Unlike its predecessor, StorageWatch presents access to all informational services under

one “Array Status’ category. Users logged in using the “Information” authorization
will be alowed to access the information windows while being excluded from other
configuration options.

Support for device monitoring via SAF-TE, SES, and I°C data busses is the same.
However, StorageWatch now uses a more object-oriented approach by showing
theenclosure graphics which are exactly identica to your X24/X28 or Falcon
enclosures.  StorageWatch reads identification data from connected arrays and
presents a correct display as an enclosure graphic. This process is automaticaly
completed without user’s setup. Note that StorageWatch does not support the
display of drive enclosures provided by other vendors.

11.1.1 The Array Information Category

Once properly setup and connected with a RAID array, a navigation panel displays on

the upper left of the GUI screen.  StorageWatch defaults to the Enclosure View
window at startup.

To access each informational window, single-click a display icon on the navigation
DRttt aisaaaaa window by selecting from the Action menu on the
I Syster Action Help rreen. See Figure 11-1 for access routes.

T_ ES F16F-R2424 Array (Deran)
Llr.l—u Apray Information
b JEnciosure View

= T’ Tasks Under Process

- Logical Drive Information

=
—‘l. Logical % olurne Information

A Fibre Channel Status
5 % PaDSch ]
a8 System Informati = -
i Systermn | Action Help
— I [I Statistics = 5 Z 2 5 2
I esr IRGUCTRIEE Y Enclosure View

7 S o =
G- Mairtensncs é_u . Maintenance »  Tasks Under Process

F-l A Configuration . CGonfiguration »  Logical Drive Infarmation

-OR - _rﬁ T — Logical Yolume Infarmation
Fibre Channel Status

— Logical Drive Informstion

il System Inforration
—.L | Logical Yolume Inforrneti ¥

Statistics

— s Fibre Channel Status

Figure 11-1: Selecting Information Windows

The Array Information category provides access to seven (7) display windows as lised
below:

11-2 Array Information
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Icon for the Array Information category

#4 Opensthe Enclosure Viewfiwindow

j==: Displaysthe Configuration Tasks currently being
processed by the subsystem

E Opensthe Logical Drive information window
_T' Opensthe Logical Volume information window
A Opensthe Fibre Channel Status window

:  Opensthe System View window

| gl Opens the Statistics window

11.1.2 Date and Time

Once date and time has been configured on your subsystem, they are displayed on the
bottom right corner of the manager's screen.

Dezcrigtian I

Zomipeted

2 &LERT:Power Supply 1 Falure Detected
MCE: Starting Creation
*Logical Drive O Complisted

TCE: Starfing Creation

! Logieal Drive 1 Completed

Compéeted

= ALERT:Powver Supply 0 Fafure Detected

2 MOTICE: Poswer Supply 0 Back On-Lire apiceei T e

( Confraller Time - 2004-07-21 15:48 [+08:00)

N -
Mo =

Figure 11-2: Selecting Information Windows

Maintaining the system date and time is important, because it is used for tracking a
pending task, past events, configuring a maintenance task schedule, etc. Date and time
is generated by the real-time clock on the RAID controller/subsystems.

11.1.3 Enclosure View

The enclosure view window displays both the front and the rear views of connected
enclosures. For the Falcon subsystems, SorageWatch displays drive trays in the front
view, and system modules (power supplies, cooling fans, ec.) in the rear view. For
the X24/X28 controllers, StorageWatch displays FC port modules and LEDs in the
front view; powers supplies, cooling fans, and controller modulesin therear view.

Array Information 11-3
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11.1.4

If multiple enclosures are cascaded and managed by a RAID subsystem, StorageWatch
defaults to the display of RAID enclosures and the graphics of the cascaded JBODs
can be accessed by clicking the tab buttons.

StorageWatch is capable of displaying any information provided by an SES, SAF-TE
or 12C data bus. Included among various kinds of information typically provided is
statusfor:

Power supplies

Fans

Ambient temperature
Voltage

UPS

* & ¢ ¢ o o

Disk drives
&  System module LEDs

To read more information about enclosure devices, place your cursor either over the
front view or rear view graphic. An information text field displays as shown below.

Enclosure Yiew

RAID | JBOD(ChI:0,ID:16) | JBOD{ChI:0,ID:32)

Slot: 2, IEM DTLA 3200
Size(ME]: 200, Status: Good, Speed: 100 ME
LD: 3F744216

- mm L eeev e
BEU failed

Fan 0 functioning nortaly
Fan 1 functioning normally
Fan 2 functioning normally
Fan 3 functioning normally
Powver Supply O functioning nartnally
Powver Supply 1 functioning normally [

Figure 11-3: Displaying Enclosure Device Information

More information about each enclosure device can also be found in the System
Information window.

Task Under Process

Access the Task Under Process window by clicking on the display icon in the
StorageWatch navigation pand.

11-4
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Task status
| Taek Ceecriplion Starl Time | e |
i Drivar 3 Masia Scen. (20040813 1355:02 L;%JLJ %Eg
I LogisDrive: sE0EB9AS A Disk. 20040813 135531 : (5‘1 B
P
G Dtive: 2 Mects Soan. 20040643 12 55:02 o
40 Driv: 1 Medda Soan, 20040843 135502 g#)}@

Figure 11-4: Tasks Currently Being Processed

¢  Thiswindow hdps users to understand how many unfinished tasks are currently
being processad by the subsystem. The task status display includes disk drive
maintenance tasks as Media Scan or Regenerate Parity; and array configuration
processes such aslogica driveinitiaization and capacity expansion.

4 If you happen to find that you have made the wrong configuration choice, you
may aso left-click and then right-click on the task information to display the

ask

Abort command.

& A brief task description, start time, and a percentage indicator are available with
each processing task.

Array Information 115



Monltorl ng & Management Raid Inc. StorageWatch GUI Users Manual

11.2

Logical Drive Information

11.2.1

Logica Drive Information helps you to identify the physical locations and logica
relationship among disk drive members. In a massive storage application, a logical
array may consist of disk drivesinstaled in different drive enclosures.

The Logical Drive information is designed for today’s complicated configurations of
RAID arrays. Theinformation window helpsto achieve the following:

¢ Having a clear idea of the relationship can help avoid removing the wrong drive
in the event of drive fallure. A logical drive (RAID) configuration of disk drives
cannot afford two failed disk drives.

¢ A logica drive may include members which reside on different enclosures or
different drive channés. Doing so can help reduce the chance of downtime if a
hardware failure should occur.

4 With operations such as manual rebuild or capacity expansion using the “Copy
and Replace” methodalogy, it is crucia to correctly identify an origina member
and areplacement drive.

Accessing Logical Drive Information

Step 1. To access the Logical Drive Information, single-click its display icon on the
GUI navigation pane or sdlect the command from the “Action” command
menu. After opening the information window, select the logica drive with a
single mouse-click. A display window as shown in Figure 11-5 should

11-6
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Logical Drive Status |

RAID Level [ Size (MB) Status LD Matme |
Mo Raid 600 Good Ld1
200 oo L2
Front View |
RAID 0,ID: 0.1D:
JBOD{ChI:0,ID:16) | JBOD{ChL0,ID:32) Partition(s) of LD: JEDBBOAS
0 |
Logical Drive Message
T | Date | Titne I De=zcription I
3F744216 [2004-02-05 (102010 [Regenerate Partty Start |
SF744216 |ZUU4—DZ—US [10:23:33 lRagenerme Parity Finish |

Figure 11-5: Opening Logical Drive Information Display

Step 2. As shown above, once a configured aray is selected, its members will be
displayed as highlighted drive trays in the Front View window. The array’s
logical partition is displayed on the right. Each logica configuration of drives
is displayed in a different color. If a sdected array includes members on
different enclosures, click the JBOD tab button on top of the enclosure graphic

to locateits positions.

Note that the L ogical Drive M essages column only displays messages that are
related to a selected array.

Logica Drive Information 11-7
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11.3 Logical Volume Information

A logical volume consists of one or many logical drives. Data written onto the logical
volumeis gtriped across the members.,

11.3.1 Accessing Logical Volume Information

Step 1. To access the Logical Volume Information, single-click its display icon on
the GUI navigation panel or select the command from the “Action” command
menu. After opening the information window, select a logica volume by
single mouse-click. The window defaults to the firs volume on the list. A
display window as shown in Figure 11-6 should appear.

Logical \folume Status

| [ Size (MEN

=0 SFEBHCHT

Member Logical Drive(s)

[ © aFraszie, siz= sooe

B 10 36704214, Size: S0CME Partition|s) of L\: 3FEB4C87
P iE’l ]pz lpa Im I.ps IP:' Iﬁﬁ”
Related Information
D | Time | Diescriion
FTEE 0040205 Tz
GFTHEG 20040205 REFEEES)

Figure 11-6: Opening Logical Volume Information Display

Step 2. As shown above, once a configured volume is sdected, its members will be
displayed in the Members column. The volume's logica partition(s) are
displayed on the right as a segmented color bar. Each segment represents a
partition of the volume capacity.

Note that the Related Information column only displays messages that are
related to the sdected volume

11-8 Logical Volume Information
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11.4 Fibre Channel Status

This window is automatically grayed out on subsystems featuring SCS| host channds.
The Fibre Channel Status window displays information such as WWN port name and
node name. In storage goplications managed by SAN management software or
failover drivers, thisinformation is necessary.

Step 1. To access the window, click on the Fibre Channel Status icon on the GUI
navigation pand or select the command from the “Action” command menu.
The events in the window are listed according to the date and time they
occurred with the most recent event at the bottom. A description of each event
is provided.

Step 2. A Refresh button alows you to renew the information in cases when loop IDs
are changed or an LIP has been issued.

Fibre Channel List

Channel 0 (Host, Fibre, ID: 42, 47, Spood: T GHz)
i3 Channel 1 (Host, Fibre, 1D 112,113, Speed: 1 GHz)

Channel Status

Topology Laop

Fibre Channel Speed 1GHz

Link Status Link Up

Port WWH 200000206441 2345
Hode WIAN 100000206441 2345
Loop ID 42,47,

Fibre Channel Address

Figure 11-7: Fibre Channel Status Window

Fibre Channel Status 11-9
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11.5 System Information

This is a view-only window. This window contains information about the operating
status of mgjor components including CPU, board temperature, and enclosure modules
like cooling fan and power supply units.

If the application includes multiple cascaded enclosures, you may also refer to the
enclosure view window where a faulty unit is indicated by the lit red LED. The color
display of the LEDs shown on enclosure graphics correspond to the real stuation on

the enclosure modul es.

System Information

Device Nams walue Status |
e CPU Typz PFCTS0 1=
~mm Total Cache Size ©1 2MB(ECC SDRAM)
e Firtnuvare Version 3344
= Bootrecord Yersion 131K
< Serial Number 13460402
g; C‘ Powwer Supply 1 Powver supply functioning narmally
j’—“; [ C’) Power Supply 2 Powver supply functioning narmally
o IR Fan1 (B7656.0 RPM Fan functioning normally
g) RS Fan 2 3437.0 RPM Fan functioning normally
gl 3 Fan 3 B544.0 RPM Fan functioning normally
F—B" A% Fana BT6E.0 RPM Fan functioning normally
- il | CPU Temp Sensor 535C Temp. within sate range
e 70]| Bosrd Temp Sensor 500¢ Temp. within sate range
ng Board2 Temp Sensar B40C Temp. within safe range
:-wlj +33Y Valus a3 Y Woltage within scceptable rangs ||
- !vm +3V Value SaOrzY Woltage within acceptable range
V| +12Y Walue 12199 Wottage within acceptable range
;ﬂ' Battery-Backup Battery [Battery charging OFF(battery fully charged)
o [ ) Power Supply 0 Pawrer supply functioning narmally
;'§5. 1 Cj Poveer Supply 1 Powver supply functioning normaly
23| 1 Fan o 5.0 RPM Fan functioning normily
S A Fant 5.0 RPM [Fan functioning normaily
—s—ﬁll A Fan 2 5.0 RPM Fan functioning normally
%\ A% Fan 3 5.0 RPR Fan functioning normally
'_s;_s-"m Temperature Sensar 0 Rroc Temp. within safe range
o M cevice sict 1 Slit i empty
SEE [ nevice sint 2 Sint i et |

Figure 11-8: System Information Window

Step 1. To access the window, click on the System Information icon on the GUI
navigation pand or select the command from the “Action” command menu.

Step 2. Carefully check the display iconsin front of the Device Name. Devices are
categorized by the data bus by which they are connected. See the icon list
bel ow for more information:

= RAID controller satus
LS. Status of 12C bus devices
= Status of SAF-TE devices
= Status of SES devices

11-10
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m Temperature sensors

A Refresh button allows you to renew the information in cases when loop IDs are
changed or when an LIP has been issued.

Note that by placing your cursor on a specific item, its device category is displayed.

Component status is constantly refreshed, yet the refresh time depends on the vaue set
for device bus polling intervals, e.g., polling period set for SAF-TE or SES devices.

The Falcon subsystem series supports auto-polling of cascaded enclosures, meaning
t b status of a connected enclosure is automaticaly added to the System Information
window without the user’ s intervention.

11.6 Statistics

StorageWatch Manager incdudes a datistics monitoring feature to report the
overall performance of the disk array system. This feature provides a continualy
updated real-time report on the current throughput of the system, displaying the
number of bytes being read and written per second, and the percentage of data
access being cached in memory. These values are displayed by numbers and aso in
a graphical format.

System  Action
[ AIBF-G1A2 duray (192168.4.172) i
; Statistics [
=+ Infarmation
] Enciasure View | Cparalion Desciiption | Vil
T Tasks Under Process ‘
el

2L Logical Diwve Information ‘

\ Logizal Violur forrmation

{— s Fite Ch

&l Statis
[ | Cache Dty (%) s80
i System Informalion

£} Em‘ Mainznance

Logizal Dives
Yo Prusical Drives
== TaskSchedules

H-| 4 Configuration

Figure 11-9: Statistics Display Window

To access the satistics window, click on the Statistics icon on the GUI navigation
panel or select the Statistics command from the Action menu. Then choose either
Ca b e Dirty (%) or Disk Read/Write Performance (MB/s) by checking the

re ective select box.
P

Statistics
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&  The Cache Dirty gatistics window displays what percentage of data is being
accessed via cache memory.

&  The Read/Write Performance window displays the amount of data being read
from or written to the disk array system, in MB per second.

11-12 Statistics



Chapter 12: Enclosure Display

This chapter introduces the Enclosure View. The following topics are discussed:

* About The Enclosure View — Section 12.1, page 12-2

12.1.1 Introduction

12.1.2 Component Information
* Accessing the Enclosure View — Section 12.2, page 12-4

12.2.1 Connecting to the RAID Agent

12.2.2 Opening the Enclosure View
* Enclosure View Messages — Section 12.3, page 12-5
12.3.1 Generating Message Tags

* LED Representations— Section 12.4, page 12-6

Chapter 12: Enclosure View
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12.1. About The Enclosure View

12.1.1 Introduction

The StorageWatch Enclosure View is a specialized customization that shows a
visualized representation of physical RAID controller/subsystem components in the
enclosure view window of the StorageWatch screen. The Enclosure View allows
users to quickly determine the operational status of critical RAID device components.

The Enclosure View shows both the front and rear pand (eg., the X24/X28
controller head series, see Figure 12-1). The Enclosure View of each
StorageWatch session defaults to the display of the connected RAID controller or
RAID subsystem. Buttons on a tabbed panel provide access to other cascaded enclosures
(e.g., JBBODs, the Falcon series, see Figure 12-2).

Enclosure View

RAID | JBOD(ChI2,ID:8)|

Figure 12-1: X24/X28 Enclosure View

RAID | JBOD(Ch!:0,ID:16) | JBOD(ChI:0,ID:32) |

Figure 12-2: Falcon F16F Enclosure View

12.1.2 Component Information
Using the StorageWatch Enclosure View, it is possible to obtain information and
status information about the following RAID device components:

¢  RAID Controller — The RAID controller is the heart of any RAID device and
controls the flow of datato and from the storage devices.

4 |/O Channéels— An I/O channel isthe channd through which data flows to and
from the RAID controller.
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4 Battery Backup Unit (BBU) — The BBU provides power to the memory cache
when there has been a power outage or the power supply units have failed. Note
that for some subsystem modelsthisisan optional item.

¢ Power Supply Unit (PSU) — All RAID devices should come with at least one
PSU that provides power to the RAID device from the mains.

¢  Cooling Fan module — All RAID devices should come with at least one cooling
Fan module. The cooling Fan modules serve to keep the RAID device
temperature down and to prevent the RAID device from overheating.
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12.2. Accessing the Enclosure View

12.2.1 Connecting to the RAID Agent

To open the enclosure view, it is necessary to access the StorageWatch
program. Connecting to the RAID Agent has been fully described in Chapter 3 of this
manua. Please refer to this chapter for further ingructions on how to open the
StorageWatch program.

12.2.2 Opening the Enclosure View

Once StorageWatch is successfully connected to a RAID device, the enclosure view of
the device you are using will appear immediately. If it doesn’t appear or if you have
closed the “Enclosure View” window but wish to re-access the Enclosure View, you can
select

“Enclosure View” from the navigation panel menu as shown in Figure 12-3.

B RAID Watch

Systern Action Help

| ES FleF-R2a2s Array (Demo)
I

El—u Array Informstion

SE - |Enclosure Vi

-—L T Tasks Under Process

—E Logical Drive Information
—I! Logical Yolume Information
[ Fibre Channel Status
—'.'E) System Information
g, statistios

Eﬂ—»&-\u} Maintenance

E—a Configuration

Figure 12-3: Accessing the Enclosure View with the Navigation
Panel

Alternatively selecting the Enclosure View command from the top screen menu bar, as
shown in Figure 12-4 below, will also open the Enclosure View of your RAID device.

B BAID Watch

System | Action  Help

IEESE  Array Information » BRSRERER AT
.':_l_u . Maintenance »  Tasks Under Process
| = Configuration »  Logical Drive Information

_F T — Logical %olume Infarmation

= Fibre Channel Status
’—C Logical Drive Infarmatior I =

= . ~ Systemn Inforrmation
—‘l- | Logical Yolume Informsti

Statistics
— & Fibre Channel Status

Figure 12-4: Accessing the Enclosure View Using the Command
Menu
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12.3. Enclosure View Messages

The messages shown in the Enclosure View window provide easy access to information
about components on the RAID device that is being monitored. When the cursor on the
screen is moved over the front or rear pand representation, a message tag, that reports the
status of magjor devices, will appear. These satus messages are described below.

12.3.1 Generating Message Tags

Using the mouse to move the cursor onto the relevant RAID device component generates
component message tags. For example, if a user wishes to determine the operational
status of a RAID subsystem, the cursor is moved onto the enclosure graphic and the

corresponding message tag will appear.

The Enclosure View is closaly related to System Information. More device-dependent
information is provided in the System Information window.

The message tag displays as a summary of modul e operating status. The operating status
of each module is shown either as operating normally or failed.

NOTE: Messages do not always appear instantaneously. After the cursor has been
moved onto the component, there is usually a delay of a second before the message tag

appears.
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12.4. LED Representations

As has been described earlier (see Section 12.1) the Enclosure View is a direct
representation of the physical device. RAID devices generdly have an array of status
indicating LEDs. When a component represented by the LED fails (or some other event
occurs), the display color of related LEDs will aso change. The physical gatus of the
LEDs will be reflected directly by the LEDs shown in the enclosure view. That is, if a
LED on the physica device changes its display color, then the display color of the
corresponding LED in the Enclosure View will also change.

The definition for each LED has been completely described in the hardware
manual/ingtallation guide that came with your RAID controller/subsystem. Please refer
to this manua to determine what the different LEDs represent.

13-6
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Chapter 13: NPC Utility Coupled with Mode
Three Installation

This chapter introduces the NPC utility. The following topics are discussed:

¢  TheNPC Utility — Section 13.1, page 12-2

13.1.1 The NPC Utility

13.1.2 To Access the Utility

4  Configuring the Utility Options — Section 13.2, page 12-3
13218
13.2.2 Email Notification

13.2.3 SNMP Traps

13.2.4 Broadcast

Chapter 13: Enclosure View

13-1
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13.1. The NPC Utility

13.1.1 Introduction

NPC is short for Notification Processing Center. The utility is used for sending event
messages when the main StorageWatch modules are installed to a RAID
subsystem’s segregated disk capacity, the reserved space. NPC is implemented to
manage the event notification functions since the Configuration Client utility is not
available with the mode 3 ingdlation scheme. With mode 3 indallation, arrays are
accessed directly through network connections without ingtalling the manager software
and utilities onto a server. The NPC utility is automatically distributed to a disk array's
reserved space when installing StorageWatch using the mode 3 scheme.

13.1.2 To Access the Utility

The NPC utility is easily accessed using a web browser over the network.
1. Open aweb browser program.
2. Enter "http://<controller | P>/configure.htm" in the web browser's URL field.

3. A safe content warning message might prompt. Click Yesto proceed.

‘Warning - Secutity xl
% Do you want to trust the signed applet distributed by "Infortrend Inc"?

Fublisher authenticity verified by: “Infortrend Inc.*

&
\:-’{D The security cerificate was issued by a company that is not trusted.
=1

4%
(yﬂg}‘ The security certificate has not expired and is still valid.

Caution: "Infartrend Inc.” asserts that this content is safe. ¥ou should only accept
this cantent if you trust "Infortrend Inc." to make that asserian.

More Details |

| es || Mo || Always |

Figure 13-1: Security Warning

4. The configuration utility startsas a Java Applét.

132 The NPC Utility
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=l x|

Ensabie: S51: [l

hopty ok |

Figure 13-2: The NPC Initial Screen

13.2. Configuring the Utility Options

13.2.1 SSL

SSL stands for Secure Sockets Layer Handshake Protocol. See Figure 13-2 above, the
initial screen defaults to the SSL option. Select the check box if you want to enable SSL
connection for the management session with the array. Note that the configuration takes
effect after you restart the network connection or reset the management station.

13.2.2 Email Notification

Follow the steps below to configure email notification:

1. Click on the "Natification Process Center Setting" tab. The Base Setting screen
should appear.
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[ SSL || Notification Process Center Setting |
"EMAIL | SNMPTrap | Broadcast |
| Base Setung | Mall Address List |

SMTP Server: | |
Sender's Email: | |
Enabled: [v

Subject:  |RAID Event

[y | [ ok |

Figure 13-3: Email Notification — Sender Side Settings
2. Fill in or sdect thefollowing configuration fidds:

SMTP Server: The Internet mail server used to send event naotification.

Sender's Email: A vdid mail address, the "From" part of email ndtification
functionality.

Enabled: Select this check box to enable Email notification.

Subject: Allows you to append a subject matter to event natification emails, eg.,
“Events from RAID 3 array.”

3. Click Apply or OK to proceed with configuration. Note that configuration will be
saved to the reserved space on the array and may cause a short delay.

4. Click Mail AddressList from the tabbed pand above.

Fill in or sdect the following configuration fidds:
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NPC Utility

? Mail Address List |

=101x]

Raceiver Sevarily
Receiver's Emaik
|
Severity: \"‘ >
Add N Remome
[ Apply | [ ok |

Figure 13-4: Email Notification — Receiver Side Settings

Recelver's Email: Shows a list of all the email addresses that the NPC will
use to send amessageto. Addressesadded will be listed on theright.

Severity: Sdect the severity level of events to be sent to the receiver station.

5. Click Apply or OK to complete the configuration.

13.2.3 SNMP Traps

1. Click on the "Notification Process Center Setting" tab and SNMP Trap to display

SNMP settings.

& Canfigure i =]

[ SSL | Notification Process Center Setting |

|EHHLJ[’_____1‘@E_IBmﬂml|

[ Base Setting | SNMP.

Enablod: [¥

Communitg puﬁ Iic |

[y | [ ok |

Figure 13-5: SNMP Traps — Sender Side Settings

Configuring the Utility Options
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2.

4.

£ Configure i o i .4

Fill in or sdect the fallowing configuration fieds:
Enabled: Select this check box to enable the natification.

Community: Thisis just a dring authentication and can be seen as a plain text
password.

Click Apply or OK to proceed with configuration. Note that configuration will be
saved to the reserved space on the array and may cause a short delay.

Click SNMP Trap List from the tabbed pand above.

[(SSL | Notification Process Center Setting |
gm | SHP Trap | Broadcast |
([BaseSetting | SNMP Trap List |

_Trap Receivers | Geverity |
1921681 254 1
Hosti:  [192.1681254 |

Severity: |.1 bk

Add Remove

[y | [ ok |

Figure 13-6: SNMP Traps — Receiver Side Settings

13.2.4

1

Host 1 P: The port number of the agentslistening for traps.

Severity: Select the severity level of events to be sent to the recever station.
Trap receivers will be added to the Trap Receiverslist on theright.

Click Apply or OK to complete the configuration.

Broadcast Notification

Click on the "Notification Process Center Setting" tab and Broadcast to display
Broadcast settings.

13-6
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=1 ]

& Corfigura
[ SSL | Matification Process Center Setling |
[EMAIL | SNMPTrap | Broadcast |
[ Base Setiing | EadCasting List |

Enahiled: [

[ | [ ok |

Figure 13-7: Broadcast — Sender Side Settings

2. Fill in or sdect thefollowing configuration fieds:

Enabled: Select this check box to enable the notification.

3. Click Apply or OK to proceed with configuration. Note that configuration will be
saved to the reserved space on the array and may cause a short delay.

4. Click Broadcasting List from the tabbed panel above.

Host | P: The IP address a broadcast message will be sent to.

Severity: Sdect the severity level of events to be sent to the receiver station.
Computers receiving broadcast messages will be added to the Host Name list on the

right.
= [l b
__ HostWame | Sewerily
192 166.1 GBE 1
HostIP:  [192.188.1 668 | .
Severity: |.1 e

Add Remove

[ | [ o |

Figure 13-8: Broadcast — Receiver Side Settings

5. Click Apply or OK to complete the configuration.

Configuring the Utility (')pti ons 13-7



N PC Utl | Ity Raid Inc. StorageWatch GUI Users Manual

IMPORTANT!

In a massive capacity configuration, it takes a while for the RAID subsystem to write the
NPC configuration profile to every disk members. DO NOT reset or power down the
subsystem before the configuration can be safdy distributed to the array.

Also make sure the subsystem’s Ethernet port and related TCP/IP settings have been
properly configured for the NPC functionality to take effect.
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Appendix A. Command Summary

This appendix describes the commands available in StorageWatch Manager.
These commands are presented either in each configuration window, as command
buttons on the pull-down menus, or on pop-up menus triggered by mouse right-click.

A.1. Menu Commands

This section lists and explains the commands available from the menus in the menu bar.

A.1.1  RAID Watch Program Commands

StorageWatch System Menu Commands (Base-Level Window)

Command Description
Open Device | Connects StorageWatch Manager to a particular disk
array system for management.

Exit <X> Closes the StorageWatch Manager application.

StorageWatch Window Menu Commands (Base-Level Window)

Command Description
Next Window This command allows you to switch to the display
of the next array being connected.
Tile All This command arranges currently open windows so

that they are all visible and occupy an equal part of
the StorageWatch application window.

Cascade All This command arranges currently open windows so
that one is placed over the other but every window
is still visible.

Hide All This command functions like the minimize caption
button.
Close All (This command closes all currently open windows

and ends all software connections.

StorageWatch Help Menu Commands (Base-Level Window)

Command Description
About <A> Displays information about the StorageWatch
Manager program.
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What's this? Produces an inter-active arrow mark. By placing the
arrow mark over and clicking on a functional menu
or push button, the related help content page
displays.

Help Topic Displays StorageWatch Manager on-line help.

StorageWatch System Menu Commands (Each Connection

Window)
Command Description
Refresh Refreshes the status display of current connection in cases
when configuration changes are made through a terminal
connection to the same array.
Logout Closes the currently open window and ends the software’s
connection with the array

StorageWatch Action Menu Commands (Each Connection

Window)
Command Description
Array Displays the second-level menu which provides access to
Information all information windows. Access to the information windows

can also be found on the navigation panel.

Maintenance

Displays the second-level menu which provides access to
all maintenance tasks windows. Access to the
maintenance task windows can also be found on the
navigation panel.

Configuration

Displays the second-level menu which provides access to
all configuration windows. Access to the configuration
windows can also be found on the navigation panel.

A.2. Configuration Client Utility Commands

File Menu Commands

Command Description
Add Host Creates a new entry by entering Root Agent server IP.
Exit Closes the Configuration Client application.

Command Summary
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Tool Bar Commands

Open Bookmark
File

Opens a previously saved connection view profile. This
profile contains information about Root Agent server and
the RAID arrays being managed by a Root Agent.

Save Bookmark

Saves current connection view profile onto your system

File drive. The default file name is default.npc.

Connect Connects to a Root Agent server, usually the one that you
RootAgent choose as a management and install the Configuration
Server Client utility. However, you may connect to multiple Root

Agent server from a single workstation.
Disconnect Disconnects from a currently connected Root Agent
RootAgent server.
Help Cursor The Help Cursor helps linking and displaying the
associative help topics with a screen element.
Help Displays StorageWatch Manager on-line help. Details

about the Configuration Client utility are also included.

Help Menu Commands

Command

Description

About

Displays information about the Configuration Client
program.

Root Agent Right-click Menu Commands

Command Description
Add Host Connects to a Root Agent server, usually the one that
you choose as a management and install the
Configuration Client utility. However, you may connect
to multiple Root Agent server from a single workstation.
Delete Host Deletes a Root Agent entry from the connection view
Disconnect Disconnects from a currently connected Root Agent

server.

Generate Dummy
Events

Creates dummy events for testing the notification
functions.

Refresh

Refreshes the connection view status. Updates the
connection information about Root Agent(s) and the
RAID arrays being managed.

App-4
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Appendix B.

Fibre

Fiber

HBA

Host

Glossary

(Also known as “fibre channd.”) A device (in the case of RAID, a data Sorage
device) protocol capable of high data transfer rates. Fibre channd simplifies
data bus sharing and supports nat only greater speed, but also more devices on
the same bus. Fibre channel can be used over both copper wire and optica
cable.

An optical network data transmission cable type which is unrelated to fibre
channd (above).

Host-Bus Adapter — an HBA is a device that permits a PC bus to pass data to
and receive data from a storage bus (such as SCS| or fibre channel).

A computer, typically a server, which uses a RAID system (internal or external)
for data storage.

Host LUN

(See Host and LUN). “Host LUN” is another term for a LUN.

Inter-1C — a type of bus desgned by Philips Semiconductors which is used to
connect integrated circuits. 1°C is a multi-master bus, which means that multiple
chips can be connected to the same bus and each one can act as a master by
initiating a datatransfer.

In-Band SCSI

ISEMS

(sometimes “in-band” or “In-band”) A means whereby RAID management
software can use SCSI cabling and protocols to manage a controller. (Note: in-
band SCSl is typically used in place of RS-232 for controller management.)

In-band is also implemented with Fibre channd host connection.

Raid Inc. Simple Enclosure M anagement System — an 1°C-based enclosure
monitoring standard devel oped by Raid Inc. Technologies, Inc.

Glossary
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JBOD
Just aBunch of Drives—non-RAID use of multiple hard disks for data storage.
JRE

Java Runtime Environment — the Solaris Java program used to run .JAR
applicationslocally or over a network or the internet.
Logical Drive

Typically, a group of hard disks logically combined to form a single large
storage unit. More broadly, the assignment of an ID to a drive or drives for use
in storage management. Often abbreviated, “LD.”

Logical Volume

A group of logical drives logically combined to form a single large storage unit.
Often abbreviated, “LV."

LUN
Logical Unit Number — A 3-bit identifier used on a bus to distinguish between
up to eight devices (logica units) with the same ID.

M apping
The assgnment of a protocol or logical ID to a device for purposes of data
storage, data transfer, or device management.

Mirroring

A form of RAID wheretwo or more identica copies of data are kept on separate
disks. Used in RAID 1

Configuration Client

An independently run software application included with StorageWatch which
permits centralized management using the Root Agent as the bridging dement
and event notification via various methods including e-mail and fax.

NRAID
Non RAID

Parity

Parity checking is used to detect errors in binary-coded data. The fact that dll
numbers have parity is commonly used in data communications to ensure the
validity of data. Thisis called parity checking.

App-6
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RAID

Redundant Arrays of Independent Disks (Originally “Redundant Arrays of
Inexpensive Disks’). The use of two or more disk drives ingead of one disk,
which provides better disk performance, eror recovery, and fault tolerance, and
includes interleaved storage techniques and mirroring of important data. See
Appendix C.

RAID Agent

The StorageWatch module which manages and monitors a RAID controller
and receives StorageWatch Manager commands viathe RAID agent.

RAID agent comes embedded with RAID array firmware. RAID agent can also
be manually ingtalled onto a server which is directly-attached with a RAID array
and communicates with it using the in-band protocols. See description of in-
band.

StorageWatch Manager

SAF-TE

SCSI

SE.S

The GUI RAID interface part of StorageWatch.

SCSI Accessed Fault-Tolerant Enclosures — an evolving enclosure monitoring
device type used as a Smple red-time check on the go/no-go status of enclosure
UPS, fans, and other items.

Storage Area Network — is a high-speed subnetwork of shared storage devices.
A storage device is a machine that contains nothing but a disk or disks for
storing data. A SAN's architecture works in a way that makes al sorage
devices available to all servers on a LAN or WAN. Because stored data does
not resde directly on the network’s servers, server power is utilized for
applicationsrather than for data passing.

SASL is the Simple Authentication and Security Layer, a mechanian for
identifying and authenticating a user login to a server and for providing
negotiating protection with protocol interactions.

Smal Computer Systems Interface (pronounced “scuzzy”) — a high-speed
interface for mass storage that can connect computer devices such as hard
drives, CD-ROM drives, floppy drives, and tape drives. SCSI can connect up to
sixteen devices.

Glossary
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SCSI Enclosure Services is a protocol that is used to manage and sense the sate
of the power supplies, cooling devices, temperature sensors, individua drives,
and other non-SCS| dementsingtalled in afibre channe JBOD endlosure.

SMAR.T.

Self-Monitoring, Analysis and Reporting Technology — an open standard for
developing disk drives and software systems that automatically monitor a disk
drive's health and report potentid problems. Idedly, this should alow users to
take proactive actions to prevent impending disk crashes.

SMS

The Short Message Service (SMS) is the ability to send and receive text
messages to and from mobile telephones. SMS was created and incorporated
into the Global System for Mobiles (GSM) digital sandard.

Spare
Spares are defined as dedicated (Local) or Global. A drive designation used in

RAID systems for drives that are not used but are instead “hot-ready” and used
to automatically replace a failed drive. RAIDs generally support two types of
spare, Local and Global. Loca spares only replace drives that fail in the same
logical drive. Global sparesreplace any drive in the RAID that fails.

Stripe

A contiguous region of disk space. Stripes may be as small as one sector or may
be composed of many contiguous sectors.

Striping
Also caled RAID-0. A method of distributing data evenly across al drivesin an
array by concatenating interleaved stripes from each drive.

Stripe Size

(Aka, “chunk sze”) The smalest block of data read from or written to a
physical drive Modern hardware implementations let users to tune this block to
thetypical access paterns of the most common system applications.

Stripe Width

The number of physica drives used for a tripe. Asarule, the wider the sripe,
the better the performance.

Write-back Cache

Many modern disk controllers have several megabytes of cache on board.
Onboard cache gives the controller greater freedom in scheduling reads and
writes to disks attached to the controller. In write-back mode, the controller
reports a write operation as complete as soon as the data is in the cache. This
sequence improves write performance at the expense of rdiability. Power

App-8
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failures or system crashes can result in lost datain the cache, possibly corrupting
thefile system.

Write-through Cache

The opposite of write-back. When running in a writethrough mode, the
controller will not report a write as complete until it is written to the disk drives.
This sequence reduces read/write performance by forcing the controller to
suspend an operation while it satisfiesthe write request.

Appendix C. RAID Levels

C.1.

C.2.

This appendix provides a functional description of Redundant Array of Independent
Disks (RAID). Thisincludesinformation about RAID and available RAID levels.

RAID Description

Redundant Array of Independent Disks (RAID) is a storage technology used to improve
the processng capability of storage systems. This technology is designed to provide
reiability in disk array systems and to take advantage of the performance gains multiple
disks can offer.

RAID comes with a redundancy feature that ensures fault-tolerant, uninterrupted disk
storage operations. In the event of a disk falure disk access will gill continue normally
with the failure transparent to the host system.

RAID has sx levels: RAID 0 ~5. RAID levels 1, 3 and 5 are the most commonly used
levels, while RAID levels 2 and 4 are rarely implemented. The following sections
described in detail each of the commonly used RAID leves.

Non-RAID Storage

One common option for expanding disk storage capacity is smply to install multiple disk
drives into the system and then combine them end to end. This method is called disk
spanning.

In disk spanning, the total disk capacity is equivalent to the sum of the capacities of all
SCSl drives in the combination. This combination appears to the system as a single
logical drive. Thus, combining four 1GB drivesin this way, for example, would create a
singlelogical drive with atotd disk capacity of 4GB.

Disk spanning is consdered non-RAID due to the fact that it provides neither redundancy
nor improved performance. Disk spanning is inexpensive, flexible, and easy to

RAID Levels

App-9



Appendlces Raid Inc. StorageWatch GUI Users Manual

implement; however, it does not improve the performance of the drives and any single
disk falure will result in total dataloss.

(j 2 GB Hard drive
+
() scerHaddie
+
(j) 1 GB Hard drive
+
. (:) 2 GB Hard drive

Logical 2+3+1+2=28 GB Logical Drive
Drive

I\Q M

C.3. RAIDO

C.4.

RAID 0 implements block striping where data is broken into logical blocks and sriped
across several drives. Although cdled RAID O, this is not a true implementation of
RAID because there is no facility for redundancy. In the event of a disk failure, data is
lost.

In block striping, the total disk capacity is equivalent to the sum of the capacities of all
drives in the array. This combination of drives appears to the system as a single logica
drive.

RAID 0 provides the highest performance without redundancy. It is fast because data can
be simultaneously transferred to/from multiple disks. Furthermore, read/writes to
different drives can be processed concurrently.

Logical Drive

T~ Physical Disks
N

N Block1l
~—Block2
Block3
N Block4
N Block5
el
I Block7 4
~—_Blockg _~

RAID 1

RAID 1 implements disk mirroring where a copy of the same data is recorded onto two
sets of striped drives. By keeping two copies of data on separate disks or arrays, data is
protected against a disk failure. If, at any time, a disk on either side fails, the good disks
can provide all of the data needed, thus preventing downtime.

App-10
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In disk mirroring, the total disk capacity is equivalent to half the sum of the capacities of
al drives in the combination. Thus, combining four 1GB drives, for example, would
cregte a single logical drive with a total disk capacity of 2GB. This combination of
drives appearsto the system as asingle logica drive.

RAID 1is smple and easy to implement; however, it is more expensive as it doubles the
investment required for anon-redundant disk array implementation.

Logical Drive

T Physical Disks

w
\_Blockl

—Block3
M Block4
~—Block5 4
N Block6
N Block7
\_Blockg ~

Biock2

In addition to the data protection RAID 1 provides, this RAID level aso improves
performance. In cases where multiple concurrent |/Os are occurring, these 1/0s can be
distributed between two disk copies, thus reducing total effective data access time.

C.5. RAID 1(0+1)

RAID 1(0+1) combines RAID 0 and RAID 1 — Mirroring and Disk Striping. RAID (0+1)
alows multiple drive failure because of the full redundancy of the hard disk drives. If
more than two hard disk drives are chosen for RAID 1, RAID (0+1) will be performed
automatically.

IMPORTANT: RAID (0+1) will not appear in the list of RAID levels supported by the controller. If you
wish to perform RAID 1, the controller will determine whether to perform RAID 1 or RAID (0+1). Thiswill
depend on the drive number that has been selected for the logical drive.

Physical Disks

Logical Drive

Y
\¥/

Striping :
1 - Block2 - ;
- Blockl N \[Block4_
\__Block2 B Blocks N IBlock6 1 .
\_ Block3 B Block7 IBlock8 |

\__Block4 | - R NI .
N Blocks 1

N—Block6
N Block7 1
- Block8 -

Block 1

rror 2

rror 4

: or 8
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C.6.

C.7.

RAID 3

RAID 3 implements block striping with dedicated parity. This RAID level bresks data
into logical blocks, the size of a disk block, and then stripes these blocks across several
drives. Onedriveis dedicated to parity. In the event a disk fails, the original data can be
reconstructed from the parity information.

In RAID 3, the total disk capacity is equivaent to the sum of the capacities of all drives
in the combination, excluding the parity drive. Thus, combining four 1GB drives, for
example, would create a sngle logical drive with a total disk capacity of 3GB. This
combination appears to the system as asingle logica drive.

RAID 3 provides increased daa transfer rates when data is being accessed in large
chunks or sequentialy.

However, in write operations that do not span multiple drives, performance is reduced
since the information stored in the parity drive needs to be re-calculated and re-written
every time new datais written to any of the data disks.

Logical Drive Physical Disks

Ty
N_

M Block1
NBlock2
. Block3
. Block4 1
N Block5
~—Blocks
N Block7 4
~_Block8 ~

RAID 5

RAID 5 implements multiple-block striping with distributed parity. This RAID level
offers the same redundancy available in RAID 3; though the parity information this timeis
distributed across dl disks in the array. Data and relative parity are never stored on the
same disk. In the event a disk fails, original data can be reconstructed using the available
parity information.

For small 1/O0s, as few as one disk may be activated for improved access speed.

RAID 5 offers both increased data transfer rates when data is being accessed in large
chunks or sequentially and reduced total effective data access time for multiple
concurrent 1/0’ s that do not span multiple drives.

APp-12
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C.8.

Logical Drive Physical Disks

Block 1
Block 2

Striping + non-dedicated Parity

Block 3 ez | RO

Block 4 w Block 4

B0k E @ Block 5
Block 8 i !

Block 6
Block 7
Block 8

RAID 10, 30, and 50

Raid Inc. implements RAID 10, 30, 50 in the form of Logica Volumes. Each logical
volume consists of one or more logical drives. Each member logical drive can be
composed of in adifferent RAID level. Members of alogical volume are striped together
(RAID 0); therefore, if all membersare RAID 3 logical drives, the logical volume can be
called a RAID 30 storage configuration.

Using Logical Volumes to contain multiple logical drives can help managing arrays of
large capacity. It is, however, difficult to define the RAID level of a logica volume
when it includes members each composed of a different RAID level.

RAID Levels
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Appendix D.  Additional References

D.1.

D.2.

D.3.

This appendix provides direction to additiona references that may be useful in creating
and operating a RAID, and in using StorageWatch and StorageWatch Manager.

Java Runtime Environment

JRE (Java Runtime Environment) is a shareware product from Sun/Solaris. Two
websites that may be of userdativeto JRE are:

The main Java website URL: java.sun.com

The JRE download website URL: www.sun.com/softwar e/solarig/jre/download.html

StorageWatch Update Downloads & Upgrading

Raid Inc. will provide StorageWatch agent and StorageWatch Manager
updates periodicaly both via our ftp server and as new CD rdeases. Our FTP ste
can be accessed via our websites at:

ftp.Raid Inc..com.tw

Uninstalling StorageWatch

StorageWatch agents and StorageWatch Manager can be uningalled. Choose the
Uningall icon in the StorageWatch group.

App-14
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A Broadcasting List, 13-7
About command, 5-11 c
access mode, 10-7 cache hits statistics, 11-11
access rights selection box, 3-3 Cache Hits graph, 5-18
Account name, 3-14 Cache Hits, 5-18
Action command menu, 11-9 Cache Synchronization on Write-Through, 7-13
Action command, 5-11, 11-8 cache write-back, 7-3
Adaptive Write Policy, 7-13 cache write-through, 7-3~4
Add Disk, 9-8 caching, 7-3
Add Host, 3-3 Cascade All, 5-26
Add LUN Filter, 10-8 Cell Phone Number, 3-20
Add New Schedule Task, 5-21 Centralized Management, 1-6, 1-11, 2-8, 3-2
Add receiver, 3-12, 3-14 Centralized Management Statio, 1-7
add recipient prompt, 3-14 Centralized Management Station, 3-2
add recipient, 3-13 channel configuration, 8-1~2
Add Spare Drive, 9-8 Channel Mode, 8-4
adding spare drive, 9-1, 9-13 channel parameters, 8-3
additional capacity, 9-20 Channel window, 8-2~3
administrator, 3-3 check boxes, 5-25
Alert, 3-11 check circles, 5-25
Applet Mode, 2-8 Close All, 5-26
Application Program, 3-10 color bar, 9-24, 10-4
Array Information, 5-12 COM port, 3-21
Authorized Access Levels, 5-8 Command menu, 3-4, 5-9~10, 5-12
AV applications, 7-11 Communications, 7-5
Available Expand Size, 9-9 Community, 13-6
B Conceptual Foundation, 1-11

Configuration Category, 5-21

Configuration Client, 1-3, 1-5, 1-11, 3-2, 5-3
Configuration Parameters, 7-2

Configure Task Schedule, 5-21

Configure, 3-2

basis ID, 10-6

Battery Backup Unit, 12-3
battery backup, 7-3~4
Baud rate, 7-5

BBU, 12-3

Broadcast, 1-3, 3-14, 13-6

Connect Root Agent Server, 3-5
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Connection Prompt, 5-5

Connection View Navigation Panel, 3-5
Connection View, 5-7

connection wizard, 5-4, 5-6

controller parameters, 7-10

controller configuration, 7-2

Controller Name, 7-4

Controller Parameters, 7-3

Controller, 7-3

controllers, 1-2, 1-5 cooling

FAN module, 12-3 create

LD, 9-4

Create Logical Drive Window, 5-22~23
Create Logical Volume, 9-1, 9-17
create LUN mapping, 10-2

create LV, 9-1, 9-17~18

current status, 5-14

Current Value field, 3-6, 3-14

Current Value, 3-11

D

data cache, 7-3

data transfer clock rate, 8-4
Date/Time:, 7-4

Delay Second, 3-16

delete LD, 9-4

delete LUN mapping, 10-2

Delete LUN, 10-5

delete LV, 9-1~2, 9-17, 9-22
device components, 12-2
directly-attached server, 5-3
Disconnect Root Agent Server, 3-5
Disk Access Delay Time(Sec), 7-10
Disk 1/0 Timeout(Sec), 7-11

Disk R/W, 5-18

download firmware and binary, 7-7
download firmware, 7-7

download NVRAM from host disk, 7-7
Drive Check Period(Sec), 7-11
Drive Fail Swap Check Period, 7-11
drive partition mapping, 1-4

drive partitioning, 1-4

drive selection, 9-6

Drive Size, 9-5

drive tray icon, 9-3

drive’s capacity, 5-14
Drive+RCCOM, 8-4

Drive-Side Parameters, 7-10
dual-redundant controllers, 1-13

dynamic LD expansion, 9-10
E

edit commands, 5-23

Edit Monitor Controller, 3-7

Edit Partition, 9-24

Email Notification, 13-3

Email, 3-13

Enclosure Device Information, 11-4
enclosure graphics, 11-10
enclosure modules, 11-10
enclosure view icons, 12-4
Enclosure View messages, 12-5
Enclosure View, 5-13, 11-2~3, 12-2
Ethernet port, 3-13

event description, 1-3

Event Log/Config View, 5-9

event severity levels, 3-11

Event Triggered Operations, 7-14
execute expand, 9-9

existing logical drives, 9-8

Exit command, 5-11

Expand by Adding Drives, 9-8
Expand Command, 9-9

expand LD, 9-4, 9-20
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Index

Expand, 9-8

Expansion Mode 1, 9-10
Expansion Mode 2, 9-11
expansion size, 9-9

extended LUN mapping, 10-6
F

failed drive, 1-5, 6-2~5, 9-14
Failed drives, 6-3

Fax device, 3-16

fax notification, 1-3, 2-2

Fax, 3-15

Fibre Channel Status Window, 5-16
Fibre Channel Status, 11-9
filter setting, 10-8

Filter Type:, 10-7

Front View window, 9-3, 9-8
Front View, 5-15

FTP sites, 2-15

Functions Panel, 5-20

G

Generate Dummy Event, 3-5
graphical interface, 1-2, 1-4
Group Name, 10-6
guaranteed latency, 7-11
Guest login, 3-3

Guest Password, 3-7

GUI Screen Elements, 3-4

H

help topic command, 5-11
Hide All, 5-26

Host Bus Failover Mode, 7-13
Host ID Mask, 10-7

Host ID, 10-6

Host IP, 13-6~7

Host LUN Mapping Window, 5-25
Host LUN(s), 5-25

host LUN, 10-1

Host WWN Filter(s), 5-25
Host-Side Parameters, 7-12
hot-swapping, 6-2

http server, 1-13

HTTP, 1-13

I’C, 11-2

ICQ contact, 3-18

ICQ login, 3-18

ICQ User Name, 3-18
ICQ, 3-18

ID Pool Menu, 8-6

ID pool, 8-1, 8-5~6

ID range, 10-6

in-band connection, 1-12
In-band SCSI, 2-16
In-Band, 2-16
Information login, 5-8
information type, 11-10
initialization mode, 9-5
initialization options, 9-7
install shield, 2-8
installation method, 1-12
installing StorageWatch,
2-6 installshield.jar, 2-4
IO channel, 12-2

IP address, 2-9, 7-5

J

Java Applet, 1-6

Java program, 1-12
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Java Run-time Environment, 1-2
Java Run-time, 1-11

Java virtual machines, 1-13
Java-based GUI, 5-8

JBOD tab button, 11-7

L

LD assignment, 9-5

LD drive size, 9-6

LD partition, 9-23

LD RAID level, 9-5~6

LED Representations, 12-6

Linux, 1-3

Local client, 2-1~2

local management, 5-4

logical drive creation, 1-4

Logical Drive Information, 5-15, 11-6
Logical Drive Message, 5-16, 11-7
Logical Drive Status, 5-15

Logical Drive(s) or Volume(s), 5-25
Logical Drives window, 5-20, 6-3, 9-4
logical drives, 1-3, 1-4, 6-3, 9-17
logical partition, 11-7~8

Logical view, 1-5

logical volume creation, 1-4

Logical Volume Information Window, 5-16
Logical Volume Information, 11-8
Logical Volume Parameters, 9-21
logical volume partitions, 1-3

Logical Volume Status, 9-25

logical volumes, 1-3~4, 6-3, 9-17
Logout command, 5-11

Logout, 5-7

look and feel, 5-1, 5-8

LUN Filter mapping, 10-7

LUN map table, 10-2~3

LUN mapping delete, 10-1, 10-5

LUN mapping, 10-3

LUN, 9-23

LUNSs per Host ID, 7-12

LV assignment, 9-18~19
LV parameters, 9-19

LV partitions, 9-23

LV write policy, select, 9-19

M

Mail Address List, 13-4

mail subject, 3-14

Maintenance login, 5-8
Maintenance, 5-19

Managed Arrays, 3-8
Management Center, 1-8, 3-4
management functions, 1-3

map LD partition, 10-1, 10-4
Map LUN and Add Filter, 10-4, 10-6, 10-8
map LV partition, 10-1, 10-4
MAPI, 2-2

mapping logical volume, 1-3
Maximum Drive Response Timeout, 7-11
maximum free capacity, 9-9
Maximum Queued IO Count, 7-12
Maximum Tag Count, 7-10
member drives, 1-5

menu bar, 5-9

Message Tags, 5-14, 12-5

Mode One Installation, 1-6

Mode Three Installation, 13-1
Mode Three Installation, 1-6
Mode Two Installation, 1-6
Module Config panel, 3-6
Module Config, 3-6, 3-19

Module Configuration, 3-6
Module Redundancy, 2-10

Module Requirements, 1-12
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module status, 12-5 parallel display, 5-22
MSN Account, 3-19 Partition Size, 9-24~25
MSN contact, 3-20 Partitions, 1-3, 9-23, 10-1
MSN Messenger, 3-19~20 Password Protection, 1-4, 1-10, 5-8, 6-6
multiple management sessions, 1-2 Password, 3-14, 5-8
Multiple ranges, 10-7 percentage indicator, 11-5
multi-RAID environment, 3-2 Peripheral Device Type Parameters Reference, 2-17
mute beeper, 7-6 Physical Drives maintenance window, 5-20

N Physical Drives window, 6-3

physical drives, 1-5, 5-13, 6-3, 9-4

narrow transfer, 8-4~5 PID, 8-1, 8-5

havigation panel, 11-9 Platform Limitations, 2-4

NetBEUI, 2-2, 2-5
network interface, 7-5
Next Window, 5-26

no drop-frame, 7-11
node name, 5-16, 11-9

Notification configuration options, 3-2

Platform Requirements, 2-4
Plugin Description, 3-10
plugin folder, 3-10

Plugin Label, 3-10

Plugin, 3-10

Plug-ins, 3-9
Notification Functions, 3-11

Notification Methods, 3-11

polling period, 11-11

pop-up menu, 1-4

NPC Utility, 13-1 port name, 10-6, 11-9
@) port number, 3-7

Power Supply Unit, 12-3

Primary ID (PID), 8-6

Primary ID, 8-5

Product Utility CD, 2-7

program updates, 2-15

On/Off switch, 3-11, 3-15~16, 3-20
Open Bookmark File, 3-5

Open Device, 5-26

operational status, 12-5

Optimization for Random 1/0, 7-3~4
Properties, 9-8

PSU, 12-3
pull-down menu, 1-4, 5-25

optimization for Sequential 1/O, 7-4
optimization policy, 7-3

Other configuration parameters, 7-10
out port IP, 3-13 Q
Outer Shell, 5-26
Outside line, 3-16

P

Queue size, 3-16

R

RAID 0, 6-2
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RAID 1, 9-13 Root Agent entry, 3-5
RAID 3, 9-13 Root Agent IP, 3-3

RAID 5, 9-13 Root Agent Log, 3-1, 3-8
RAID Agent IP, 3-8, 3-23 Root agent settings, 3-6
RAID Agent, 12-4 Root Agent, 3-2, 3-7, 3-15
RAID agents, 1-7 routing table, 10-7

RAID Chart, 2-3 RS-232C port, 2-16, 7-5
RAID controller, 12-2 S

RAID levels, 6-2, 9-17

RAID Parameters, 9-6 safety range, 7-9

RAID systems manager, 5-4 SAF-TE, 11-2
StorageWatch agents, 1-11 SAF-TE/SES Device Check Period, 7-11
StorageWatch CD, 2-6 SAN, 1-8

SASL, 3-13

StorageWatch GUI, 3-2
RCCOM, 8-4
read/write statistics, 11-12

Save Bookmark File, 3-5

save NVRAM to Disk, 7-7

Screen Elements, 5-9

SCSI D, 6-5, 8-1, 9-14

SCSI Motor Spin Up, 7-10

SDRAM DCC, 7-4

Secondary Controller RS-232 Terminal, 7-13
Secondary ID (SID), 8-6

Secondary ID, 8-5

Selected Members column, 9-3

real-time event notices, 1-3
real-time reporting, 1-2
Rebuild Priority, 7-12
rebuilding logical drives, 1-3
Receiver Data, 3-10
receiver entry, 3-12, 3-14
Receiver's Email, 13-5
redundancy, 5-3

redundant configuration, 1-3 Selected Members panel, 9-18

Redundant Controller Communication Channel, 7-13 Selected Members window, 5-22
Selecting Members, 5-22

Send Period, 3-8, 3-21

sender's address, 3-14

Sender's Email, 13-4

SES, 11-2

severity events, Level 1, 3-1, 3-22

Redundant Controller Settings, 7-13
redundant controller, 7-12

refresh, 11-9

remote management, 1-3, 1-5, 2-2, 5-1, 5-6
replacement drives, 6-3

reserved space, 1-6, 2-9

reset controller, 7-6 severity events, Level 2, 3-1, 3-22
Restore NVRAM from Disk, 7-7
Retrieve IP list, 5-4~5

retry time, 3-21

severity events, Level 3, 3-1, 3-23
severity level, 3-11, 3-22

severity parameter, 3-11

Severity, 3-14, 3-21, 13-5~7
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Show Root Agent List, 5-4

Shut Down an LD, 9-16
shutdown controller, 7-6

SID, 8-5

slot ID, 5-22

SMART, 7-11

SMS, 3-1, 3-20

SMTP mail server, 3-14

SMTP Server, 13-4

SMTP, 3-8

SNMP agent, 3-12

SNMP settings, 3-12

SNMP Trap List, 13-6

SNMP traps, 1-3, 3-12, 13-5
Software Module, 1-7~9
software requirements, 2-2, 2-6
Software Setup, 2-6

Solaris, 1-3

spare drive, 1-3, 6-3~5, 9-1, 9-13~14
Spare drives, 6-3

SSL, 13-3

Stand-alone (on Host), 1-6
Stand-alone (on Subsystems), 1-6
Stand-alone, 2-8

start time, 11-5

statistics command button, 11-11
statistics monitoring, 1-3, 11-11
Statistics Window, 5-18

Status, 3-11, 3-16, 3-18

Stripe size, 9-5, 9-7

Subject, 13-4

Sync. Period, 7-4

synchronous communication, 8-1, 8-4

synchronous transfer clock rate, 8-4

synchronous transfer clock signal, 8-4

synchronous transfer mode, 8-4

System Information, 5-1, 5-17, 11-10
System parameters, 7-6

System Requirement, 2-2

system tab, 7-6

System View window, 5-26

T

tabbed panel, 5-13, 12-2

task description, 11-5

Task Schedules, 5-1, 5-21

Task Status, 5-15

Task Under Process, 5-1, 5-14, 11-4
TCP/IP, 1-3, 1-5, 2-6

Terminal Emulation, 7-5

termination, 8-1, 8-4

the Channel Window, 5-24

the Existing Logical Drives, 5-2, 5-23
the Existing Logical Volumes Window, 5-23
Threshold, 7-8

Tile All, 5-26

Time Zone, 7-4

Tool Bar Buttons, 3-5

transfer clock rate, 8-1

transfer rate, 5-14

transfer width, 8-1

U

Unique Identifier, 7-4
upload NVRAM to Host Disk, 7-7

user-configurable message, 1-3

w

Warning, 3-11
wide transfer, 8-4~5
Windows Messaging, 2-5

Windows platforms, 2-4
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Write Policy, 9-5~6, 9-18
write-back cacche, 7-3
Write-Verify options, 7-12
WWN Names(s), 5-25
WWN port name, 5-16
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