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Design Kits Fuel Feature-Rich Applications

Build your own system by Avnet Electronics Marketing designs, manufactures, sells and
mixing and matching: supports a wide variety of hardware evaluation, development and
* Processors reference design kits for developers looking to get a quick start on
e FPGAs .

a new project.
e Memory
e Networking With a focus on embedded processing, communications and
e Audio networking applications, this growing set of modular hardware kits
e Video allows users to evaluate, experiment, benchmark, prototype, test
* Mass storage and even deploy complete designs for field trial.

° Bus interface

e High-speed serial interface Gain hands-on experience with these design kits and other

development tools by participating in a SpeedWay Design

Available add-ons: Workshop™ this spring.

e  Software
e  Firmware
e  Drivers

e  Third-party development tools For more information about upcoming SpeedWay workshops, visit
www.em.avnet.com/speedway

For a complete listing of available boards, visit
www.avnetavenue.com
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Welcome to the second edition of I/O Magazine, the premier educational journal of I/O tech-
MANAGING EDITOR Charmaine Cooper Hussain nology from Xilinx. This magazine was created for practicing engineers in the semiconductor
and electronic design communities, with an emphasis on design challenges and solutions.

ONLINE EDITOR Tom Pyl
,::'p%::@xi“nx_mm Gone are the days when FPGAs were used only for glue logic functions. Today’s FPGAs perform

720-652-3883 central functions in a majority of systems in the communications, computing, storage, consumer,
and automotive industries. Following Moore’s law, advanced devices such as Xilinx® Virtex™-4
UL Sy FPGAs are shipped with integrated 10 Gigabit transceivers, Ethernet MACs, and thousands of

1[/Os, able to morph from LVDS to HSTL to LVCMOS with the flip of a bit and making these
O ?_%"0;3;3_555] advanced technologies available at a cost point previously unthinkable. If the past is any indication,

next-generation FPGAs will bring even more capabilities to the design community.

Designing with such advanced technologies is incredibly exciting and always challenging.
Rather than completing only a digital design, most designers now must deal with PC board and
connector design and signal and power integrity issues. To successfully complete your projects,
you must constantly update your knowledge — and what better way to do that than to learn
from the people who designed these technologies? Xilinx and its partners are committed to

helping you learn — and /O Magazine is an excellent way to achieve that goal.

In this issue, you will find articles on relevant design issues such as PCI Express, memory interfaces,
\ signal integrity, and PC board design. You will also find useful information about tools, IP, and

training classes that can help you complete your design on time.

g\ EATIoN Thank you and happy reading!

Xilinx, Inc.

2100 Logic Drive

San Jose, CA 95124-3400
Phone: 408-559-7778
FAX: 408-879-4780

Abhijit Athavale
St. Marketing Manager,

© 2006 Xilinx, Inc. Al rights reserved. XILINX,
the Xilinx Logo, and other designated brands included
herein are trademarks of Xilinx, Inc. PowerPC is a
trademark of IBM, Inc. All other trademarks are the
property of their respecfive owners.

Connectivity Solutions
Xilinx, Inc.

The articles, information, and other materials included in
this issue are provided solely for the convenience of our
readers. Xilinx makes no warranties, express, implied,
stafufory, or otherwise, and accepts no liability with
respect to any such articles, informafion, or other mate-
rials or their use, and any use thereof is solely at the
risk of the user. Any person or enity using such infor-
mation in any way releases and waives any claim it
might have against Xilinx for any loss, dumage, or
expense caused thereby.
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Quantum-SI™ is the only
system-level signal integrity
tool that can deliver true
High-Speed Design Closure™
by bringing together signal
integrity, timing, crosstalk
and rules-driven design...

...all in a single solution.

SiSoft can provide your organization a growth
path to the future because our software
incorporates the needs of our own signal integrity

consultants who are solving next generation
problems today. When you invest in SiSoft
products you can be certain that you are investing
in your future designs as well.

>
*\‘H

SiSoft provides software, design analysis kits
and second-to-none consulting services.
Quantum-SI’s Core-to-Core™ methodology
enables our software to more accurately
predict system-level noise and timing
margins. Quantum-SI incorporates signal
integrity, timing and crosstalk analysis with
unparalleled accuracy, simulation capacity,
and functionality. Only Quantum-SI
integrates the capabilities necessary for
High-Speed Design Closure, the key to
achieving first-pass success.

To learn more about SiSoft’s products and services or

to request a product demo, visit us on the web at
www.sisoft.com, or send email to info@sisoft.com.

"\ SiSoff



/O MAGAZINE JANUARY 200606

CONTENTS

ARTICLES

A Paradigm Shift in Signal Integrity and Timing Analysis ............cccooceiinin. 6
Capturing Data from Gigasample Analog-to-Digital Converters....................... 9
Xilinx/Micron Partner to Provide High-Speed Memory Interfaces .................. 14
Implementing High-Performance Memory Interfaces With Virtex-4 FPGAs....... 16
Debugging and Validating PCl Express 1/O ........coovviiviiiiiiiiiiiiieiice 20
Using Complex Triggers in the Identify Debugger............ccoooviiiiiiiiinennnn. 24
Understanding the PCI-SIG Compliance Program ............cccccooviiiiiiiiiiinnn. 28
SUCCESSTUI DDR2 DESIGN .....vviiieiiieeiiie e 31
Board Design Panacea .........coueiiiiiiiiiiiiiie e 36
Deliver Efficient SPI-4.2 Solutions with Virtex-4 FPGAs .........ccccoceiviiiiienenn. 39
A Low-Cost PCl Express SOIUHON .....ocvviiiiiiiiiiiciiic e, 42
How to Detect Potential Memory Problems Early in FPGA Designs ................ 44
Taking Rugged 1/O Cabling and Connectors to Higher Speeds .................... 48
A New PCI Express Solution Simplifies Video Security Applications .............. 52
Designing a Spartan-3 FPGA DDR Memory Interface...........cccoooviviiancennenn. 56

PRODUCT REFERENCE

10-Gigabit Ethernet MAC ...........oooiiiiiiiiiicie e 58
Tri-Mode Ethernet MAC ..ot 59
Virtex-4 Embedded Tri-Mode Ethernet MAC Wrapper............ccccccovvieennnnnnne. 60
KAUL .o 61
Memory Interfaces Reference Design ...........cccoviiiiiiiiiiiiiiiccce 62
Interfacing QDR Il SRAM with Virtex-4 FPGASs........cccociiiiiiiiiiiiiieee, 65
Xilinx PCl Express SOIUtON........ouiiiiiiiiiie e 66
Spartan-3 Generation IP...........coouiiiiiiiiiiiii e 68
EDUCATION

Signal Integrity for High-Speed Memory and Processor I/O ...........ccccceeiie. 71
PCl Express Design FIOW ......co.oiiiiiiiiiiiice e 72

Designing with Multi-Gigabit Serial 1/O ..o, 73



A Paradigm Shift in Signal
Infegrity and Timing Analysis

Emerging high-speed interfaces are breaking fradifional analysis approaches,

forcing a paradigm shift in-ana

by Barry Katz
President and CT0
SiSoft
barry.katz@sisoft.com

Simplistic rule-of-thumb approaches to
interface analysis are proving to be woeful-
ly inadequate for analyzing modern high-
speed interfaces like DDR2, PCI Express,
and SATA-II. This situation will only
worsen when emerging standards like
DDR3 and 5-10 Gbps serial interfaces
become commonplace.

Signal integrity analysis performed on
only the shortest and longest nets in a
design may not identify the worst-case
inter-symbol interference, crosstalk, or pin
timing scenarios caused by variations in
stub length, number of vias, routing layers,
AC specifications, package parasitics, and
power delivery. An integrated, interface-
centric approach that incorporates compre-
hensive signal integrity, timing, crosstalk,
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and power integrity analysis is required to
more accurately predict system-level noise
and timing margins.

Figure 1 offers the results of a simplistic
versus comprehensive analysis approach to
illustrate the shortcomings associated with
some analysis tools, which are built on
outdated rule-of-thumb methodologies
and assumptions. The first waveform in
Figure 1 represents a high-speed differen-
tial network using Xilinx® Virtex™-II
ProX RocketIO™ IBIS models, lossless
transmission lines, and ideal grounds with
no crosstalk or power noise.

It is quite apparent from viewing the
results that the simplistic analysis approach
fails to provide the accuracy of the more
comprehensive approach. The second
waveform represents the progressive effect
on the eye as a longer stimulus pattern is
used, along with more accurate modeling

of interconnect structures. The analysis

also used detailed SPICE I/O models,

ysis tools and methodology.

accounting for power delivery, crosstalk,
non-ideal grounds, and variations in
process, voltage, and temperature.

When designers are fighting for tens of
picoseconds and tens of millivolts, an
approach that considers all of the factors
affecting margin (see Figure 2) is essential
to ensure that a design will meet its cost

and performance goals.

Model Interconnect Topologies
and Termination Schemes

Accurate modeling of interconnect struc-
tures and termination — including the com-
ponent packaging, PCBs, connectors, and
cabling — is critical for accurate simulations
of high-speed networks. As edge rates have
increased and interconnect structures have
remained relatively long, the importance of
modeling frequency-dependent loss has
become much more crucial, which requires
the use of two- and three-dimensional field

solvers. Given the potential for wide varia-

January 2006




Figure 1 — Xilinx Virtex-1I RocketIO transceiver simplistic versus comprebensive analysis
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Figure 2 — Factors affecting system-level noise and timing margins

tion in the physical routing through pack-
aging, PCBs, connectors, and cabling of
many bus implementations, it is virtually
impossible to identify the worst-case net
without performing a comprehensive
analysis on the entire interface.

Common analysis considerations that

affect the analysis results include:
* Lossy versus lossless transmission lines

* Modeling vias as single- or multi-port
structures

¢ Sensitivity to the number of vias in a net

¢ The use of two-dimensional distrib-
uted or three-dimensional lumped
models for packages and connectors

* Modeling with S-parameters

Account for Inter-Symbol Interference

Traditional simulation approaches assume
that signals are quiescent before another
transition occurs. As the operating frequen-
cies increase, the likelihood that a line has
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not settled to its quiescent state increases.
The effect on one transition from the resid-
ual ringing on the line from one or more
previous transitions results in delay varia-
tions. These delay variations, called inter-
symbol interference, or ISI, require
complex stimulus patterns that excite the
different resonances of the network to cre-
ate the worst-case scenarios. For some net-
works, these patterns may have a handful
of transitions, but for multi-gigabit serial
links, it is common to use long pseudo-ran-

(PRBS) patterns.
Because the resonant frequency of a net-

dom bit sequence

work is a function of the electrical length,
the worst-case ISI effects may or may not
occur on the shortest or longest net. In
addition, interconnect process variations
must be accurately accounted for, as this
variation will cause changes in the resonant
frequency (reflections) of the network.
Multi-gigabit serial link interfaces con-
tain embedded clocks in the serial stream

and use clock recovery techniques to

extract the serial data, which must meet
stringent eye mask requirements. I/O
buffer model accuracy that reflects pre-
emphasis/de-emphasis and equalization is
crucial for analyzing the effects of ISI.

Don’t Forget the Effects of Crosstalk
Crosstalk is noise generated on a net from
transitions on nearby interconnects in the
circuit board, packages, connectors, and
cables. Crosstalk can change the level of the
signal on a net and therefore cause varia-
tions in the interconnect delays and reduce
noise margins. Synchronous and asynchro-
nous crosstalk are noise sources that must
be fully analyzed to determine their effects
on signal integrity and timing margins.

Model 1/0 Buffer Characteristics

and Component Timing

1I/O buffer electrical and timing characteris-
tics play a key role in defining the maximum
frequency of operation. A flexible methodol-
ogy and automated analysis approach is
required to support the wide variations in
I/O technology models, including mixed
IBIS and SPICE simulation. SPICE models
are more accurate and very useful when sim-
ulating silicon-to-silicon. SiSoft implements
this through its Core-to-Core Methodology,
as shown in Figure 3. However, you should
recognize that the improvement in accuracy
comes at a price — a 5x to 100x simulation
speed decrease.

Output buffers and input receivers are
commonly characterized by numerous elec-
trical/timing characteristics and reliability
thresholds. These cells may include on-die
termination, controlled impedances/slew
rates, pre-emphasis, and equalization.

For high-speed parallel buses, data input
timing is defined as a setup/hold time
requirement with respect to a clock or
strobe. Data output timing is defined by
the minimum and maximum delay when
driving a reference load with respect to a
clock or strobe. With the advent of SSTL
signaling, AC and DC levels were intro-
duced for Vil/Vih to more accurately char-
acterize receiver timing with respect to an
input signal. Further refinements have
been made through slew rate derating

(required for DDR2 and DDR3), which
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Figure 3 — SiSoft’s Core-to-Core Methodology

uses tables to model the internal delay of a
receiver at the core based on the slew rate at
the pad. These refinements are not taken
into account by simplified analysis
approaches. This is why they cannot be
used to accurately model the more complex
behavior of many high-speed interfaces,
where tens of picoseconds and tens of mil-

livolts matter.

Don’t Neglect PVT Variations

Many analysis tools and simplified method-
ologies neglect the effects of process, voltage,
and temperature (PVT) variations, which
can have disastrous results at high
Mbps/Gbps signaling rates. It is especially
important to consider IC process variations
when modeling interconnect structures.
Manufacturers typically supply data describ-
ing the AC specs and 1/O buffer characteris-
tics for fast, typical, and slow process parts,
which bound the expected operating region.
You should always analyze high-speed
designs at the minimum/maximum operat-
ing extremes to avoid finding unpleasant

surprises after the hardware is built.

Maintain Power Integrity

Maintaining the integrity of the power sub-
systems for both 1/O and core power is crit-
ical. This requires analyzing stackups; PCB,
package, and IC decoupling; routing layers
and associated signal return paths. At a
high level, the goal is to maintain a low
impedance connection between associated
voltage references across the operational
frequency of interest. Simultaneous switch-
ing output (SSO) noise is commonly ana-
lyzed as part of power delivery to the I/O
structures and also includes the effects of
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package crosstalk. SSO is often quantified
in terms of a timing uncertainty penalty

applied to the AC timing specs of the chip.

Accurately Determine Setup and Hold Margins
Faster interfaces require maintaining very
tight timing margins. Interfaces are typi-
cally classified as either synchronous (com-
mon-clock), source-synchronous, clock
recovery, or a hybrid of these types. It is
important that the clock distribution is
accurately simulated and used in carefully
correlated ways with data nets to accurate-
ly predict timing margins and optimal
clock distribution. The integration of
accurate signal integrity, timing, crosstalk,
and rules-driven design is the basis of a
new paradigm, which we call “High-Speed
Design Closure.”

Required Tools and Methodology Paradigms
To overcome the shortcomings of tradition-
al analysis methodologies and inaccuracies
associated with oversimplified rules-of-
thumb, today’s high-speed interface design-
ers need to adopt a more comprehensive
interface-centric  system-level analysis
approach that addresses many (if not all) of
the issues discussed in this article.
High-quality I/O buffer models, inter-
connect models, and accurate component
AC timing/electrical specifications are
fundamental to any analysis approach.
The process of capturing and managing
multiple interface designs; performing
comprehensive simulations over process,
voltage, and temperature for a large solu-
tion space of variables; and analyzing the
simulation results for waveform quality,
timing, crosstalk, SSO, and ISI effects is a

daunting task without proper tools,
which automate and integrate many man-
ual steps and processes.

A highly automated analysis approach is
also required to understand the loading
effects associated with multi-board designs
that include different board populations
and part variants, and manage the complex
set of variables within a multi-dimensional
solution space. In pre-layout analysis, it is
crucial to be able to mine the simulation
results from different solution/space scenar-
ios to pick an optimal solution for compo-
nent placement and board routing.

Once the boards have been routed, it is
equally important to verify the routed
designs in the final system configuration,
including different board populations and
part variants to “close the loop” on signal
integrity and timing. Accurate signal
integrity analysis and crosstalk prediction
in post-layout is essential to predicting sys-
tem-level noise and timing margins.

With “High-Speed Design Closure,”
SiSoft is committed to providing tools for
signal integrity, timing, crosstalk, and rules-
driven design that meet rapidly changing
signal integrity and timing requirements.

Conclusion

High-speed interface design and analysis
complexity is only going to increase as edge
rates and data rates get faster and voltage
rails decrease. Engineering managers
should recognize that setting up a high-
speed interface analysis process requires an
investment in simulation libraries, analysis
products, and people.

When you invest in tools, do your
homework first. Check to see if prospective
tools can really address some of the tough
issues presented in this article and that they
provide you the growth path you need for
the future. Perform thorough (and possibly
lengthy) comparative evaluations of poten-
tial products to see if they address your cur-
rent signal integrity, timing, power delivery,
and crosstalk analysis needs, but also keep
an eye to the future — it will arrive sooner
than you think.

To learn more about SiSoft's products and

services, visit wwuw.sisoft.com or e-mail

info@sisoft.com.
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Capturing Data from Gigasample
Analog-fo-Digital Converters

Interfacing National Semiconductor’s ADCO8D1500 to the Virtex-4 FPGA
allows quick-start customer application development.

by lan King
Application Engineer
National Semiconductor
ian.king@nsc.com

Data conversion within the test and meas-
urement domain and communications
industry is moving into the gigasamples per
second (GSPS) range. Developing a system
capable of processing data at these speeds
requires diverse engineering disciplines
from the initial system concept through to
board design, FPGA logic design, signal
processing, and application software.
National Semiconductor has developed
a leading-edge analog-to-digital (A/D)
converter that can deliver as many as three
billion samples per second to an 8-bit reso-
lution. One of the main system design
questions from customers regarding this
product is how data can be reliably cap-
tured and processed at this speed.
Therefore, National’s applications team
designed a development platform to pro-
vide a solution to this query and demon-
strate a reliable data-capture method. This
allows the design focus to shift away from
the high-speed front end so that developers
can focus on their intended application.
The platform also demonstrates that
high clock speeds can be reached while
maintaining low power dissipation suffi-
cient for the entire system to be housed in
a small enclosure, as would be required for
a commercial or industrial system. In this
article, I'll explain the techniques and
analysis involved in achieving this goal.

|/Omagazine 9



Power Considerations

When selecting an FPGA for data capture
that can achieve low power levels and per-
formance, a 90 nm device is the first choice.
In applications where data is captured in
bursts (such as oscilloscopes and radar), the
static power of the FPGA device becomes
an important factor. This is because the
high-speed data transfer between devices
takes place over a very short time period, so
the capture logic will be static while the
application consumes the data.

Figure 1 shows a comparison of Xilinx®
Virtex™.-4 FPGA static power figures over
device density. This indicates that the stat-
ic power is significantly less than the power
consumed by the National Semiconductor
ADC08D1500 A/D converter, which is
typically 1.8W when running from a 1.5
GHz sample clock. Therefore, for systems
processing the captured data in bursts, the
ADC can be the main source of heat and
power dissipation. Having an ADC with
low power figures is a key parameter in the
design of products, especially those that are
required to be small and portable. The
design of this development platform con-
firms that these qualities are achieved by
interfacing the ADC08D1500 to the
Virtex-4 device.

Data Transmission

The next consideration for systems using
the ADC08D1500 and Virtex-4 FPGA is
the signaling between these devices. There
are two key issues when handling two chan-
nels (each providing data at a rate of 1.5 bil-
lion (1.5 x 10?) conversions per second):

* Signal integrity between the ADC
and FPGA

e The rate of data transfer for each
clock cycle

The ADCO08D1500 uses low voltage
differential signaling (LVDS) for each of its
data outputs and clock signal. The main
advantage of the LVDS signaling method is
that you can achieve high data rates with a
very low power budget. Two wires are used
for each discrete signal that is to be carried
across the circuit board, which should be
designed to have a characteristic impedance

10 |/Omagazine

of 100 Ohms (defined by the LVDS stan-
dard). These traces are differentially termi-
nated at the receiver with a 100 Ohm
resistor to match the transmission line (see
Figure 2).

A signal voltage is generated across the
terminating resistor by a 3.5 mA current
source within the driving output buffer,
which provides a 350 mV signal swing for
the receiving circuit to detect. The
ADC08D1500 has a total of four 8-bit

data buses, plus a clock and over-range sig-
nal that require an LVDS type connection
to the FPGA (Figure 3). This adds up to a
total of 34 differential pairs, all of which
require 100 Ohm termination.

The Virtex-4 device offers active digi-
tally controlled impedance (DCI) and a
simple passive 100 Ohm termination on-
chip within the I/O buffers of the device.
These on-chip termination methods elim-

inate the need to place passive resistors on

Static Power Comparison vs. Device
Static Power from VgginT at 85°C

H Virtex-4 FPGA

Static Power (W) from VeoinTa

OA
g

S Q
4\7\:\ A\:\:\ ADC08D1500

Devices Sorted by Equivalent Logic Element Density

Figure 1 — Comparing the Virtex-4 static power over device
density with the operating power of the ADC0O8D1500
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Over-Range .

Figure 3 — ADC08D15000 connections to the FPGA
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The ADCO8D1500 provides a de-multiplexed data output for each of its two channels. Instead of

providing a single 8-bit bus running at a data rate equal to the sampling speed, the ADC

outputs two consecutive samples simultaneously on two 8-bit data buses (1:2 de-mux).

the circuit board and simplify the routing
on the PCB. The DCI option consumes
significantly more power than the passive
option in this case, simply because of the
number of discrete signal lines (68 total)
that require termination. Therefore, I
would  advise turning on  the
DIFF_TERM feature within each of the
IOBs (1/0 buffers) to which the ADC sig-

nals are connected.

Data Capture

After transmitting data at high speeds
using a robust signaling method, it is nec-
essary to store this data into a memory
array for post processing. The
ADCO08D1500 provides a de-multiplexed
data output for each of its two channels.
Instead of providing a single 8-bit bus
running at a data rate equal to the sam-
pling speed, the ADC outputs two con-
secutive samples simultaneously on two
8-bit data buses (1:2 de-mux).

If the ADC is configured as a single-
channel device and put into DES (dual-
edge sampling mode), then the sampling
speed can be doubled (from 1.5 GSPS to
3.0 GSPS); thus, four consecutive samples
are available simultaneously on each of
the four buses (1:4 de-mux). This method
of de-multiplexing the digital output
reduces the data rate to at least half the
sampling speed (1:2 de-mux), but increas-
es the number of output data bits from 8
to 16.

For a 1.5 GHz sample rate, the con-
version data will be output synchronous
to a 750 MHz clock. Even at this reduced
speed, FPGA memories and latches would
not be able to accept this data directly. It
is therefore beneficial to make use of a
DDR method, where data is presented to
the outputs on the both the rising and
falling edges of the clock (Figure 4).

Although the data rate remains the
same for DDR signaling, the clock fre-

quency is halved again to a more manage-
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able 375 MHz. This frequency is now in
the realms of the FPGA IOB data latches.
Before this data can be stored away to
memory, a small pipeline constructed from
a series of data latches is required. Starting
with the inputs, for each data line con-
nected to an IOB pair on the FPGA, two
latches will be used to capture the incom-
ing data. One latch is clocked on the rising
edge of a phase-locked data clock, while
the second latch is clocked using a signal
that is 180 degrees out of phase.

The relative position of these clocks
should be adjusted so that the edges are
aligned with the center of the data eye, tak-
ing into account the propagation delay of
the signal as it enters the FPGA (Figure 5).
To simplify this clocking scheme, the
Virtex-4 device is equipped with DCMs
that allow these clock signals to be generat-
ed internally and can be phase-locked to
the incoming data clock.

After latching the incoming data using
a DCM, the clock domain must be shifted

Dlw

0. G 0.

=B

Figure 4 — Oscilloscope plot of clock (top trace) and data from the ADC in DDR mode

l«——| Latch Clock Phase Shift

DDR Data Clock

DDR Data

Odd Data Latch
Clock

Even Data Latch
Clock

Figure 5 — DDR signaling with DCM-generated data-capture clocks
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using an intermediate set of latches so that
all of the data can be clocked into a mem-
ory array on the same clock edge. Because
of the speed of the clock, there is not suf-
ficient setup and hold time to re-clock the
data; therefore the data must be de-multi-
plexed again to lower the data rate to
187.5 MHz. Once lowered, the data cap-
tured on the out-of-phase clock (even) can
be re-captured using the in-phase clock
(odd) running at the de-multiplexed rate
(see Figure 6).

A second DCM is used to produce the
de-mux clock. The clock input frequency
is internally divided by two, which pro-
duces the 187.5 MHz clock signal. This
DCM will provide an output that is
phase-locked to the synchronous data
clock (DCLK).

Data Storage

As shown in Figure 6, a single 8-bit data
bus from the FPGA has been de-multi-
plexed by four. When all four data buses
from the ADC are considered, this
method produces a data word 128 bits
wide running eight times slower than the
sample speed for two-channel operation.
The data can now be stored into a FIFO
memory buffer.

Creating the custom FIFO for this
application is made easy using the Xilinx
LogiCORE™ FIFO Generator. Using
this software wizard, you can create a
FIFO with an input bus width as wide as
256 bits, having an aspect ratio (input-to-
output bus width ratio) of 8 to 1. As this
design has a 128 bit input bus, the mini-
mum output bus width is 16 bits. This
works out well, allowing one 8 bit output
bus to be used for I Channel data and the
other for the Q channel.

Because the aspect ratio is not 1:1, the
FIFO generator will create the memory
design using block RAM within the
FPGA. A single block RAM can be con-
figured as 36 bits wide by 512 locations
deep, so to capture the 128-bit conversion
word, the design will use four block
RAMs. This gives each channel a 4 KB
storage depth without having to cascade
FIFO blocks (Figure 7). Having 4K bytes

of storage is more than sufficient data for
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The low power consumption of the two devices

enables systems to operate without forced cooling

in small enclosures and does not contribute to a large

change in ambient temperature.

a Fast Fourier Transform (see Figure 8) to
be applied to the digital conversion of the
input signal and represents around 2.7 uS
of time-domain information at the 1.5
GHz conversion rate.

Conclusion

When used for the data capture applica-
tion described, about 85% of the logic
fabric inside the Virtex-4 (LX15) device

low switching noise and to be placed in
very close proximity to a high-band-
width, high-speed data converter with-
out significantly downgrading the
measured performance solved my FPGA
design challenge.

The two-channel ADC development
board discussed in this article is available
to order from National Semiconductor
in three speed grades: 500 MHz, 1 GHz,
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Figure 8 — FFT analysis of 689 MHz input captured by ADCO8D1500 and Virtex-4 FPGA

remains available for proprietary firmware
development. This leaves space for addi-
tional signal processing and data analysis
to be performed in hardware, reducing the
burden on the software application.

The low power consumption of the
two devices enables systems to operate
without forced cooling in small enclo-
sures and does not contribute to a large
change in ambient temperature. The abil-
ity of the Virtex-4 FPGA to operate with
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and 1.5 GHz. On-board clocking is pro-
vided, so all that is required to get start-
ed is to provide an analog signal for
sampling, plug in the power supply
(included), and connect the USB inter-
face to the host PC.

Single-channel device platforms are
also available at 1 GHz and 1.5 GHz
sample rates. For more information,
visit  www.national.com/xilinx and wwuw.

national.com/appinfoladc/ghz_adc.html. o
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Xilinx /Micron Partner to Provide
High-Speed Memory Inferfaces

Micron’s RLDRAM Il and DDR /DDR2 memory combines performance-critical features

fo provide both flexibility and simplicity for Virtex-4-supported applications.

by Mike Black

Strategic Marketing Manager
Micron Technology, Inc.
mblack@micron.com

With network line rates steadily increas-
ing, memory density and performance are
becoming

extremely important in

enabling network system optimization.
Micron Technology’s RLDRAM™ and
DDR2 memories, combined with Xilinx®
Virtex-4™ FPGAs, provide a platform
designed for performance.

This combination provides the critical
features networking and storage applications
need: high density and high bandwidth. The
MI461 Advanced Memory Development
System (Figure 1) demonstrates high-speed
memory interfaces with Virtex-4 devices and
helps reduce time to market for your design.

Micron Memory

With a DRAM portfolio that's among the
most comprehensive, flexible, and reliable
in the industry, Micron has the ideal solu-
tion to enable the latest memory platforms.
Innovative new RLDRAM and DDR2
architectures are advancing system designs
farther than ever, and Micron is at the fore-
front, enabling customers to take advan-
tage of the new features and functionality
of Virtex-4 devices.

RLDRAM II Memory

An advanced DRAM, RLDRAM II mem-
ory uses an eight-bank architecture opti-
mized for high-speed operation and a
double-data-rate I/O for increased band-
width. The eight-bank architecture enables
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RLDRAM II devices to achieve peak
bandwidth by decreasing the probability of
random access conflicts.

In addition, incorporating eight banks
results in a reduced bank size compared to
typical DRAM devices, which use four.
The smaller bank size enables shorter
address and data lines, effectively reducing
the parasitics and access time.

Although bank management remains
important with RLDRAM 1I architec-
ture, even at its worst case (burst of two at
400 MHz operation), one bank is always
available for use. Increasing the burst

length of the device increases the number
of banks available.

I/0 Options

RLDRAM I architecture offers separate
I/O (SIO) and common I/O (CIO)
options. SIO devices have separate read
and write ports to eliminate bus turn-
around cycles and contention. Optimized
for near-term read and write balance,
RLDRAM 1II SIO devices are able to
achieve full bus utilization.

In the alternative, CIO devices have a
shared read/write port that requires one
additional cycle to turn the bus around.
RLDRAM II CIO architecture is optimized
for data streaming, where the near-term bus
operation is either 100 percent read or 100
percent write, independent of the long-term
balance. You can choose an I/O version that
provides an optimal compromise between
performance and utilization.

The RLDRAM II I/O interface pro-
vides other features and options, including
support for both 1.5V and 1.8V /O lev-

els, as well as programmable output imped-
ance that enables compatibility with both
HSTL and SSTL I/O schemes. Micron’s
RLDRAM 1I devices are also equipped
with on-die termination (ODT) to enable
more stable operation at high speeds in
multipoint systems. These features provide
simplicity and flexibility for high-speed
designs by bringing both end termination
and source termination resistors into the
memory device. You can take advantage of
these features as needed to reach the
RLDRAM II operating speed of 400 MHz
DDR (800 MHz data transfer).

At high-frequency operation, however, it
is important that you analyze the signal driv-
er, receiver, printed circuit board network,
and terminations to obtain good signal
integrity and the best possible voltage and
timing margins. Without proper termina-
tions, the system may suffer from excessive
reflections and ringing, leading to reduced
voltage and timing margins. This, in turn,
can lead to marginal designs and cause ran-
dom soft errors that are very difficult to
debug. Micron’s RLDRAM 1I devices pro-
vide simple, effective, and flexible termina-
tion options for high-speed memory designs.

On-Die Source Termination Resistor
The RLDRAM II DQ pins also have on-
die source termination. The DQ output
driver impedance can be set in the range of
25 to 60 ohms. The driver impedance is
selected by means of a single external resis-
tor to ground that establishes the driver
impedance for all of the device DQ drivers.
As was the case with the on-die end ter-
mination resistor, using the RLDRAM 1I

January 2006



on-die source termination resistor elimi-
nates the need to place termination resistors
on the board — saving design time, board
space, material costs, and assembly costs,
while increasing product reliability. It also
eliminates the cost and complexity of end
termination for the controller at that end of
the bus. With flexible source termination,
you can build a single printed circuit board
with various configurations that differ only
by load options, and adjust the Micron
RLDRAM II memory driver impedance
with a single resistor change.

DDR/DDR2 SDRAM

DRAM architecture changes enable twice the
bandwidth without increasing the demand on
the DRAM core, and keep the power low.
These evolutionary changes enable DDR2 to
operate between 400 MHz and 533 MHz,
with the potential of extending to 667 MHz
and 800 MHz. A summary of the functional-
ity changes is shown in Table 1.

Modifications to the DRAM architec-
ture include shortened row lengths for
reduced activation power, burst lengths of
four and eight for improved data bandwidth
capability, and the addition of eight banks
in 1 Gb densities and above.

New signaling features include on-die ter-
mination (ODT) and on-chip driver (OCD).
ODT provides improved signal quality, with
better system termination on the data signals.
OCD calibration provides the option of tight-
ening the variance of the pull-up and pull-
down output driver at 18 ohms nominal.

Modifications were also made to the mode
register and extended mode register, including
column address strobe CAS latency, additive
latency, and programmable data strobes.

Conclusion

The built-in silicon features of Virtex-4
devices — including ChipSync™ I/O tech-
nology, SmartRAM, and Xesium differential
clocking — have helped simplify interfacing
FPGAs to very-high-speed memory devices.
A 64-tap 80 ps absolute delay element as well
as input and output DDR registers are avail-
able in each I/O element, providing for the
first time a run-time center alignment of data
and clock that guarantees reliable data cap-
ture at high speeds.
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_— DDR SDRAM

DDR 2
SDRAM
DDR SDRAM
DDR 2 E
SDRAM DIMM |8 DIMM
FCRAM II
QDRI
SRAM
RLDRAM II
=
Figure 1 — ML461 Advanced Memory Development System
Xilinx  engineered the MIL461 Virtex-4 devices. The ML461 system,

Advanced Memory Development System
to demonstrate high-speed memory inter-
faces with Virtex-4 FPGAs. These include
interfaces with Micron’s PC3200 and
PC2-5300 DIMM modules, DDR400
and DDR2533
RLDRAM II devices.
In addition to these interfaces, the
ML461 also demonstrates high speed
QDR-II and FCRAM-II interfaces to

components, and

which also includes the whole suite of ref-
erence designs to the various memory
devices and the memory interface genera-
tor, will help you implement flexible, high-
bandwidth memory solutions with
Virtex-4 devices.

Please refer to the RLDRAM informa-
tion pages at www.micron.com/products/
dram/rldram/ for more information and

technical details. ©°

FEATURE/OPTION DDR DDR2

Data Transfer Rate 266, 333, 400 MHz 400, 533, 667, 800 MHz

Package TSOP and FBGA FBGA only

Operating Voltage 2.5V 1.8V

/0 Voltage 2.5V 1.8V

1/0 Type SSTL_2 SSTL_18

Densities 64 Mb-1 Gb 256 Mb-4 Gh

Infernal Banks 4 4and 8

Prefetch (MIN Write Burst) 2 4

CAS Latency (CL) 2,2.5, 3 Clocks 3,4, 5 Clocks

Additive Latency (AL) No 0,1,2, 3,4 Clocks

READ Latency (L AL+ (L

WRITE Latency Fixed READ Latency - 1 Clock

/0 Width x4/ x8/ x16 x4/ x8/ x16

Output Calibration None 0(D

Data Strobes Bidirectional Strobe Bidirectional Strobe

(Single-Ended) (Single-Ended or Differential)

with RDQS

On-Die Termination None Selectable

Burst Lengths 248 4,8

Table 1 — DDR/DDR?2 feature overview
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Implementing High-Performance
Memory Interfaces with Virtex-4 FPGAS
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dato ot / 'Lh }ime" with ChipSync technology.

by Adrian Cosoroaba
Marketing Manager

Xilinx, Inc.
adrian.cosoroaba@xilin.com

As designers of high-petformance systems
labor to achieve higher’ bandwidth while
meeting critical timing margins, one con-
sistently vexing performance bottTeneck is
ory-interface. Whether 'you are
designing for an ASIC, ASSD, or FPGA,

capturing source-synchronous read data at

transfer rates exceeding 500 Mbps may
well be the toughest challenge.

Source-Synchronous Memory Interfaces

Double-data rate (DDR) SDRAM and
quad-data-rate (QDR) SRAM memories
utilize interfaces

through which the data and clock (or

strobe) are sent from the transmitter to the

source-synchronous

receiver. The clock is used within the
receiver interface to latch the data. This
eliminates interface control issues such as
the time of signal flight between the mem-
ory and the FPGA, but raises new chal-
lenges that you must address.
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One of these issues is how to meet the
various read data capture requirements to
implement a high-speed source-synchronous
interface. For instance, the receiver must
ensure that the clock or strobe is routed to all
data loads while meeting the required input
setup and hold timing. But source-synchro-
nous devices often limit the loading of the
forwarded clock. Also, as the data-valid win-
dow becomes smaller at higher frequencies, it
becomes more important (and simultane-
ously more challenging) to align the received
clock with the center of the data.

Traditional Read Data Capture Method
Source-synchronous clocking requirements
are typically more difficult to meet when
reading from memory compared with writ-
ing to memory. This is because the DDR
and DDR2 SDRAM devices send the data
edge aligned with a non-continuous strobe
signal instead of a continuous clock. For
low-frequency interfaces up to 100 MHz,
DCM phase-shifted outputs can be used to
capture read data.

Capturing read data becomes more chal-
lenging at higher frequencies. Read data can
be captured into configurable logic blocks
(CLBs) using the memory read strobe, but
the strobe must first be delayed so that its
edge coincides with the center of the data
valid window. Finding the correct phase-shift
value is further complicated by process, volt-
age, and temperature (PVT) variations. The
delayed strobe must also be routed onto low-
skew FPGA clock resources to maintain the
accuracy of the delay.

The traditional method used by FPGA,
ASIC, and ASSP controller-based designs
employs a phase-locked loop (PLL) or delay-
locked loop (DLL) circuit that guarantees a
fixed phase shift or delay between the source
clock and the clock used for capturing data
(Figure 1). You can insert this phase shift to
accommodate estimated process, voltage,
and temperature variations. The obvious
drawback with this method is that it fixes
the delay to a single value predetermined
during the design phase. Thus, hard-to-pre-
dict variations within the system itself —
caused by different routing to different
memory devices, variations between FPGA
or ASIC devices, and ambient system condi-
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tions (voltage, temperature) — can easily cre-
ate skew whereby the predetermined phase
shift is ineffectual.

These techniques have allowed FPGA
designers to implement DDR SDRAM
memory interfaces. But very high-speed 267

also cause data and address timing problems
at the input to the RAM and the FPGA’s
/O blocks (IOB) flip-flop. Furthermore, as
a bidirectional and non-free-running signal,
the data strobe has an increased jitter com-

ponent, unlike the clock signal.

Valid?
T \ 90 nm Competitor
l 5 A fixed phase-shift delay
Fixed : cannot compensate for
Delay ° changing system conditions
T I (process, voltage, and
Clock temperature), resulting in

clock-to-data misalignment.

Figure 1 — Traditional fixed-delay read dara capture method

ChipSync W

Data Lines IDELAY FPGA Fabric

(DQs) (tap delays)
State
IDELAY CNTL
Xilinx Virtex-4 FPGAs
A Valid
Lines ““‘{ - }““‘ Calibration with ChipSync is
. e the only solution that ensures
Variable és ps‘l ion & accurate centering of the
Delay esolution . clock to the data-valid window
_/_ under changing system
(lteizh: conditions.

Figure 2 — Clock-to-data centering using ChipSync tap delays

MHz DDR2 SDRAM and 300 MHz QDR
IT SRAM interfaces demand much tighter
control over the clock or strobe delay.
System timing issues associated with
setup (leading edge) and hold (trailing edge)
uncertainties further minimize the valid
window available for reliable read data cap-
ture. For example, 267 MHz (533 Mbps)
DDR2 read interface timings require FPGA
clock alignment within a .33 ns window.
Other issues also demand your attention,
including chip-to-chip signal integrity,
simultaneous switching constraints, and
board layout constraints. Pulse-width distor-
tion and jitter on clock or data strobe signals

Clock-to-Data Centering Built into Every 1/0

Xilinx® Virtex™-4 FPGAs with dedicat-
ed delay and clocking resources in the
I/0O blocks — called ChipSync™ technol-
ogy — answer these challenges. These
devices make memory interface design
significantly easier and free up the FPGA
fabric for other purposes. Moreover,
Xilinx offers a reference design for mem-
ory interface solutions that center-aligns
the clock to the read data at “run time”
upon system initialization. This proven
methodology ensures optimum perform-
ance, reduces engineering costs, and

increases design reliability.
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ChipSync features are built into every I/0. This capability
provides additional flexibility if you are looking to alleviate board
layout constraints and improve signal integrity.

ChipSync technology enables clock-to-
data centering without consuming CLB
resources. Designers can use the memory
read strobe purely to determine the phase
relationship between the FPGA’s own
DCM clock output and the read data. The
read data is then delayed to center-align the

determine the phase relationship between
the FPGA clock and the read data received
at the FPGA. This is done using the mem-
ory read strobe. Based on this phase rela-
tionship, the next step is to delay read data
to center it with respect to the FPGA clock.
The delayed read data is then captured
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1
1 1
Read Data I
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Figure 3 — Clock-to-data centering at “run time”

FPGA clock in the read data window for
data capture. In the Virtex-4 FPGA archi-
tecture, the ChipSync I/O block includes a
precision delay block known as IDELAY
that can be used to generate the tap delays
necessary to align the FPGA clock to the
center of the read data (Figure 2).

Memory read strobe edge-detection
logic uses this precision delay to detect the
edges of the memory read strobe from
which the pulse center can be calculated in
terms of the number of delay taps counted
between the first and second edges.
Delaying the data by this number of taps
aligns the center of the data window with
the edge of the FPGA DCM output. The
tap delays generated by this precision delay
block allow alignment of the data and
clock to within 75 ps resolution.

The first step in this technique is to
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directly in input DDR flip-flops in the
FPGA clock domain.

The phase detection is performed at run
time by issuing dummy read commands
after memory initialization. This is done to
receive an uninterrupted strobe from the
memory (Figure 3).

The goal is to detect two edges or tran-
sitions of the memory read strobe in the
FPGA clock domain. To do this, you
must input the strobe to the 64-tap
IDELAY block that has a resolution of 75
ps. Then, starting at the O-tap setting,
IDELAY is incremented one tap at a time
until it detects the first transition in the
FPGA clock domain. After recording the
number of taps it took to detect the first
edge (first-edge taps), the state machine
logic continues incrementing the taps one
tap at a time until it detects the second

transition (second-edge taps) in the
FPGA clock domain.

Having determined the values for first-
edge taps and second-edge taps, the state
machine logic can compute the required
data delay. The pulse center is computed
with these recorded values as (second-edge
taps — first-edge taps)/2. The required data
delay is the sum of the first-edge taps and
the pulse center. Using this delay value,
the data-valid window is centered with
respect to the FPGA clock.

ChipSync features are built into every
1/O. This capability provides additional
flexibility if you are looking to alleviate
board layout constraints and improve
signal integrity.

Each 1/O also has input DDR flip-
flops required for read data capture either
in the delayed memory read strobe
domain or in the system (FPGA) clock
domain. With these modes you can
achieve higher design performance by
avoiding half-clock-cycle data paths in the
FPGA fabric.

Instead of capturing the data into a
CLB-configured FIFO, the architecture
provides dedicated 500 MHz block
RAM with built-in FIFO functionality.
These enable a reduction in design size,
while leaving the CLB resources free for
other functions.

Clock-to-Data Phase Alignment for Writes

Although the read operations are the most
challenging part of memory interface
design, the same level of precision is
required in write interface implementa-
tion. During a write to the external mem-
ory device, the clock/strobe must be
transmitted center-aligned with respect to
data. In the Virtex-4 FPGA 1/O, the
clock/strobe is generated using the output
DDR registers clocked by a DCM clock
output (CLKO) on the global clock net-
work. The write data is transmitted using
the output DDR registers clocked by a
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DCM clock output that is phase-offset 90
degrees (CLK270) with respect to the clock
used to generate clock/strobe. This phase
shift meets the memory vendor specifica-
tion of centering the clock/strobe in the
data window.

Another innovative feature of the output
DDR registers is the SAME_EDGE mode
of operation. In this mode, a third register
clocked by a rising edge is placed on the
input of the falling-edge register. Using this
mode, both rising-edge and falling-edge
data can be presented to the output DDR
registers on the same clock edge (CLK270),
thereby allowing higher DDR performance
with minimal register-to-register delay.

Signal Integrity Challenge

One challenge that all chip-to-chip, high-
speed interfaces need to overcome is signal
integrity. Having control of cross-talk,
ground bounce, ringing, noise margins,
impedance matching, and decoupling is
now critical to any successful design.

The Xilinx column-based ASMBL
architecture enables I/0, clock, and
power and ground pins to be located any-
where on the silicon chip, not just along
the periphery. This architecture alleviates
the problems associated with 1/0O and
array dependency, power and ground dis-
tribution, and hard-IP scaling. Special
FPGA packaging technology known as
SparseChevron enables distribution of
power and ground pins evenly across the
package. The benefit to board designers is
improved signal integrity.

The pin-out diagram in Figure 4
shows how Virtex-4 FPGAs compare with
a competing Altera Stratix-II device that
has many regions devoid of returns.

The SparseChevron layout is a major
reason why Virtex-4 FPGAs exhibit
unmatched simultaneous switching out-
put (SSO) performance. As demonstrated
Howard
Johnson, Ph.D., these domain-optimized
FPGA devices have seven times less SSO
noise and crosstalk when compared to
alternative FPGA devices (Figure 5).

Meeting I/O placement requirements

by signal integrity expert

and enabling better routing on a board
requires unrestricted I/O placements for
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Figure 4 — Pin-out comparison between Virtex-4 and Stratix-II FPGAs
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Tek TDS6804B

Source: Dr. Howard Johnson

Figure 5 — Signal integrity comparison using the accumulated test pattern

an FPGA design. Unlike competing solu-
tions that restrict I/O placements to the
top and bottom banks of the FPGA and
functionally designate I/Os with respect to
address, data and clock, Virtex-4 FPGAs
provide unrestricted I/O bank placements.
Finally, Virtex-4 devices offer a differ-
ential DCM clock output that delivers
the extremely low jitter performance nec-
essary for very small data-valid windows
and diminishing timing margins, ensur-
ing a robust memory interface design.
These built-in silicon features enable
high-performance synchronous interfaces
for both memory and data communications
in single or differential mode. The
ChipSync technology enables data rates

greater than 1 Gbps for differential I/O and
more than 600 Mbps for single-ended 1/O.

Conclusion
As with most FPGA designs, having the
right silicon features solves only part of
the challenge. Xilinx also provides com-
plete memory interface reference designs
that are hardware-verified and highly cus-
tomizable. The Memory Interface
Generator, a free tool offered by Xilinx,
can generate all of the FPGA design files
(.rel, .ucf) required for a memory inter-
face through an interactive GUI and a
library of hardware-verified designs.

For more information, visit wwuw.

.. o
xz[mx. com/memor)/. ®,
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Debugging and Validating
PCl Express 1/0
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With these fips and tricks
for using a logic analyzer,
you can speed time to
market and increase
confidence in your design.

by Richard Markley

Logic Analysis Product Planning Manager
Agilent Technologies
richard_markley@agilent.com

Marco Davila

R&D Hardware Designer
Agilent Technologies
marco_davili@agilent.com

As PCI Express continues to replace PCI in
many designs, engineers are finding them-
selves in uncharted territory. High-speed
serial links running at 2.5 Gbps introduce
new challenges that were not seen with tra-
ditional wider and slower parallel buses like
PCI. Vias look like stubs. Data is 8b/10b
encoded such that clocks are embedded.
Signal swings are minimal. The list goes on
and on. With these new challenges, you
will need to rely more on test equipment
than you have in the past.

One of these key pieces of test equip-
ment is the logic analyzer. Although at
first glance a logic analyzer may not
appear to be suited for debugging a serial
bus, recent advances have made the logic
analyzer a powerful tool for system bring
up and validation of serial buses like PCI
Express (PCle).
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New technologies allow the logic analyzer interface (also known
as an analysis probe) to use its hardware resources (instead of
the logic analyzer’'s triggering resources) to look for packets.

Probing Advancements
Successfully probing a PCle link is not a
trivial task. Because of the gigabit speeds,
test and measurement vendors need prob-
ing that is non-intrusive and easy to use.
The simplest method to probe a PCle
link is to use a slot interposer. Slot inter-
posers require no forethought when it
comes to probing — you simply plug the
interposer into an available PCle slot and
plug your add-in card on top. Although
they are simple to use, some interposers

specified a common footprint for all test
vendors. This footprint is a “connector-less”
design that uses landing pads for probing.
Although very different from a slot inter-
poser, the same potential concerns exist —
electrical and mechanical non-intrusiveness.

In addition to these potential concerns,
many designers should also consider how
easy the probes are to use. Do they require
special cleaning to get a reliable connection?
Are they compatible with multiple board

finishes such as hot air solder leveling

probe at the full link speed (2.5 Gbps)
while keeping probe head volume to a
minimum. An example of a flying lead set
is shown in Figure 3.

Triggering Advancements

Because of the parallel nature of the logic
analyzer, triggering on a packetized bus
requires you to use many of the logic analyz-
er’s triggering resources to define just the
start of a packet. This is especially true in
PCI Express, which has the option of multi-

Figure 1 — PCI Express slot interposer

are less intrusive than others. Obviously,
an interposer cannot be so electrically
intrusive that it breaks the link (that is, it
doesn’t allow the device under test to
work). However, it is also important to
pay attention to the mechanical intru-
siveness of a slot interposer. Interposers
that are shorter, with vertical egress (see
Figure 1), provide more testing options
to system designers.

Although interposers are simple to use,
they are not helpful for chip-to-chip
designs. Probing these designs (often called
“midbus probing”) typically requires a
designed in footprint. The PCI-SIG has
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Figure 2 — PCI Express midbus probe

process (HASL) or gold plating? Do they
require external cooling fans? An example of
a midbus probe is shown in Figure 2.
Although a midbus probe is typically
the preferred method for probing chip-to-
chip designs, it does require a footprint to
be designed in. Sometimes engineers do
not have the room for a design in foot-
print, or they may have not considered
debugging and validation early enough to
design in the footprint. In these cases, a
flying lead set can be very beneficial. As
with all probing systems, the flying lead
set must be electrically and mechanically
non-intrusive. It should allow designers to

Figure 3 — PCI Express flying lead set

ple lane widths. The serial nature of the bus
makes triggering significantly different from
triggering on a parallel bus, where you would
normally specify a value for a specific label.
New technologies allow the logic analyz-
er interface (also known as an analysis
probe) to use its hardware resources (instead
of the logic analyzer’s triggering resources)
to look for packets. These packet analysis
probes contain “packet recognizers” specifi-
cally designed to help trigger on serial links.
These allow you to define as many as four
packets in each direction for the logic ana-
lyzer to trigger on. In addition, each packet
recognizer allows you to define the entire
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packet header, and as many as 8 bytes of the
data payload (for a 3 double word [3DW]).
These packet recognizers also provide the
means for specifying “don’t cares” within
the header/data fields. This stands in stark
contrast to traditional logic analyzer
resources that only allow you to define the
packet type (transaction layer packet [TLP]
or data link layer packet [DLLP]).

At first, the packet recognizer must
determine the start of the packet. The pack-
et may start in one of four lanes for a x16
link (lane 0, 4, 8, or 12), so the packet rec-
ognizer must look in each of these lanes. It
does this automatically — you do not have to
worry about defining the trigger steps to
recognize this. Traditional logic analyzer
triggering ends up using a large portion of
its resources to determine only this event.

After resolving the start of packet and
deskewing the lanes (just as the actual
receiver does), the packet recognizers then
look for matches to fields within the pack-
et header and the data payload. The packet
analysis probe will then send a signal back
to the logic analyzer, which it can use in a
trigger. These signals can be used with the
full triggering resources of the analyzer
(including counters, timers, sequencers,
storing, and multi-way branching) to pro-
vide very robust, powerful triggering.

Common Debug Triggers

Using packet recognizers allows you to
define an almost limitless amount of trig-
gers. They are often used in debug tech-
niques such as:

* Prestore and qualified capturing
of packets

* Cross-bus triggering
* Triggering using an exerciser

During initial bring up of a PCle device,
you may want to capture a specific event and
a large period of time before that event.
Because you need to capture a long period in
time, it is often beneficial to only store events
that are of interest in the logic analyzer’s
memory. However, this requires additional
triggering and storage resources. If these
resources are completely used in defining the
type of packet, this may not be possible.
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...test equipment like logic analyzers

can help you as you move from the

parallel world to the serial world.

A packet recognizer helps alleviate this
problem. For example, you can define a
specific packet header along with several
bytes of data. We will call this “3DW with
Data.” You can then define another pack-
et that includes all of the types of events
you want to store. In this case we only
want to store other TLPs — all other fields
in the recognizer are left as “don’t cares.”
We call this “TLP only.” The logic analyz-
er will then use a simple pattern trigger to
find the “3DW with Data” event, and you
now have all of the analyzer’s resources left
to qualify what is stored.

Often you will only want to see infor-
mation before the trigger. In this case,
you can set the logic analyzer to do what
is called “prestore.” A 100% prestore will
only store information before the trigger,
so you can capture a larger period of time
before your trigger event. When used in
conjunction with the default storing, this
allows you to capture the maximum
amount of time before the trigger. In
most logic analyzers, you can easily define
the percent of “pre” or “post” store.

In a serial architecture like PCI
Express, a disagreement between the per-
ceived traffic viewed by the transmitter
and receiver doesn’t always point to the
root cause of a problem. Using a cross-
bus triggering technique allows you to
not only trigger on this disagreement, but
also locate the source of problem. This
problem might be caused by another bus
in the system such as the processor system
bus, DDR memory bus, SATA/SAS bus,
or another I/O bus.

This is a very easy trigger to setup, but
very powerful in the information that it
provides. You can trigger from any one
bus and capture time-correlated events on
the other buses in their system. For exam-
ple, a common trigger involves looking for
a bus hang on the processor system bus.

This will then trigger and capture data on
all of the additional buses you are looking
at. Should the processor bus hang be
caused by an event on the PCle link, this
is a quick way to see the events time-
correlated together for maximum debug.

Another common cross-bus triggering
technique involves looking at the PCle
link from the south bridge to a switch
with multiple PCI slots. For example, it
is often beneficial to trace a specific event
as it occurs on the PCI bus and travels
through the bridge to the PCle link.
Once again, packet recognizers can be
very beneficial in this case, because they
allow you to look for a very specific pack-
et header with data. Traditional trigger-
ing using the logic analyzer’s resources
would have a difficult time defining the
packet with enough detail to capture this
event easily.

Another common debug technique
involves using an exerciser to generate
traffic on the PCle link while using the
logic analyzer to capture the response to
this stimulus. This is often known as
“stimulus and response capture” and is a
very powerful technique that is normally
employed later in a designer’s program to
test the compliance of their devices.

Conclusion

PCI Express is taking off as a common
I/O interconnect for many designers.
Although it has many benefits (scalable,
backwards compatibility to PCI, fewer
signals), it does present some significant
design challenges. Because of this, test
equipment like logic analyzers can help
you as you move from the parallel world
to the serial world.

To learn more about the equipment dis-
cussed in this article, please visit www.
agilent.com/find/pciexpress or contact your
local Agilent field engineer.
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Using Complex Triggers
in the Identity Debugger

You can dbtu_i‘n huge productivity gains with Synplicity's powerful and comprehensive FPGA debug fool,
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by Dennis McCarty

Technical Marketing Manager
Synplicity, Inc.
dmccarty@synplicity.com

Hardware debuggers represent the ultimate
system verification tool. Unlike simulators,
debuggers show what the logic is actually
doing inside the device while running in
the system at full speed. When using a
hardware debugger, it is crucial that you
capture the precise data you need to dis-
cover bugs and verify system behavior. Not
only must you locate the logic transitions
around a certain event, you must also track
bugs that may be rare events and trap them
for closer examination.

The Identify RTL debugger from
Synplicity offers you a view of logic behav-
ior inside an FPGA operating within the
system. It also offers a highly sophisticated
set of trigger mechanisms and other fea-
tures that you can use to isolate events ger-
mane to a particular problem.

In this article, I'll describe some of the
features of Identify.
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Figure 1 — Cross-trigger example

Triggering Across Clock Domains

Today’s FPGA designers frequently use
multiple clocks, as these devices come
with numerous dedicated clock buffers.
In multi-clock systems it is common to
encounter timing problems related to
clocking data between domains. Such
problems include metastability, failure to
meet setup or hold times, and dropped
data. Detecting these often subtle prob-
lems is usually difficult. The problem
may not appear in logic simulation at all,
and may only be detected while debug-
ging by over-sampling within a domain
or by triggering from one domain and
sampling in another.

Cross-triggering is a technique that
enables you to trigger on an event in one
domain and sample an event in another. As
shown in Figure 1, the Identify product
allows the trigger logic of one domain to
drive and enable the trigger in another. You
can use cross-triggering to view the timing
of events that cross domains. You can also
use it to see events occurring within a clock
period by over-sampling the period with a
faster clock.

Sampling Modes
Sampling modes control the way data is
added to the buffer when a trigger condition
is reached. These modes allow you to sort
data inflows by mode and increase buffer
efficiency by storing only relevant data.
Identify software offers four sampling
modes:
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e The normal mode fills the buffer com-
pletely in a single trigger event.
Subsequent triggers are ignored unless
you run the debugger again.

* In the always armed sampling mode,
the buffer fills on every trigger until
the debug is stopped using the stop

icon.

* The qualified fill mode stores a single
sample on each trigger. The buffer will
contain only events that caused a trig-
ger and will continue until the buffer is
full or when sampling stops.

* The qualified interrupt sampling is like
qualified fill, except that sampling will
continue undil it is interrupted. If sam-
pling continues after the buffer is full,
old data will be overwritten.

The qualified and always armed sam-
pling modes must be enabled separately
for each intelligent in-circuit emulator
(IICE) module during instrumentation.
You can enable these modes by clicking on
the IICE configuration button in the
Instrumentor and checking the boxes in
the IICE sampler menu, as shown in
Figure 2.
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Figure 2 — Sampling modes

The sample mode is set during debug-
ging using the pull-down sample mode
icon menu, as shown in Figure 3.
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Figure 3 — Sample mode pull-down menu

Trigger Modes

Trigger modes control the way data is
added to the buffer upon reaching a trigger
condition. There are four operating modes:

* The cycles mode triggers on the num-
ber entered in the value field represent-
ing the number of clock cycles after
the condition.

* The events mode triggers on the nth
instance of a trigger condition. In this
mode the value field specifies the
instance.

* The pulsewidth mode triggers after the
trigger condition has remained active

for 7 clock cycles.

* The watchdog mode triggers when the
condition has not been active for #
clock cycles since the last trigger event.

The default mode is cycles. To use the
other modes, you must enable them by
selecting the IICE configure button and
clicking on the “complex counter trigger-
ing” box under the IICE controller menu.
Use the arrow selectors to set the counter
width to the maximum binary value you
might need (Figure 4).
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Figure 4 — Enabling trigger mode

To select trigger modes, use the down
arrow, as shown in Figure 5.
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Figure 5 — Specifying trigger mode
(pulsewidth mode selected)
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Bus Trigger Expressions
The Watchpoint setup display is used for
single-bit data (see Figure 6).
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Figure 6 — Watchpoint setup

Setting the trigger for a bus or a portion
of a bus is more complicated, but offers a
more powerful form of triggering. A right-
click on a bus brings forth the menu shown
in Figure 7. Several values or ranges of val-
ues are available. Entering a value in the left
column but not the right causes a trigger
on the exact value. Entering data in both
columns will cause a trigger on the transi-
tion from the left value to the right value.
To enable the trigger, check the box(es)
next to each one.

S oo frat s o b vl & vk i Dt b o) il
"m0 on both wikes 13 seahci & rarsaiion bos i el ko e secend i 8
[ e

B =] {Msmon | s
i F oo [oecoonm
i ™ | |

1 (|

Figure 7 — The four values 0-3 indicate that the
currently selected IICE was configured for state
machine triggering and that the four values
correspond to CO-C3 in the state editor.

Partial Bus Trigger Values
Partial bus instrumentation is the defini-
tion of one or more bits of a bus such that
it can be instrumented separately. Partial
bus segments are defined using the menu,
which you can invoke by right-clicking on
the bus and selecting “add partial instru-
mentation.”

Each partial bus segment can be instru-
mented using the bus trigger menu dis-
played in Figure 8.
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Figure 8 — Instrumenting partial
bus segments
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Trigger State Machine Editor

The most precise and powerful way to
detect a unique condition is to use a state
machine as a trigger. A state machine can
traverse between states on any condition
and trigger, or not, in any state. By using a
state machine, you can create a sequence of
steps and conditions that must be complet-
ed to arrive at a trigger condition. The
Identify tool includes a state machine edi-
tor that allows you to graphically tailor the
steps necessary to create the exact trigger
condition you desire.

Although it is certainly possible to cre-
ate a state machine directly in the source
code for the purpose of triggering on an
event, the Identify editor automates this
process by providing a menu-based
method. Moreover, a manual solution
would require that you manually adjust the
logic and specify new trigger nodes during
instrumentation for each trigger adjust-
ment and re-synthesis.

Adjustments such as whether to trigger
on a state, under what conditions, and how
the counter will be used to trigger are made
in the debugger. You can dynamically make
these adjustments during debugging with-
out tampering directly with the design,
making it easier and more efficient to use
the Identify product’s integrated graphical
state machine solution.

Configuring the IICE

for State Machine Triggering
Configuring the IICE in advance is
required for state machine debugging.
The state machine trigger submenu is
located in the IICE configuration menu,
as shown in Figure 9. After specifying
state machine triggering, you use the
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Figure 9 — State machine triggering
through IICE menus

wheel switches to dial the number of
states, number of trigger conditions, and
the width of the counter. You do not have
to use all of the resources specified at this
stage during debugging.

Saving the IICE selection allows you to
specify the behavior and triggering condi-
tions when you are ready to debug. It is in
the debugger where you define the state
machine states and conditions. For any
IICE that has been set to allow state
machine triggering, an icon appears, as
shown in Figure 10.

Figure 10 — Example of IICE
m module not enabled for state

machine triggering

Those IICE modules not enabled for
state machine triggering are shown with a
gray box icon.

Defining the State Machine

Selecting the state machine icon invokes
the state editor, as shown in Figure 11.
The editor initializes to display a space for
each of the states specified in the IICE
configuration.

o

Figure 11 — Invoking the state
machine editor

The editor has a pull-down insert macro
selector from which you can select one of
eight macros. The macros apply ecither one
of the four trigger modes described above,
one of two conditional modes, or one of
two sample modes similar to those in the
state machine.

Selecting a macro from the menu
invokes the macro editor, which is used to
define the macro function. The macro
editor contains fields that determine
which condition will be used for the state
and the number of events or samples that
will be counted. Select the condition(s)
from among the numbered C values.
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The Identify product brings uniquely powerful and comprehensive capabilities to
FPGA debugging. The multiple clock triggering feature allows you to see events

that are likely to remain undetected in a simulation environment.

Watchdog Timer Mode

The st_watchdog editor is shown in Figure
12 as an example. The editor defines the
macro function and definition fields. Enter
the transition condition in the A field. The
transition is one of the state names among
the number of states defined during instru-
mentation. The value for N is the number
of clocks the timer counts before the trigger.
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Figure 12 — st_watchdog editor
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Conditional Modes

Two other macro examples are shown in
Figure 13. On the left is the st_B_after A
macro. Here you enter two conditions (A and
B) with the trigger based on the 7 number of
times that B occurs after A has occurred.
Condition A is then the qualifier to check for
B one or more times for the trigger.

N b

Thom meicrn carrygrss e dasee e

— g T g
v it by

e et 3l e et T ooy

B Bl
L1 a|

-] L4

o

tace |

Figure 13 — Using conditional modes

State Editor

Each state has conditions under which it will
transition to another state. The transition
editor is used to describe the conditions of
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one or more transitions from a state. You can
invoke the editor by clicking on the pencil-
and-paper icon. The editor includes fields
and options for each state (Figure 14).
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Figure 14 — The transition editor describes
conditions of transitions from a state.

State Transitions

The first selection is the state number, from
which the current state will transition. Use
the thumbwheel to select the state. When
you click OK to leave the editor, leave the
“from” set to this state. If you select a
“from” state other than the state where the
editor was invoked, it will apply your
changes to the other state and eliminate the
transition altogether from the state you are
editing. Remember, you can have any
number of transitions to other states or
remain in the current state.

Describing Conditions
In “on condition,” you specify the state
condition under which the trigger will
fire. The choices include any of the con-
ditions (notated by a C) defined during
the IICE configuration. These conditions
are defined during instrumentation.
Editing the value for any Watchpoint will
display a value for each condition.
Defining multiple Watchpoints as condi-
tions will logically AND the conditions.
The default condition is “true,” mean-
ing that the trigger will fire simply by
entering the state. You can enter any of
the C numbered values or “cntnull” by

typing in the value and negate the preced-

ing value with an exclamation point.

State Machine Actions

The “actions” section works with the previ-
ous selections to allow another level of trig-
ger control. The red T trigger box enables
the trigger to fire when checked and when
the previously described conditions exist.
The remaining boxes control the counter
and only affect triggering when the condi-
That is when

the counter reaches a value of zero.

tion is selected as “cntnull.”

The counter always decrements as repre-
sented by a counterclockwise arrow. The
counter can be loaded to any value, as indi-
cated by the down arrow. In any state the
counter may be loaded, or enabled, to
count down. If the counter reaches zero, it
must be reloaded before its next use.

Checking the initialize counter box and
entering a value starts the counter from that
initial value. The trigger will, if enabled, fire
when the counter rolls over.

You can add any number of additional
state transition conditions to each state.

Transition values are cleared using the
blank sheet icon. Transitions themselves are
deleted using the X icon.

Condlusion
The Identify product brings uniquely power-
ful and comprehensive capabilities to FPGA
debugging. The multiple clock triggering fea-
ture allows you to see events that are likely to
remain undetected in a simulation environ-
ment. The sampling modes maximize buffer
efficiency. The advanced triggering capabili-
ties are a means for highly sophisticated
refinement of data search methods.

The Identify product is a dynamic, in-
system debugging environment that offers
huge productivity gains, allowing you to
debug in RTL code.

For more information, visit

synplicity.comlproducts/identifylindex. hrml.
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Understanding the PCI-SIG
Compliance Program

This program is the key fo the successful launch of any product that
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incorporates PCISIG technologies such as PCI, PCI-X, or PCl Express.
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by Eric Crabill

Staff Design Engineer
Xilinx, Inc.
eric.crabill@xilinx. com

- The PCI-SIG Compliance Program, which
is open to all members of the PCI-SIG,

seeks to encourage and achieve the highest
degree of voluntary compliance with PCI-
SIG specifications where PCI-SIG tech-
nologies are used. The ultimate goal is to
foster the development of high-quality
products that offer reliable and hassle-free
operation.

For most, the ultimate goal of participa-
tion is inclusion on the PCI-SIG
Integrators List, which is a “quality pedi-
gree” for a product. As a participant, you
may elect to follow through to completion,
or stop at any point along the way. The
three parts of the program are:

* The Compliance Checklist
* The Compliance Workshop
* The Integrators List

In this article, I will present the utility of
each of these steps to help you understand
why the PCI-SIG Compliance Program
should be an integral part of your product
development.
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Compliance Workshop Test Results Report
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Figure 1 — PCI-SIG-focused testing results report (published with permission from PCI-SIG)

The Compliance Checklist
In addition to providing detailed and com-
plete specifications, the PCI-SIG publishes
a Compliance Checklist for each of its
technologies. Although not a substitute for
the original specification, Compliance
Checklists provide an excellent design-time
reference for product design and verifica-
tion teams. Compliance Checklists are
freely available on the PCI-SIG website.
Typically, a Compliance Checklist
includes system, functional, electrical, tim-
ing, and mechanical assertions covering
specification requirements that are deemed
of paramount importance. If you are
designing your product from scratch, the
Compliance Checklist serves as a valuable
guide for performing a critical review of
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your product during the design phase.
Keep in mind that an interface IP core

is not a complete application; some por-

tions of the Compliance Checklist cover

requirements that are beyond the scope of

an IP core. Obvious examples of this are
mechanical requirements; less obvious ones
might be electrical and timing characteris-
tics of an IP core delivered as source code.

If you are using a PCI, PCI-X, or PCI
Express interface from an IP core provider,
you should request Compliance Checklist
information from the vendor. You will need
this information to submit your own
Compliance Checklist to the PCI-SIG for
your finished product to be included on
the Integrators List. The PCI-SIG suggests

completing it after passing the Compliance

Workshop, but if you start reviewing the
Compliance Checklist much earlier in the
design cycle, you will have done yourself a

great favor.

The Compliance Workshop
Several times a year, the PCI-SIG organizes
free Compliance Workshops for members of

the PCI-SIG. The Compliance Workshops

provide three distinct opportunities:

e Focused compliance testing done

directly by the PCI-SIG

¢ Interoperability testing done with
other attendees

¢ A free lunch

As a participant, you fall in one of four
categories: stationary PCI-SIG tester, trav-
eling PCI-SIG tester, motherboard/system
vendor, or add-in card vendor. Typically,
the event is held in a hotel, with stationary
PCI-SIG testers and motherboard/system
vendors located in individual hotel suites.
During the event check-in, participants are
given a test schedule, where traveling PCI-
SIG testers and add-in card vendors are
given scheduled time slots in appropriate
test suites. Participants have the option to
decline testing with each other for any rea-
son, and test results are confidential.

The details of the focused compliance
testing done directly by the PCI-SIG
depend on the type of interface involved.
For example, PCI Express add-in cards are
tested for electrical compliance, subjected to
link and transaction protocol tests, and
checked for a proper configuration space
implementation. (Figure 1 shows the “report
card” on which results are recorded.) To help
participants pass the tests on their first visit
to the Compliance Workshop, the PCI-SIG
provides complete information about the
tests on their website.

It is possible to run all of the tests in
your own lab before attending the
Compliance Workshop; this is a great strat-
egy if you want to pass with flying colors
on your first attempt. For PCI Express, the
configuration tests do not require special-
ized test equipment. The electrical tests
require a high-speed oscilloscope and a
compliance base board, which is a hard-
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ware test platform available from PCI-SIG.
The link and transaction protocol tests
require a specific Agilent protocol test card.

A complete lab setup might run close to
$150,000. Some of us are fortunate to have
employers with this kind of capital equip-
ment. If you do not have access to suitable
test equipment, consider designing with
transceivers and IP cores that have already
passed these tests; you can participate in
the focused compliance testing with confi-
dence, even if you do not have the ability to
perform it in advance.

The interoperability test sessions are
less exacting than the focused tests.
However, they are no less important, as

they provide advance warning of problems

Compliance Workshop Test Results Report

Preas hard, oo e masking 3 copes. Tiam witls cogy i i SI0

ity “report card” that is used for reporting
results.) In the event that problems arise,
I have observed that participants are
highly motivated to resolve interoperabil-
ity issues — often, someone with test or
analysis equipment at the event is willing
to help debug the issue and isolate the
root cause.

The PCI-SIG recognizes that partici-
pants may bring designs that are not fully
compliant, or have unknown or undis-
closed bugs. For this reason, to pass the
interoperability tests, you must only
demonstrate a success rate of 80%. If you
have also passed the PCI-SIG focused tests,
you have met the additional requirements
to have your device included on the

Add-in Card System
Vendor: Vendor:
Product Name: Emduni EII‘I"K!:
| Product Rev: Product Rev:
Driver Rev: BIOS Rev:
Product Type Motherboard
O Graphics CPU__ = Speed
0 =csi #ofSlots  MB Chipset
O IDE {ERack 3 of the teice that anoy)
7 LAN Planar OJ Graphics O scsi O IDE
0O Other O LAN O Other
O Uses PCI ta PCI Br-dgn
Test Pass | Fail Comments
Detected/
Configured
Demonstrated
Operation
Pass Fail
Overall Evaluation
Notes:
Add-in Card Vendor System Vendor
| Signature: Signature:
Print Name: Print Name:
Date: Date:

Figure 2 — PCI-SIG interoperability testing results report (published with permission from PCI-SIG)

your customers might encounter with
your product. During these sessions, the
participants set their own test procedure
and must agree on what constitutes a pass
or a fail. Generally, it is expected that you
demonstrate some degree of functionality
to substantiate that your interface is func-
tional. (Figure 2 shows the interoperabil-
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Integrators List. Should you fail, you can
repeat the Compliance Workshop as many
times as necessary.

Now, about this free lunch... technically,
it is not free, because you must be a PCI-
SIG member, which currently costs $3,000
per year per company. Membership also

includes access to all the PCI-SIG specifi-

cations, the annual PCI-SIG Developer’s
Conference, and frequent technical train-
ing events. Compared to many other stan-
dards organizations, membership in the

PCI-SIG is very affordable.

The Integrators List

After you have successfully completed a
Compliance Workshop and submitted a
Compliance Checklist for your device, the
PCI-SIG reviews the material and adds
your device to the Integrators List under
the
include components (silicon and IP cores),
BIOS firmware, add-in cards, and PC-AT

motherboards and systems. The Integrators

appropriate category. Categories

List is your proof that your product passed
the rigorous PCI-SIG tests and demon-
strated interoperability with others.

This list is a valuable tool. As a develop-
er, you might find yourself in the role of a
customer, searching for silicon and IP cores
that have been rigorously tested. Xilinx, as
a vendor of silicon and IP cores, is proud to
have a number of entries on the Integrators
List. The low-cost Xilinx® LogiCORE™
PCI Express x1 Endpoint with PIPE
Interface for Spartan™:-3 devices is on the
Integrators List. As of this writing, the
Xilinx LogiCORE PCI Express x8
Endpoint for Virtex™-4 FX devices has
passed the Compliance Workshop and
Xilinx has submitted a Compliance
Checklist for this product. By the time you
read this, it should be on the Integrators
List as well.

Similarly, if you are developing products
that implement PCI-SIG technologies, you
should make an effort to add your products
to the Integrators List. Then, refer your
customers to the list. Most customers wel-
come additional information to make intel-
ligent  purchases. Some discerning
customers might even refuse to buy prod-
ucts that are not on the list.

If you are planning a product that inte-
grates PCI, PCI-X, or PCI Express inter-
faces, join the PCI-SIG, participate in the
Compliance Program, and get your prod-
uct on the Integrators List. The success of
your product may depend on it. For more
information, visit the PCI-SIG website at
www. peisig.com.
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Successtul DDR2 Design

Mentor Graphics highlights design issues and solufions
for DRZ the IutesT frend in memory design.

Hyperlynx Technical Marketing Engineer
Mentor Graphics
_" steven, mck)ﬂﬁney@menror com
{ I .|'" J’
£ The _11,;_9¢uct10n of the first SDRAM
" interface/ in 1997, marked the dawn of the
high-speed | memory interface age. Since
them’{ de_;ii{rik have migrated through SDR

s o

= 7 I, ' =
: . gl L =4 /4 (si}{gle data rate), DDR (double data rate),
/ f MM” f 4 / __//_apd nov DDR2 memory interfaces to sus-
r -

~  bandwidth capabilities, DDR and DDR2
technology 16 used in nearly every sector of
tl}e electronics| design industry — from
computersn and networking to consumer
)/:lectronlcs and military applications.
DDR technology introduced the con-
* cept of f‘clocking” data in on both a rising
and falling edge of a strobe signal in a
memory finterface. This provided a 2x
bandwidth improvement over an SDR
interface with the same clock speed. This,
“in_addition to faster clock frequencies,
allowed a single-channel DDR400 inter-
— Tface with a 200 MHz clock to support up

- - to 3.2 GB/s, a 3x improvement over the
i fastest SDR interface. DDR2 also provided
an additional 2x improvement in band-
width over its DDR predecessor by dou-
bling the maximum clock frequency to 400
MHz. Table 1 shows how the progression
from SDR to DDR and DDR2 has
allowed today’s systems to maintain their
upward growth path.
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SDR DDR DDR2
PC100 PC133 DDR - 200 DDR - 266 DDR - 333 DDR - 400 DDR2-400 | DDR2-533 | DDR2-667 | DDR2- 800
0.8 11 1.6 27 32 32 4.266 533 6.4
Single Channel Bandwidth (GB/s)
Table 1 — The progression from SDR to DDR and DDR2 has allowed todays systems to maintain their
upward growth path. Speed grades and bit rates are shown for each memory interface.
With any }'ngh-speed 1nt.erfa.ce, as sup- Active — nactive —
ported operating frequencies increase it DIMM T oDT DIMM
becomes progressively more difficult to oDT
meet signal integrity and timing require- 2Rt g Rrr
ments at the receivers. Clock periods
become shorter, reducing timing budgets to {>
a point where you are designing systems 2Rt % Receiver Rrr
with only picoseconds of setup or hold mar-
gins. In addition to these tighter timing 22 Ohms g 1 % 220qms  —
budgets, signals tend to deteriorate because \___ = / 220hms

faster edge rates are needed to meet these
tight timing parameters. As edge rates get
faster, effects like overshoot, reflections, and
crosstalk become more significant problems
on the interface, which results in a negative
impact on your timing budget. DDR2 is no
exception, though the JEDEC standards
committee has created several new features
to aid in dealing with the adverse effects
that reduce system reliability.

Some of the most significant changes
incorporated into DDR2 include on-die
termination for data nets, differential
strobe signals, and signal slew rate derating
for both data and address/command sig-
nals. Taking full advantage of these new
features will help enable you to design a
robust memory interface that will meet
both your signal integrity and timing goals.

On-Die Termination

The addition of on-die termination
(ODT) has provided an extra knob with
which to dial in and improve signal integri-
ty on the DDR2 interface. ODT is a
dynamic termination built into the
SDRAM chip and memory controller. It
can be enabled or disabled depending on
addressing conditions and whether a read
or write operation is being performed, as
shown in Figure 1. In addition to being
able to turn termination off or on, ODT
also offers the flexibility of different termi-
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Driver

Figure 1 — An example of ODT settings for a write operation
in a 2 DIMM module system where Ry = 150 Obms.

T

o S
|

e

Figure 2 — The HyperLynx free-form schematic editor shows a pre-layout topology
of an unbuffered 2 DIMM module system. Transmission line lengths on the DIMM
are from the JEDEC DDR2 unbuffered DIMM specification.

nation values, allowing you to choose an
optimal solution for your specific design.
It is important to investigate the effects
of ODT on your received signals, and you
can easily do this by using a signal integrity
software tool like Mentor Graphics
HyperLynx product. Consider the example
design shown in Figure 2, which shows a
DDR2-533 interface (266 MHz) with two

unbuffered DIMM modules and ODT set-
tings of 150 Ohms at each DIMM. You
can simulate the effects of using different
ODT settings and determine which set-
tings would work best for this DDR2
design before committing to a specific
board layout or creating a prototype.

With the 150 Ohm ODT settings,

Figure 3 shows significant signal degrada-
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Figure 3 — The results of a received signal at the
first DIMM in eye diagram form. Here, ODT
settings of 150 Ohms are being used at both
DIMM modules during a write operation. The
results show there is an eye opening of approximately
450 ps outside of the VinAC switching thresholds.

b
L P

Figure 4 — This waveform shows a significant
improvement in the eye aperture with a new
ODT setting. Here, the ODT setting is 150

Ohms at the first DIMM and 75 Ohms at the

second DIMM. The signal is valid for 1.064 ns
with the new settings, which is an increase of 614
ps from the previous ODT settings.

tion at the receiver, resulting in eye closure.
The eye shows what the signal looks like for
all bit transitions of a pseudo-random
(PRBS) bitstream, which resembles the data
that you might see in a DDR2 write trans-
action. Making some simple measurements
of the eye where it is valid outside the
VinhAC and VinlAC thresholds, you can
see that there is roughly a 450 ps window of
valid signal at the first DIMM module.

It is appropriate to try to improve this
eye aperture (opening) at the first DIMM
if possible, and changing the ODT setting
is one of the options available for this. To
improve the signal quality at the first

January 2006

DIMM, you must change the ODT value
at the second DIMM. Setting the ODT at
the second DIMM to 75 Ohms and re-
running the simulation, Figure 4 shows
more than a 100 percent increase in the eye
aperture at the first DIMM, resulting in a
1.06 ns eye opening. As you can see, being
able to dynamically change ODT is a pow-
erful capability to improve signal quality
on the DDR2 interface.

With respect to a DDR interface, ODT
allows you to remove the source termina-
tion, normally placed at the memory con-
troller, from the board. In addition, the
pull-up termination to VI'T at the end of
the data bus is no longer necessary. This
reduces component cost and significantly
improves the layout of the board. By
removing these terminations, you may be
able to reduce layer count and remove
unwanted vias on the signals used for layer
transitions at the terminations.

Signal Slew Rate Derating
A challenging aspect of any DDR2 design
is meeting the setup and hold time require-
ments of the receivers. This is especially
true for the address bus, which tends to
have significantly heavier loading condi-
tions than the data bus, resulting in fairly
slow edge rates. These slower edge rates can
consume a fairly large portion of your tim-
ing budget, preventing you from meeting
your setup and hold time requirements.
To enable you to meet the setup and
hold requirements on address and data

+ At

‘

VREF ——-—

buses, DDR2’s developers implemented a
fairly advanced and relatively new timing
concept to improve timing on the interface:
“signal slew rate derating.” Slew rate derat-
ing provides you with a more accurate pic-
ture of system-level timing on the DDR2
interface by taking into account the basic
physics of the transistors at the receiver.

For DDR2, when any memory vendor
defines the setup and hold times for their
component, they use an input signal that has
a 1.0V/ns input slew rate. What if the signals
in your design have faster or slower slew rates
than 1.0V/ns? Does it make sense to still
meet that same setup and hold requirement
defined at 1.0V/ns? Not really. This disparity
drove the need for slew rate derating on the
signals specific to your design.

To clearly understand slew rate derating,
let’s consider how a transistor works. It
takes a certain amount of charge to build
up at the gate of the transistor before it
switches high or low. Consider the 1.0V/ns
slew rate input waveform between the
switching region, Vref to Vin(h/I)AC, used
to define the setup and hold times. You can
define a charge area under this 1.0V/ns
curve that would be equivalent to the
charge it takes to cause the transistor to
switch. If you have a signal that has a slew
rate faster than 1.0V/ns, say 2.0V/ns, it
transitions through the switching region
much faster and effectively improves your
timing margin. You've added some amount
of timing margin into your system, but that
was with the assumption of using the stan-

- At

Figure 5 — A 1V/ns signal has a defined charge area under the signal between Vief and VinhAC. A 2Vins
signal would require a + At change in time to achieve the same charge area as the 1V/ns signal. A 0.5VIns
signal would require a - At change in time to achieve the same charge area as the 1V/ns signal. This change

in time provides a clearer picture of the timing requirements needed for the receiver to switch.
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dard setup and hold times defined at
1.0V/ns. In reality, you havent allowed
enough time for the transistor to reach the
charge potential necessary to switch, so
there is some uncertainty that is not being
accounted for in your system timing budg-
et. To guarantee that your receiver has
enough charge built up to switch, you have
to allow more time to pass so that sufficient
charge can accumulate at the gate.

Once the signal has reached a charge
area equivalent to the 1.0V/ns curve
between the switching regions, you can
safely say that you have a valid received sig-
nal. You must now look at the time differ-
VinAC
switching threshold and the amount of

ence between reaching the
time it took for the 2.0V/ns to reach an
equivalent charge area, and then add that
time difference into your timing budget, as
shown in Figure 5.

Conversely, if you consider a much
slower slew rate, such as 0.1V/ns, it would
take a very long time to reach the switching
threshold. You may never meet the setup
and hold requirements in your timing
budget with that slow of a slew rate
through the transition region. This could
cause you to overly constrain the design of

your system, or potentially limit the con-

figuration and operating speed that you
can reliably support. But again, if you con-
sider the charge potential at the gate with
this slow slew rate, you would be able to
subtract some time out of your budget (as
much as 1.42 ns under certain conditions)
because the signal reached an equivalent
charge area earlier than when it crossed the
VinAC threshold.

To assist you in meeting these timing
goals, the memory vendors took this slew
rate information into account and have
constructed a derating table included in the
DDR2 JEDEC specification (JESD79-2B
on wwuw.jedec.com). By using signal derat-
ing, you are now considering how the tran-
sistors at the receiver respond to charge
building at their gates in your timing budg-
ets. Although this adds a level of complexi-
ty to your analysis, it gives you more
flexibility in meeting your timing goals,
while also providing you with higher visi-
bility into the actual timing of your system.

Determining Slew Rate

To properly use the derating tables, it is
important to know how to measure the slew
rate on a signal. Lets look at an example of
a slew rate measurement for the rising edge

of a signal under a setup condition.

VIH(AC) min 5
VREF to AC

Region \
VIH(DC) min S L ,,,\,,,,, R

Nominal
Slew Rate
VREF(DC) RN === =
Nominal
Slew Rate
VIL(DC) max |-—F— 777/ 777777 T——————————————————
#
VREF to AC
Region

VIL(AC) max

V88 — b o

Figure 6 — The waveform illustrates how a nominal slew rate
is defined for a signal when performing a derating in a
setup condition. The waveform is taken from the DDR2
JEDEC specification (JESD79-2B).
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The first step in performing signal der-
ating is to find a nominal slew rate of the
signal in the transition region between the
Vref and Vin(h/I)AC threshold. That nom-
inal slew rate line is defined in the JEDEC
specification as the points of the received
waveform and Vref and VinhAC for a ris-
ing edge, as shown in Figure 6.

It would be a daunting task to manual-
ly measure each one of your signal edges to
determine a nominal slew rate for use in
the derating tables toward derating each
signal. To assist with this process,
HyperLynx simulation software includes
built-in measurement capabilities designed
specifically for DDR2 slew rate measure-
ments. This can reduce your development
cycle and take the guesswork out of trying
to perform signal derating. The HyperLynx
oscilloscope will automatically measure
each of the edge transitions on the received
waveform, reporting back the minimum
and maximum slew rate values, which can
then be used in the JEDEC derating tables.
The scope also displays the nominal slew
rate for each edge transition, providing
confidence that the correct measurements
are being made (see Figure 7).

The nominal slew rate is acceptable for

use in the derating tables as long as the

Figure 7 — The HyperLynx oscilloscape shows an automated measurement of the
nominal slew rate for every edge in an eye diagram with the DDR2 slew rate der-
ating feature. The measurement provides the minimum and maximum slew rates

that can then be used in the DDR2 derating tables in the JEDEC specification.
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Figure 8 — This waveform, taken from the DDR2 JEDEC specification, shows how
a tangent line must be found if any of the signal crosses the nominal slew rate line.

The slew rate of this tangent line would then be used in the DDR2 derating tables.

received signal meets the condition of
always being above (for the rising edge) or
below (for the falling edge) the nominal
slew rate line for a setup condition. If the
signal does not have clean edges — possi-
bly having some non-monotonicity or
“shelf”-type effect that crosses the nomi-
nal slew rate line — you must define a new
slew rate. This new slew rate is a tangent
line on the received waveform that inter-
sects with VinhAC and the received wave-

form, as shown in Figure 8. The slew rate

of this new tangent line now becomes
your slew rate for signal derating.

You can see in the example that if there
is an aberration on the signal edge that
would require you to find this new tan-
gent line slew rate, HyperLynx automati-
cally performs this check for you. If
necessary, the oscilloscope creates the tan-
gent line, which becomes part of the min-
imum and maximum slew rate results. As
Figure 9 shows, the HyperLynx oscillo-
scope also displays all of the tangent lines,

making it easier to identify whether this
condition is occurring.

For a hold condition, you perform a
slightly different measurement for the
slew rate. Instead of measuring from Vref
to the VinAC threshold, you measure
from VinDC to Vref to determine the
nominal slew rate (shown in Figure 10).
The same conditions regarding the nomi-
nal slew rate line and the inspection of
the signal to determine the necessity for a
tangent line for a new slew rate hold true
here as well.

Condlusion
With the new addition of ODT, you've
seen how dynamic on-chip termination can
vastly improve signal quality. Performing
signal derating per the DDR2 SDRAM
specification has also shown that you can
add as much as 1.42 ns back into your tim-
ing budget, giving you more flexibility in
your PCB design and providing you with a
better understanding of system timing.
Equipped with the right tools and an
understanding of underlying technology,
you will be able to move your designs from
DDR to DDR?2 in a reasonably pain-free
process — realizing the added performance
benefits and component-count reductions
promised by DDR2. ¢

Figure 9 — The HyperLynx oscilloscope shows how the tangent line is automati-
cally determined for you in the DDR2 slew rate derating feature. The slew rate
lines in the display indicate that they are tangent lines because they no longer
intersect with the received signal and Vief intersection. The oscilloscope deter-

mines the slew rate of these new tangent lines for you and reports the minimum
and maximum slew rates to be used in the derating tables.
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Figure 10 — The oscilloscope shows how a derating for a hold
condition is being performed on the received signal. The DC
thresholds are used in place of the AC switching thresholds,
which are noted in the DDR?2 derating dialog.
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Board Design
Panacea

The 7Circuits fool algorithmically solves FPGA pinout
problems and synthesizes PC hoard schematics.
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by Nagesh Gupta
Founder/CEQ

Taray, Inc.
nagesh@tarayinc.com

PC board design is a cumbersome and time-
consuming task. Although some of the steps
require knowledge and intelligence to com-
plete, most of the process is mundane and
routine. Add FPGAs to the mix, and the
complexity of the board grows significantly.
FPGAs have a myriad of complex 1/O rules
that are multi-dimensional and can present
difficult problems:

1. In most cases with large and complex
designs, FPGA pinouts are hardly opti-
mal, and non-optimal pinouts result in
lower design performance. The cost of
the PC board also increases because of
the higher number of layers.

2. Today, pins for FPGAs are mostly
selected manually. The pin selection is
aided by large spreadsheets with signal
names, 1/O standards, clocking types,

interface, and so on.

. Drawing schematics is a fully manual
process. The FPGA symbol has to be
created, and then the FPGA pins have
to be connected up to the interface
pins. To avoid expensive mistakes, all
of the pins have to be correctly connect-
ed. The configuration and power supply

pins have to be connected as well.

Taray, which brought you the Xilinx®
Memory Interface Generator, has developed
a new tool called 7Circuits. 7Clircuits solves

these problems in an innovative way.

7Circuits
7Circuits is a highly intuitive tool that not
only selects all of the FPGA pins but also
generates PC board schematics for the
FPGA and its interfaces.

7Circuits solves FPGA pin allocation
problems algorithmically after considering
the different constraints. At a higher level,

the constraints that the tool considers are:

* Physical constraints. An example of a
physical constraint is the physical place-
ment of the FPGA and the interfaces
on the PC board.
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e Electrical constraints. I/O voltage lev-
els, use of DCI termination, and I/O
signaling standards form the electrical
constraints.

Logical constraints. The logical
constraints are derived from the
interface protocol. For example,
if the FPGA is interfacing to a
DDR2 memory, the DDR2 pro-
tocol will dictate the logical con-
straints of the interface.

User preferences. You can tune
the performance features of
7Circuits to achieve optimal
results.

FPGA. The location, type, and
number of I/Os are among some
of the parameters considered.

7Circuits comes with a board
view on startup. You begin by placing
the FPGA on the board. Next, you
place the different components with
which the FPGA interfaces. The
FPGA and all of the components are
shown to scale. The components
should be located correctly with
respect to the FPGA and the place-
ment should be identical to the actu-
al board placement. An example of
the component and FPGA place-
ment is shown in Figure 1.

7Circuits supports a large blend
of standard components that you can
select and place on the board. If a
particular component is not already sup-
ported, 7Circuits provides a simple user
interface to create the custom interface
(alternately, Taray can help you create the
interface). Defining the interface compo-
nent correctly is key to the generation of
correct outputs.

7Clircuits can block off the pins selected
outside the tool. Reading a UCF file with
the pin location constraints supports this
functionality. 7Circuits can also generate
interfaces incrementally. In other words,
you can open a saved project and add more
interfaces to it without disturbing the exist-
ing connections.

If you want to use specific banks for cer-
tain interfaces, you can make 7Circuits do
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it. You can also specify the percentage of

pins to be used within each bank. This

enables 7Circuits to be customized for any

requirement.

=W

Figure 1 — Placement of the FPGA and interface

components on the board

Figure 2 — A ratsnest view of the connections
determined by 7Circuits

7Circuits goes through multiple opti-
mization phases to select the pins optimal-
ly. After running through different
optimization phases, 7Circuits displays the
ratsnest connections to enable you to view
any bowtie effects. Such interactive output
at this stage is a key enabler to optimal
results. You can try out different place-
ments or different optimization options
within 7Circuits to improve the bowtie
effects. An example of the ratsnest is shown
in Figure 2.

7Circuits produces a UCF file for pin
locations; an EDIF schematics file for the
FPGA, interface symbols, and schematics;
and a top-level RTL file with all interface
port declarations.
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Key Advantages
7Circuits produces results with a holistic
understanding of the problem space. This
makes 7Clircuits the first tool to bring sys-
tem-level understanding into the
FPGA solution. By doing so, 7Circuits
comes up with the most optimal solu-
tion for pinout.

7Circuits reduces the time it takes
to create an FPGA-based board from
weeks to hours. The pinouts are very
dependant on placement. In the cur-
rent mode of operation, you do not
have the luxury of trying out different
placements to optimize results. Each
placement and generation of the corre-
sponding pinouts is at least a three-
task. This

impossible for you to try out various

man-week makes it
placements. With 7Circuits, you can
try out four to five different place-
ments and decide on the best place-
ment within a few hours.

7Circuits offers you the added bene-
fit of generating schematics for all of the
mundane connections automatically.
This task not only saves time, but also
ensures correctness.

Here are some of the key advan-
tages of using 7Circuits:

e 7Circuits connects all of the inter-
face pins correctly. In addition, it
connects up the power supplies to
the right voltage levels.

* It connects Vref pins to the correct
voltage levels depending on the
I/O standard used.

e It reserves Vrp/Vrn pins when DCI is
used. If DCI is used, the Vrp/Vrn pins
are connected to the appropriate volt-
age levels.

e All configuration modes such as JTAG,
slave serial, and master serial are sup-
ported. The connections are made
automatically.

Because most of the mistakes are made
in the unexciting and routine connections,
the schematics are of a great benefit. They
save greater than three man weeks of time

and, more importantly, ensure correctness.
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Comparing Line Crossings
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Figure 3 — Bowtie effects are significantly reduced, thus simplifying
layout and reducing PCB layers.
Technology * Length matching. Various heuristic

The key to producing effective results is in
the algorithms and the technology behind
the tool. 7Circuits uses patent-pending
technology to solve the issues identified in
this article. Here are some of the key inno-
vations in 7Circuits:

¢ Identifying and representing informa-
tion. 7Clircuits requires physical as well
as architectural information on every
interface and protocol. All of this
information has been precisely identi-
fied for the components already sup-
ported. For new components, the tool
provides a simple and intuitive GUI
for you to give this information.

Special signals are correctly identified
and represented so that these signals
can be associated to special pins. One
example is the Xilinx RocketlO™ pins.

7Circuits also considers the logical and
architectural aspects. Pins that are logi-
cally related will be placed together.
This ensures quicker design convergence
through the synthesis and PAR phases.

7Clircuits constantly monitors the
number of wire crossings and mini-
mizes them, minimizing the number of
board layers. This is key to reducing
manufacturing costs.
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algorithms are applied to reduce the
delta length of signals that are to be
length-matched. Applying these algo-
rithms early on avoids long traces on
the board. This improves signal quality
and enables the PC board router to
converge faster.

Results
7Circuits has been going through beta tri-
als since Fourth Quarter 2005. Some of
our customers have successfully laid out the
board using our outputs.

Additionally, we have tested our results
with many Xilinx reference designs. Our

test process is as follows:

1. Generate a design for the same inter-
faces as the standard Xilinx reference
board using 7Circuits.

2. Compare the ratsnest of the reference
design against the ratsnest from the
tool. In all cases, we found that
7Circuits produced a lower bowtie
than the reference design.

3. Use the UCF generated by the tool
and go through synthesis, build, map,
PAR, and bitgen. Ensure that timing
results from 7Circuits UCF meet the

reference design requirements.

Figure 3 shows an analytical comparison
of the results for a memory reference board.
The board has a Xilinx FPGA and inter-
faces with two DDR2 SDRAM DIMMs.
This makes a 144-bit-wide interface. It
also interfaces with DDR2 components to
make a 24-bit-wide interface. The figure
charts the frequency of line crossings
against the number of line crossings.
These comparisons clearly show the effi-
ciency of the tool:

1. The original number of line crossings
was 5,337. The line crossings with
7Circuits were reduced to 2,339 —a
reduction of more than 50%.

2. There are 4,600 lines that cross each
other manually. With 7Circuits, only
2,050 lines cross each other (1 point
crossing each other).

Condusion
Taray is committed to ensuring your suc-
cess through the use of 7Circuits. Having
created the Memory Interface Generator
for Xilinx FPGAs, Taray’s engineers have
the depth of experience required to under-
stand the issues facing you.

We are planning rich feature sets for
future releases of 7Circuits, including:

* Schematics. 7Circuits will generate
Orcad and DxDesigner schematics
natively.

* Symbols. 7Circuits will be able to use
symbols from your symbol library.
Additionally, 7Circuits will also be able
to use fractured (split) symbols to
ensure that the schemartics are consis-

tent with your company standards.

® Parts. 7Circuits will support other
Xilinx FPGA families and support

more interface components.

e 7Circuits will offer a verification mode.
This will be a great feature for you to
check that your files are consistent and
that your choices are optimal. You will
be able to make incremental changes to
improve your results.

A demo version of the 7Circuits tool is
available at www.tarayinc.com. Revision 1.0
will be released in Second Quarter 2006. ©°
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Deliver Efticient SPI-4.2 Solutions
with Virtex-4 FPGAS

by Chris Ebeling ' Y
Principal Engineer "
Xilinx, Inc.

chris.ebeling@xilinx.com

Krista Marks

Sr. Manager, IP Solutions Division
Xilinx, Inc.
krista.marks@xilinx.com

SPI-4.2 (System Packet Interface Level 4
Phase 2) is the Optical Internetworking
Forum’s recommended interface for the
interconnection of devices for aggregate
bandwidths of OC-192 (ATM and POS)
and 10 Gbps (Ethernet), as illustrated in
Figure 1.

In the last few years, this interface has
become the de-facto standard on all leading
10 Gbps framer ASSPs and has been imple-
mented directly on many next-generation
network processors. SPI-4.2 has been
broadly adopted because of its efficient
interface, which offers high bandwidth
with a low pin count and seamless handling
of typical system requirements such as flow
control, error insertion/detection, synchro-

nization, and bus re-alignment.
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Virtex-4 devices offer an ideal
platform for source-synchronous

designs like the widely adopted
SPI4.2 inferface.

The Xilinx® Virtex-4™ architecture
provides an ideal platform for implement-
ing SPI-4.2. The Xilinx SPI-4.2
LogiCORE™ P targeting Virtex-4
devices provides a solution with one-third
less resources, dramatic power savings, 1+
Gbps LVDS double-data-rate (DDR) I/O,

and complete pin assignment flexibility.

SPI-4.2 LogiCORE IP
Xilinx has improved on its Virtex-II"™ and
Virtex-1I Pro™ SPI-4.2 solution, already
one of the smallest in the industry, and
made it 30% smaller by leveraging new
ChipSync™ technology in the Virtex-4
FPGA. ChipSync technology is supported
on every pin of the Virtex-4 device family;
thus the new SPI-4.2 LogiCORE IP can
be targeted to any device pin-out. This
allows you to select I/O pins that best fit
your system and PCB requirements.

In addition, for those applications
requiring multiple SPI-4.2 interfaces, the
Virtex-4 FPGA’s logic density, high pin
count, and extensive clocking resources
will support four or more full-duplex cores
in a single device. Regardless of the per-
application

formance your requires,

Virtex-4 devices fully support the entire

SPI-4.2 operating range, with high-speed
LVDS support of data rates greater than 1
Gbps per pin.

ChipSync Technology

Xilinx introduced ChipSync technology in
Virtex-4 FPGAs to enhance I/O capability
when used for source-synchronous applica-
tions like SPI-4.2. ChipSync features are sup-
ported in every Virtex-4 1/O pin and include:

e New serial and de-serial (OSERDES
and ISERDES) features. This enables
logic built in the fabric to interface to
the I/O at a fraction of the source-
synchronous clock rate. The ISERDES
also includes a Bitslip function. Bitslip
allows you to shift the starting bit of
deserialized data to achieve proper word
alignment when linking multiple pins
together (bus deskew).

* A new input delay (IDELAY) feature.
This allows you to precisely adjust the
input delay of each bit of a bus independ-
ently, in 78 ps increments. This provides
a mechanism for tuning the interface
timing to the system environment.
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SPI-4.2 Virtex-4 Device User
Interface Interface
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Figure 1 — Typical SPI-4.2 application

Virtex-Il or Virtex-1l Pro FPGA
SPI-4.2 Dynamic Phase Alignment (DPA)

For example, a typical OC-
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gate bandwidth of 10 Gbps,
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and with Virtex-4 ChipSync tech-
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Figure 2 — DPA implementation in 1/O logic

Jor Virtex-II devices versus Virtex-4 devices

Additional DDR registers are now fully
integrated into the input ILOGIC) and
output (OLOGIC) pins, simplifying the
interface between the FPGA fabric and I/O
blocks and supporting data transfer to and
from the I/0O logic on a single clock edge.

SPI-4.2 and ChipSync Technology

The SPI-4.2 interface has a DDR source-
synchronous data bus that comprises 18
LVDS pairs (16 data bits, 1 control bit, and
1 clock). The SPI-4.2 source-synchronous
clock varies from 311 MHz to 500 MHz.
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SPI-4.2 data stream at a lower

clock rate. Operation of the core

logic at a lower internal clock rate
allows you to implement high-frequency
SPI-4.2 interfaces in the slowest speed
grade Virtex-4 device.

The ISERDES and OSERDES functions
allow the core logic to time multiplex and
de-multiplex these four words to and from
the 1/O logic without using any CLB logic
resources. The core logic need only operate at
half the source-synchronous DDR clock
rate. For example, a SPI-4.2 interface with a
500 MHz DDR reference clock would only
require an FPGA fabric clock of 250 MHz —
easily achievable in the Virtex-4 architecture.

As the frequency of the source-synchro-
nous clock increases, data recovery at the
receiving (sink) device becomes more chal-
lenging. The SPI-4.2 protocol provides a
calibration data, or training pattern, that
permits a receiving device to adjust its data
sampling to the system interface timing.
The process of tuning the interface to its
particular timing is referred to as dynamic
phase alignment (DPA).

Before Virtex-4 devices, Xilinx DPA
solutions worked by over-sampling the
input data and choosing the best sample
from the group. This required valuable
FPGA resources and careful control of the
input data path in the FPGA fabric, restrict-
ing the SPI-4.2 interface pin placement. In
Virtex-4 FPGAs, the IDELAY feature pres-
ent in every I/O is ideally suited to perform
this function, as shown in Figure 2. (See
“Dynamic Phase Alignment with ChipSync
Technology in Virtex-4 FPGAs,” also in
this issue of the Xcell Journal).

The IDELAY features have two pri-
mary benefits for the SPI-4.2 core in
Virtex-4 FPGAs:

* Integrating the IDELAY feature into
the input pin (ILOGIC) reduces the
FPGA resources required for DPA to
less than 350 slices.

* The IDELAY function’s ability to
adjust the data sampling point enables
DPA to be implemented in the I/O —
except for a small control state
machine, which is implemented in the
fabric. The state machine portion is
fully synchronous and does not require
a complex macro. Thus, there are no
restrictions on SPI-4.2 pin assignments.

Clocking Resources

Virtex-4 FPGAs provide an unprecedented
number of clock resources for implement-
ing multiple SPI-4.2 interfaces in a single
device. With the Virtex-II and Virtex-II
Pro architectures, implementing more than
two SPI-4.2 interfaces posed a clock man-
agement challenge. The abundance and
flexibility of clock distribution in the
Virtex-4 family solves this challenge, sup-
porting as many SPI-4.2 interfaces as the
device logic and 1/0 will allow.
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In Virtex-4 devices, all devices have 32
global clock resources. No restrictions exist
on global clock distribution other than a
maximum of eight global clocks per clock
region. All clock regions have access to any
8 of the 32 total global buffers, regardless
of the requirements of other clock regions.

In addition to the eight global clocks,
each region in the device has two regional
clock buffers. The regional clock resources
are ideal for interface clocking, like the
source-synchronous clock scheme used by
SPI-4.2. Note that even the smallest
Virtex-4 device has a total of 48 available
clock resources, each designed for low-skew
clock distribution and clock power man-
agement. The SPI-4.2 LogiCORE IP can
be configured to use either global or
regional clock resources.

In Virtex-4 FPGAs, the global clock
trees and associated buffers are implement-
ed differentially, for best duty-cycle fidelity
and greater common-mode noise rejection.
With Virtex-1I and Virtex-1I Pro devices, if
SPI-4.2 interface operates above 350 MHz,
you must route the high-speed reference
clock using two clock buffers to minimize
duty-cycle distortion at the DDR registers.
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Figure 3 — Illustration of four SPI-4.2
LogiCORE IP implemented on a Virtex-4
XC4VLX60 device

interfaces in the larger devices (Figure 3).
The Virtex-4 clocking capability opens up a
whole new class of SPI-4.2 applications, and
provides an ideal platform for applications
such as multiplexing and de-multiplexing,
bridges, and switches.

VIRTEX-1I VIRTEX-1I PRO VIRTEX-4
Power: Static Alignment 1.9W 1.75W 1.55W
@ 700 Mbps per LVDS Pair
Power: Dynamic Alignment 2.6W 2.8W 2.0W
Performance per LVDS Pair @800 Mbps @944 Mbps @1 Ghps
Speed Grades Supporting -6 -6, -7 -10,-11,-12
800 Mbps per LVDS Pair

Table 1 — SPI-4.2 power estimates for Virtex-II, Virtex-II Pro, and Virtex-4 FPGAs

Because each global clock tree in Virtex-4
FPGAs is implemented differentially, only
one clock buffer is required.

Not only does the Virtex-4 architecture
have considerably more clock resources,
but because they are distributed differen-
tially, the SPI-4.2 LogiCORE IP requires
fewer of them. These high-performance
clock resources support as many as four
SPI-4.2 interfaces in a mid-range device
(LX40/LX60) and more than four SPI-4.2
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Higher Performance at Lower Power
Virtex-4 silicon is manufactured with a
triple-oxide process that reduces static
power consumption by 40%. This will
have a positive impact for all designs,
including the SPI-4.2 interface, where the
power savings are dramatic, as readily illus-
trated and summarized in Table 1.

With Virtex-4 devices, SPI-4.2 uses sig-
nificantly less power than its Virtex-II and
Virtex-1I Pro predecessors, both because of

the enhanced 90 nm semiconductor
process and because the LogiCORE IP
uses 30% less fabric resources. At the
same time, Virtex-4 FPGAs support 30%
higher internal performance for SPI-4.2,
with a maximum frequency of 250 MHz
in the lowest speed grade (compared to
175 MHz in the lowest speed grade of
Virtex-II and Virtex-II Pro devices). In
addition, Virtex-4 FPGAs support 1+
Gbps LVDS for every I/O on the device.
This means that not only can you
place multiple SPI-4.2 interfaces any-
where on the device, but for each imple-
mented interface you get an aggregate
bandwidth as high as 16+ Gbps. Designs
that do not require this level of perform-
ance (such as more typical framer
interfaces running at 10-12 Gbps) auto-
matically get additional performance
overhead that ensures ease of design
integration and timing closure.

Conclusion

The Xilinx SPI-4.2 LogiCORE IB, cou-
pled with Virtex-4 features, provides a
highly efficient SPI-4.2 solution. We
developed ChipSync technology that sup-
ports every 1/O pin specifically for source-
synchronous interfaces like SPI-4.2.

This technology enables you to design
the most efficient SPI-4.2 solution, which
uses significantly less resources (35% less),
allows fully flexible device pin assignments
(you choose the pinout), and supports
extremely high interface speeds (1+ Gbps
LVDS DDR I/O).

The higher performance is even more
compelling because Virtex-4 FPGAs deliver
it with lower power and significantly high-
er internal operating rates. The wealth of
Virtex-4 clocking resources, combined with
full pin assignment flexibility, opens up the
possibility for new applications with multi-
ple SPI-4.2 interfaces.

For more information  about
SPI-4.2 LogiCORE IP targeting Virtex-4
devices, please refer to this site at the Xilinx
IP  Center:
designResources/ip_product_details.jsp?key=
DO-DI-POSL4MC. A hardware demon-

stration is also available; for more informa-

www.xilinx.com/xlnx/xebiz/

. .. . o
tion, contact your Xilinx representative. °
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A Low-Cost PCl Express Solution

—l

Spartan FPGAs are ideal for next-generation PCl applications and systems.

by Abhijit Athavale
Product Marketing Manager
Xilinx, Inc.
abhijit.athavale@xilin.com

PCI has been the most widely used bus
standard in the PC, server, and embedded
markets for the past decade. Because PCI
is limited by its shared, central arbitration-
based architecture and system-synchro-
nous clocking scheme, current and
next-generation processors are outstrip-
ping its ability to keep up.

PCI’s emerging replacement is PCI
Express, a new connectivity standard that
preserves the flexibility and familiarity of
PCI while dramatically increasing band-
width and performance. The controlling
body for the PCI specification, the PCI
SIG, has ratified PCI Express as the next-
generation PCI. PCI Express-based prod-
ucts are now becoming available;
shipments are expected to achieve high vol-
ume as early as 20006. Figure 1 shows the
adoption forecast for PCI Express.

PCI Express uses serial 1/O technology
to create point-to-point connections and is
reverse-compatible to PCI, preserving
many original PCI advantages. It scales
from a single lane (1x) to a 32 lane (32x)
architecture, offering a bandwidth of 2.5
Gbps per lane. PCI 32/33 has a bandwidth
of 1 Gbps, while PCI 64/66 has a band-
width of 4 Gbps.

The 1x PCI Express implementation
matches up very well with PCI 32/33, the
most commonly used PCI interface across
all markets. A two-lane implementation (5

Gbps) is an incremental improvement over
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PCI 64/66. At the high end, a 32-lane PCI
Express implementation supports a total of
80 Gbps, providing more than enough
bandwidth to support the vast majority of
next-generation applications.

Implementation Details
PCI Express is a three-layer specification:
physical (PHY), logical, and transport, all
defining separate functionalities. Also includ-
ed in the specification are advanced features
for hardware error recovery and system
power management. (For more information
about PCI Express, visit wwuw.pcisig.com.)
Since 2000, Xilinx® has offered a line of
PCI 32- and 64-bit
Spartan™ series FPGAs. The most logical

solutions for
successor is a PCI Express solution using
an external PHY chip paired with a
Spartan-3 or Spartan-3E device. The PCI
Express specification defines an interface
to hook a PHY chip up to a separate device
that houses the logical and transport layers

(called a PIPE interface — a white paper
about this is available from Intel).

In the two-chip solution, the transport
layer resides in a dedicated PHY chip, and the
logic and transport layers reside in a Spartan
FPGA. A broad range of PHY devices are
available from manufacturers such as Genesys
Logic, Philips Semiconductor, and Texas
Instruments. PHY pricing will be less than
$10 for high volumes (250,000 units per
year). (See the sidebar, “PHY Vendors,” for
contact information.) Xilinx has collaborated
with Phillips Semiconductor and delivered
this solution to our customers.

To implement the interface, Xilinx and
several of our IP partners (including Eureka,
GDA, and Northwest Logic) provide PIPE
IP cores for Spartan-3 and Spartan-3E
devices. A single-lane PCI Express controller
requires approximately 500,000 gates (50%
of a Spartan XC351000) for the logical and
transport layer core, leaving the rest of the
FPGA available for the user application (see
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Figure 1 — PCI Express adoption forecast
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the “PCI Express Core IP” sidebar for details
on Northwest Logic’s product and www.
xilinx.com/pciexpress/ for details on PCI
Express IP from our other IP partners.)
Figure 2 shows the implementation of a
PIPE interface using a Spartan FPGA and
external PHY.

Figure 3 illustrates a range of options to
implement a single-lane PCI Express inter-
face. The cost of a standard-product
option is fairly high (>$40), making it ten-
uous for high-volume/low-cost applica-
tions. The Spartan options drop that cost
substantially, and add the flexibility of pro-
grammable logic to integrate and imple-
ment other system capabilities. In 250K
quantities (reasonable for typical consumer
applications), the Spartan-3E version will
cost approximately $17.
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Condlusion

In addition to reducing total costs, the
Spartan FPGA + PHY option gives you
substantial flexibility to build “PCI
Express-to-anything” bridges and inte-
grate other circuit elements. As most sys-
of bandwidth

requirements, preserving flexibility is

tems have a range
important so that you can add lanes with-
out dramatically changing the layout.

Spartan-3 and Spartan-3E FPGAs are
available in a wide range of densities, and
preserve migration up and down in over-
all bandwidth. And because FPGAs are
fully reprogrammable post-deployment,
they eliminate the risks associated with
first-generation ASSPs and ASICs.

If you are currently using PCI for your

interconnect standard and are architect-

ing your next-generation designs, you
should consider the PCI Express option
from Xilinx. We encourage you to find
out how Spartan-3 and Spartan-3E
FPGAs will help you meet your current
and future design requirements. More
information about Spartan-3 and
Spartan-3E FPGAs, PCI Express IP, and
compatible PHY devices is available at

oy . @
www.xilinx.com/pciexpress/.

PCl Express IP

PCI Express IP cores are available from multiple ven-
dors including Xilinx and our partners. One such core
from Northwest Logic is featured below.

Northwest Logic's PCI Express Core is specifically
designed for low-cost Spartan-3 FPGAs. A Spartan-3-
based PCl Express design uses the Spartan-3 device
with a low-cost physical interface for a PCl Express
(PIPE)-compatible PHY chip. The PHY chip implements
the low-level PCl Express physical layer, while the
device takes care of the upperlevel data link and
transaction layers.

Another version of the PCl Express Core uses the
internal MGTs in Virtex-ll Pro and Virtex-4 FX FPGAs to
provide a fully integrated PCl Express solution.

Northwest Logic's PCI Express Core is one of the
smallest PCI Express cores available, enabling you to
torget the smallest and consequently lowest cost
FPGA. The core is provided with a comprehensive ver-
ffication suite and expert support to ensure rapidly
developed and validated designs.

Also available is a PCl Express Development
Board for quickly prototyping a complefe PCI Express
System. A demo GUI, drivers, and PCl Express FPGA
reference design are also included.

For more information (including pricing and core
size for a particular FPGA family), visit the Northwest
Logic website af www.nwlogic.com.

PHY Vendors
Genesys Logic

www.gmesysamerim. com

Philips Semiconductor

www.semiconductors. philips.com

Texas Instruments

wwuw.ti.com/pciexpress/
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How to Detect Potential Memory
Problems Early in FPGA Designs

System compatibility testing for FPGA memory requires
methods other than:traditional signal integrity analysis.

by Larry French

FAE Manager

Micron Semiconductor Products, Inc.
ffrench@micron.com

As a designer, you probably spend a signif-
icant amount of time simulating boards
and building and testing prototypes. It is
critical that the kinds of tests performed on
these prototypes are effective in detecting
problems that can occur in production or
in the field.

DRAM or other memory combined in
an FPGA system may require different test
methodologies than an FPGA alone.
Proper selection of memory design, test,
and verification tools reduces engineering
time and increases the probability of
detecting potential problems. In this arti-
cle, we'll discuss the best practices for thor-
oughly debugging a Xilinx® FPGA design
that uses memory.
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Memory Design, Testing, and Verification Tools
You can use many tools to simulate or
debug a design. Table 1 lists the five essen-
tial tools for memory design. Note that this
is not a complete list as it does not include
thermal simulation tools; instead, it focus-
es only on those tools that you can use to
validate the functionality and robustness of
a design. Table 2 shows when these tools
can be used most effectively.

This article focuses on the five phases

of product development, as shown in
Table 2:

* Phase 1 — Design (no hardware,

only simulation)

* Phase 2 — Alpha (or Early) Prototype
(design and hardware changes likely to

occur before production)

* Phase 3 — Beta Prototype (nearly
“production-ready” system)

¢ Phase 4 — Production

¢ Phase 5 — Post-Production (in the
form of memory upgrades or field

replacements)

The Value of SI Testing

SI is not a panacea and should be used
judiciously. SI should not be overused,
although it frequently is. For very eatly or
alpha prototypes, SI is a key tool for
ensuring that your system is free of a
number of memory problems, including:

* Ringing and overshoot/undershoot
* Timing violations, such as:
— Setup and hold time

— Slew rate (weakly driven or

strongly driven signals)

— Setup/hold time (data, clock,
and controls)
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Margin Testing

Guardband festing and

Tool Example Tool Design Alpha Proto | Beta Proto | Production | Post-Prod
Electrical Simulations | SPICE or IBIS Simulation - Electrical Essenfial [ Very Valuable | Limited Value | Rarely Used | No Value
Behavioral Simulations | Verilog or VHDL Simulation - Behavioral | Essential | Very Valuable | Limited Value | Rarely Used | No Value
Signal Infegrity Oscilloscope and probes; Signal Integrity Unavailable Crifical Limited Value | Rarely Used | No Value
possily miketkmuch o Margin Testing Unavailable Essential Essential Essential Essential
allow for more accurate
signal capture Compatibility Unavailable Valuable Essential Essential Essential

Table 2 — Tools for verifying memory functionality versus design phase

four-corner testing by
variation of voltage
and temperature

Functional software
testing or system

Compatibility Testing

rehoot fest

Table 1 — Memory design, test,
and verification tools

— Clock duty cycle and differential
clock crossing (CK/CK#)

— Bus contention

By contrast, SI is not useful in the beta
prototype phase unless there are changes to
the board signals. (After all, each signal net
is validated in the alpha prototype.)
However, if a signal does change, you can
use SI to ensure that no SI problems exist
with the changed net(s). Rarely — if ever — is
there a need for SI testing in production.

SI is commonly overused for testing
because electrical engineers are comfort-
able looking at an oscilloscope and using
the captures or photographs as documen-
tation to show that a system was tested
(Figure 1). Yet extensive experience at
Micron Technology shows that much
more effective tools exist for catching fail-
ures. In fact, our experience shows that SI
cannot detect all types of system failures.

Limitations of SI Testing

SI testing has a number of fundamental
limitations. First and foremost is the
memory industry migration to fine-pitch
ball-grid (FBGA)
Without taking up valuable board real

array packages.
estate for probe pins, SI is difficult or
impossible because there is no way to
probe under the package.

Micron has taken several hundred
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Figure 1 — Typical signal integrity shor

from an oscilloscope

thousand scope shots in our SI lab dur-
ing memory qualification testing. Based
on this extensive data, we concluded
that system problems are most easily
found with margin and compatibility
testing. Although SI is useful in the
alpha prototype phase, it should be
replaced by these other tests during beta
prototype and production.

Here are some other results of our
SI testing:

¢ SI did not find a single issue that
was not identified by memory or
system-level diagnostics. In other
words, SI found the same failures as
the other tests, thus duplicating the
capabilities of margin testing and

software testing.

e Sl is time-consuming. Probing 64-bit
or 72-bit data buses and taking scope
shots requires a great deal of time.

* SI uses costly equipment. To gather
accurate scope shots, you need high-
cost oscilloscopes and probes.

* SI takes up valuable engineering
resources. High-level engineering
analysis is required to evaluate scope
shots.

¢ SI does not find all errors. Margin and
compatibility testing find errors that are
not detectable by SI.

The best tests for finding FPGA/
memory issues are margin and compati-
bility testing.

Margin Testing
Margin testing is used to evaluate how sys-
tems work under extreme temperatures
and voltages. Many system parameters
change with temperature/voltage, includ-
ing slew rate, drive strength, and access
time. Validation of a system at room tem-
perature is not enough. Micron found that
another benefit of margin testing is that it
detects system problems that SI will not.
Four-corner testing is a best industry
practice for margin testing. If a failure is

How Does the Logic Analyzer (or Mixed-Mode Analysis) Fit In?

You may have noticed that Table 1 does not include logic analyzers. Although it is rare

to find a debug lab that does not include this tool as an integral part of its design and

debug process, we will not discuss logic analyzers in this article. Because of the cost and
time involved, they are rarely the first tool used to detect a failure or problem in a sys-
tem. Logic analyzers are, however, invaluable in linking a problem, after it has been
identified, to its root cause. Like signal integrity (SI), logic analyzers should be used

after a problem has been detected.
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...margin and compatibility testing will identify more marginalities or

problems within a system than traditional methods such as 5SI.

going to occur during margin testing, it
will likely occur at one of these points:

e Corner #1: high voltage, high
temperature

e Corner #2: high voltage, low
temperature

e Corner #3: low voltage, high
temperature

e Corner #4: low voltage, low
temperature

There is one caveat to this rule. During
the alpha prototype, margin testing may
not be of value because the design is still
changing and the margin will be improved
in the beta prototype. Once the system is
nearly production-ready, you should per-
form extensive margin testing.

Compatibility Testing

Compatibility testing refers simply to the
software tests that are run on a system.
These can include BIOS, system operat-
ing software, end-user software, embed-
ded software, and test programs. PCs are
extremely programmable; therefore, you
should run many different types of soft-
ware tests.

In embedded systems where the FPGA
acts like a processor, compatibility testing
can also comprise a large number of tests.
In other embedded applications where the
DRAM has a dedicated purpose such as a
FIFO or buffer, software testing by defini-
tion is limited to the final application.
Thorough compatibility testing (along
with margin testing) is one of the best
ways to detect system-level issues or fail-
ures in all of these types of systems.

Given the programmable nature of
Xilinx FPGAs, you might even consider a
special FPGA memory test program. This
program would only be used to run
numerous test vectors (checkerboard,
inversions) to and from the memory to
validate the DRAM interface. It could eas-
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ily be written to identify a bit error,
address, or row — in contrast to the stan-
dard embedded program that might not
identify any memory failures. This pro-
gram could be run during margin testing.
It would be especially interesting for
embedded applications where the memo-
ry interface runs a very limited set of
operations. Likely, this type of test would
have more value than extensive SI testing
of the final product.

Tests Not To Ignore

The following tests, if ignored, can lead
to production and field problems that are
subtle, hard to detect, and intermittent.

Power-Up Cycling

A good memory test plan should include
several tests that are sometimes skipped
and can lead to production or field prob-
lems. The first of these is power-up
cycling. During power-up, a number
of unique events occur, including the
ramp-up of voltages and the JEDEC-
standard DRAM initialization sequence.
Best industry practices for testing
PCs include power-up cycling tests to
ensure that you catch intermittent
power-up issues.

Two types of power-up cycling exist:
cold- and warm-boot cycling. A cold boot
occurs when a system has not been run-
ning and is at room temperature. A warm
boot occurs after a system has been run-
ning for awhile and the internal tempera-
ture is stabilized. You should consider
both tests to identify temperature-
dependent problems.

Self-Refresh Testing

DRAM cells leak charge and must be
refreshed often to ensure proper opera-
tion. Self-refresh is a key way to save sys-
tem power when the memory is not used
for long periods of time. It is critical that
the memory controller provide the prop-

er in-spec commands when entering and
exiting self-refresh; otherwise, you could
lose data.

Like power-up cycling, self-refresh
cycling is a useful compatibility test. If an
intermittent self-refresh enter or exit
problem is present, repeated cycling can
help detect it. Applications that do not
use self-refresh should completely skip
this test.

Sustaining Qualifications
One last area to consider is the test
methodology for sustaining qualifica-
tions. That is, what tests should you per-
form to qualify a memory device once a
system is in production? This type of test-
ing is frequently performed to ensure that
an adequate supply of components will be
available for uninterrupted production.
During production a system is stable
and unchanging. Our experience has
shown that margin and compatibility
testing are the key tests for sustaining
qualifications. Because a system is stable,

SI has little or no value.

Conclusion

In cthis article, our intent has been to
encourage designers to rethink the way
they test and validate FPGA and memo-
ry interfaces. Using smart test practices
can result in an immediate reduction in
engineering hours during memory quali-
fications. In addition, proper use of mar-
gin and compatibility testing will
identify more marginalities or problems
within a system than traditional methods
such as SI. No “one-size-fits-all” test
methodology exists, so you should iden-
tify the test methodology that is most
effective for your designs.

For more detailed information on test-
ing memory, see Microns latest
DesignLine article, “Understanding the
Value of Signal Integrity,” on our website,

. d
wWww.micron.com. °.
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Taking Rugged | /0 Cabling and
Connectors fo Higher Speeds

You now have the option to take copper cabling and connectors to 12.8 Gbps and beyond.

by Tom Wirsing
i Applications Engineer
Meritec
-twirsing@meritec.com z
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> muqu al Integity Engineering
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~ Today’s transceivers and chip sets are
= emanding better performance at higher
data rates from the cables and connectors
L' c':“mg used to carry serial data. Future sys-
tems promise to operate at even higher data
rates. This performance is measured in
terms of attenuation, crosstalk, and imped-
ance control. The need for greater port
density leads to that eternal conundrum:
How can I package more signals in less
space and at higher speeds without degrad-
ing performance?

Connector design is reaching a point
where signal density requirements are
severely limiting the ability to use intersti-
tial ground planes to isolate single-ended
or differential pair signals from one anoth-
er. This same density requirement also
makes the extensive use of ground pins
problematic. Higher data speeds — and
their correspondingly shorter signal wave
lengths — also contribute to design prob-
lems by making which termination tech-
niques you use and the number of
terminations in a signal path critical.
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Engineers are also encountering anoth-
er problem caused by the need for
increased density and the constraints
imposed by signal integrity requirements.
Increasing density and reducing the phys-
ical size of terminations leads to connec-
tors and individual connections that are
too fragile for many applications.

In this article, we’ll describe some cut-
ting-edge approaches that hold promise for
taking copper to the speeds and densities
that tomorrow’s designs will require, and
discuss how your designs can accomplish
these goals while still providing a robust
and reliable connection.

Faster and Farther

The speeds used today — and those pro-
posed for the near future — were almost
unthinkable just a few years ago. We can
attribute this progress to significant devel-
opments in the understanding of (and abil-
ity to simulate) the conditions that
high-speed signals encounter.

Advanced connector designs and manu-
facturing techniques allow connectors to
approach transparency, enabling you to
take advantage of the signal conditioning
now embedded in many transceivers to
design serial links between boards, racks,
and cabinet bays. This enables copper
cabling to be a feasible option for data cen-
ter distances that exceed 15 meters at 6
Gbps — for example, T10 SAS-2 cabling.

Using software to simulate 2D, 2.5D,
and 3D fields has allowed engineers to
design for signal integrity before a part is
molded or stamped. This has led to the use
of different combinations of signal and
ground pin size and placement. You can
now optimize the placement of signal and
ground pins to match the particular
requirements of a given application, or use
pins of different widths and thickness to
increase the shielding available in an inter-
connect to control crosstalk.

Additionally, you must consider imped-
ance control — and its direct impact on inser-
tion loss and return loss — in the design
phase. Signal and ground pins can have their
size and shape contoured within the connec-
tor to minimize any changes in impedance.

The physical shape of mating contacts at the
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point(s) of contact also plays a role in defin-
ing the quality of the transmission line.

Using automated welded contact to
wire terminations creates predictable and
repeatable signal paths. You should take
great care in establishing these contact weld
programs to ensure that the termination
zone size is kept to an absolute minimum.

Impedance control is also aided by
bringing the shielding right up to the ter-
mination zone whenever possible. Tight
manufacturing tolerances ensure a consis-
tent physical geometry, which leads to
consistent eye diagrams.

You can address all of these concerns in
the design of a connector from its incep-
tion with simulation software. Figure 1
compares a next-generation differential
contact with Meritec’s current 4X cable.

Il:ll'\l-hl-l-='!ﬂ T

F o e 3 B 82 umms e

Figure 1 — Near-end crosstalk (NEXT) ar a 40 psec
(20-80%) risetime: green = Meritecs current
4X with two nearest neighbors added together,
crosstalk = 2%; white = Meritecs high-speed
differential contact with six nearest neighbors

added together, crosstalke = 1.4%.

I/O cabling offers unit-distance losses
within the cable that are significantly less
than those within the printed circuit board.
For example, according to test report #335,
conducted by co-author John Sawdy, the
losses in a 3 meter, 26 AWG (American Wire
Gauge) cable are roughly equivalent to a 12
inch, 4.5 mil trace in a low-loss substrate.

The silicon you choose can also help.
Using signal conditioning techniques such as
pre-emphasis, post-emphasis, and adaptive
equalization can allow copper to meet the
needs of the multi-gigabit data transmission
community. The semiconductor industry
continues to explore other, more advanced
signaling techniques for the future, addressed
in “Beyond 10 Gbps,” presented at
DesignCon 2005 by Tom Palkert of Xilinx.

Ten Pounds in a Five-Pound Bag

Two approaches spring immediately to
mind when addressing the need for
increased data density: increased signal
density and increased data rate. The indus-
try has chosen to attack the problem on
both fronts simultaneously.

Increasing signal density is not as simple
as putting more pins in a tighter grid. As the
pins get closer, their fields encroach on each
other and interact. This interaction can lead
to substantial reductions in signal integrity.

Meritec has successfully designed and
tested a co-planar board-to-board connec-
tor that allows for densities on the order
of 44 differential pairs or 66 single-ended
signals per square inch. We have also sim-
ulated designs for mezzanine connectors
and I/O cables, which show great prom-
ise. This contact design should also be
suitable for many zero insertion force
(ZIF) applications.

Bolstered by this testing and simula-
tion, Meritec is developing new higher
density mezzanine connectors, co-planar
board-to-board connectors, and 16X-48X
rugged I/O cable assemblies that will meet
current and future needs for data transmis-
sion at speeds from 2.5 Gbps per lane
through 12.8 Gbps per lane and beyond.
Figure 2 represents one proposed, stackable
cable assembly configuration.

Figure 2 — High-speed differential cable assembly
and mating board connector

Increasing the data rate requires you to
use many of the techniques we have
described. These techniques allow the con-
nectors and cable assemblies to accommo-
date the data rate increases called for in such
current and proposed standards and appli-
cations as PCle, RapidlO, HyperTransport,
custom Xilinx® RocketlO™ transceivers,
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CX4, Qnet, NUMA, Myrinet, OIF CEI,
Infiniband, SAS, Fibre Channel, or
SONET extenders.

Rugged Construction is a Must

Engineers designing for high density and
faster data rates will quickly encounter
another serious obstacle. As pins become
smaller and more tightly spaced, the possi-
bilities of physical damage increase.
Contact and connector designs that look
great in a CAD program or signal integri-
ty simulation can begin to show serious

As pin counts increase, so do mating
forces. These forces can reach the point
where they prohibit hand mating and
require special mechanisms to engage.
Standard pin and socket contacts typically
have very high insertion forces; you should
take steps to reduce these to manageable
levels for high-pin-count connectors. The
hermaphroditic contact design allows for
extremely low insertion forces, despite high
pin counts, while maintaining high normal
force because of dual contact.

You must also offer protection from

Figure 3 — Edge view — individual row of mated contact pairs

flaws in the field. Fragile construction
becomes an issue when connectors are sub-
jected to use in uncontrolled environments
and expected to perform.

Smaller contacts are a clear requirement
of higher densities, so you must utilize
another means of physical protection. One
approach is to use a hermaphroditic contact.
In a standard male/female interconnect, the
female end occupies far more space than the
male. Meritec’s hermaphroditic contact elim-
inates the need for the female. Two identical
contacts are used to mate with each other.

This contact design has been used in
numerous applications, and we have devel-
oped a new version for higher data rate
applications. The contact is extremely
robust. Each mating pair provides two
points of contact; these contacts are also
more tolerant of minor contact misalign-
ments that become more consequential as
pitch decreases. To our knowledge, there
has never been a single failure of our her-
maphroditic contact. Figure 3 shows how
one row of these contacts is mated.
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stray tools, corners, and edges. One way to
accomplish this is to recess the contacts in
a unique honeycomb-like housing that sur-
rounds the contacts to protect them in the
unmated state. Aside from intentional
damage, the contacts are well protected
from physical damage during handling,
mating, and un-mating.

Condusion
It is clear that the demand for higher data
rates and signal density will continue to
grow. It is also clear that a fundamental
understanding of signal integrity; the
ability to accurately simulate electrical
and magnetic fields; advances in semicon-
ductor technology; innovative contact
design; and progressive manufacturing
techniques will allow copper to remain a
viable signal conductor for the foresece-
able future.

For more information, contact Meritec
Customer Service at (440) 354-3148,
e-mail  info@meritec.com, or  visit

. d
www.meritec.com. ®
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New PCl Express Solufion Simplities
Viideo Security Applications

How to implement a video security

system using PCl Express.
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by Neil Mammen

Technologist

Tentmaker Systems Consulting Group
neill@fentmakersystems.com

An ideal video security device would be able
to collect live compressed or uncompressed
video, monitor each stream for motion,
record all of the streams, and save the video
to a hard disk (or write it out to a shuttle
DVD system). However, these systems
would end up costing more than what an
average security consumer would be willing
to pay, especially when the per-stream cost
expands after four to eight streams.

This ideal security device would also be
able to monitor motion and only record
those streams that had motion, saving both
disk space and bandwidth. One way to do
this is to capture the video streams on a
low-cost PCI card and store the input
streams to a hard drive after performing
some CPU processing. This reduces the
cost of a built-from-scratch dedicated sys-
tem by using off-the-shelf hardware.

However, there’s a problem with the
densities and processing power. If you want
to store uncompressed streams, you quick-
ly run out of bus bandwidth on a shared
PCI bus, as well as processing power on its
CPU. For instance, the maximum bus
bandwidth in both directions on an off-
the-shelf, low-cost ($800) PC would be
between 2-4 Gbps. Spreading the video-
capture capabilities among multiple PCI
cards does not help the bus bandwidth
issue because 4 Gbps is the top limit of the
entire PCI bus — not just of any single slot.
And once shared with other cards on the
PCI bus, you would be lucky to get about
1 Gbps of throughput in both directions.
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You could use compression chips to
reduce the bandwidth on the bus, but this
would increase your cost and limit you to
existing MPEG chipsets, without an easy
way to perform additional processing or
special motion-detection functions that are
key for the security market.

Uncompressed video (once stripped of
blanking) is around 165 Mbps of data.
Thus, with 1 Gbps of total bandwidth, you
are limited to at most a mix of six capture
or playback devices of uncompressed video
on one PCI bus PC.

Pl Express to the Rescue

PCI Express (PCle) technology provides a
significant jump in throughput to PC users.
PCI Express is broken down into lanes. Each
lane comprises a differential pair in each
direction. Each differential pair provides a
2.5 Gbps stream with an 8b/10b encoding
scheme, with 2 Gbps of data throughput per
pair in that direction. But even more impres-
sive, each PCle slot on a motherboard has its
own lanes that are not shared with any other
slot. Each slot comes in configurations of 16
lanes (also called a x16 or “by 167), 8 lanes
(x8), 4 lanes (x4), or 1 lane (x1).

Today you can purchase an off-the-shelf
low-cost PC motherboard with one x16
PCle graphics slot and two x1 PCle card
slots, as well as two or more regular PCI
slots. Server models come with x4 or x8
PCle slots. You can even use the x16 graph-
ics slot for another function if you do not
need a graphics function, or if it is already
integrated into the motherboard.

Thus, PCle allows each card to provide
data from 2 Gbps in a x1 lane to as much
as 32 Gbps in a x16 lane.

You can immediately see the advantages.
Most low-cost motherboards are now capa-
ble of supporting more than 36 Gbps of
video data in both directions (this is very
dependent on the speed of the peripherals).
Bandwidth-wise, this means that each PC
motherboard could technically support
more than 200 uncompressed video cap-
tures or playbacks in each direction
(although you will run into limitations on
the peripherals before you get to this point).

Using low-cost Xilinx® FPGAs, you can
go one step further and provide motion
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detection as well as some hardware assist in
the FPGA. A high-speed DDR DRAM will
allow the CPU to perform the easier por-
tions of the compression and store data
only when there is motion, thus reducing
the storage requirements. Of course, you
will have to make some compromises,
depending on if the streams will be played
back on standard DVD players.

The Tentmaker PCle Prototyping Solution

The Tentmaker PX Wave PCle Design Kit
shown in Figure 1 (the block diagram is
shown in Figure 2) is one possible video
security solution, comprising four video
capture devices from Philips, a Xilinx
Spartan™-3 FPGA, and a Philips PCI
Express x1 PHY. It is designed as a low-cost
($1800) evaluation system for companies

Figure 1 — PX Wave PCle Design Kit board

CVBS IN-RCA JACK/
SVIDEO IN-HEADER

CCIR 656 IN

CCIR 656 IN

CCIR 656 IN

CCIR 656 IN

XC3S1000-5FG676 to
XC3S4000-XFG676

PIPE BUS

THE TENTMAKER
SYSTEMS
PX WAVE DESIGN KIT

Power
Supplies

’ PClexpress X 1 Slot

Figure 2 — PX Wave PCle Design Kit block diagram
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PCI Express is becoming more pervasive. As more applications
like video continue to grow and require more bandwidth, PCI Express
is well-suited to meet the related demands.

that want to get a jumpstart on designing
boards to address this market. It contains
all of the components except the high-
speed DDR DRAM (an SRAM is used in
this version). The PX Wave Design Kit
allows companies to eliminate much of the
learning curve associated with PCle
designs.

It would be easy to expand this design to
use 16 video captures, the Xilinx PCle x4
core, and an associated x4 PHY (Figure 3).
Naturally, a cable harness would need to be

could include complex motion estimation,
VLC (variable length code) generation, and
other such preprocessing.

Other applications could use a high-
speed, high-resolution camera that
requires the extra bandwidth of PCle for a
single stream. You could also add hard-
ware processing by using a preprocessing
FPGA, as I've described.

For storage, it is also useful to be able to
automatically add a graphic overlay show-

ing the capture time and camera number.

CVBS IN-RCA JACK/
SVIDEO IN-HEADER

|
m

4 CVBS
Cable Harness

i

4CVBS
Cable Harness

|

I

4CVBS
Cable Harness

|

i

4CVBS
Cable Harness

High Speed
DDRx2

4 CCIR 656 IN

4 CCIR 656 IN

|

4 CCIR 656 IN

|

4 CCIR 656 IN

|

Motion  [Compression
Detector | HW Assist

Motion  [Compression
Detector | HW Assist Power

Motion  |Compression
Detector | HW Assist

DIP SWITCHES

Motion  |Compression
Detector | HW Assist

LEDS

PClexpress X 4 Slot

Figure 3 — Block diagram of a 16-input security solution with hardware assist

created for the 16 video inputs because of
rear-plate surface-area limitations. The
hardware assist could include a simple
FPGA motion detector that provides an
alarm and directs the PC to only record
those streams that have motion, or you
could dynamically allocate bandwidth so
that cameras with the most motion get
more bandwidth. Other hardware assists
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You can do all of this very easily in software
or hardware, assuming that the system has
access to the compression algorithm. You
can also insert text into the closed-caption
fields at this point.

In the PX Wave PCle Design Kit, four
Philips SAA7113 chips are used to capture
four input analog CVBS (composite video,
blank, and sync) or Y/C (luma and chro-

ma) streams. The video analog-to-digital
converters produce four independent digital
CCIRG656 streams, which are then fed into a
low-cost Spartan-3 device for preprocessing.
In the FPGA, the video data is stripped of
blanks and syncs, packetized appropriately
for PCle, and fed to the Xilinx PCle core.
Software can then take the input video and
display it, process it, or store it to disk.

PCI Express is straightforward if you
follow some simple design principles. The
high speed 2.5 Gbps lines are differential
and thus simple to lay out, as long as the
traces are length-matched and you adhere
to some standard layout methodologies.
More complicated is the PIPE bus that goes
between the FPGA and the PHY. This bus
must support signals at 250 MHz and each
direction must be length-matched.

Conclusion

PCI Express is becoming more pervasive.
As more applications like video continue
to grow and require more bandwidth,
PCI Express is well-suited to meet the
related demands.

With connectors that allow you to add
daughter boards and easily debug, the PX
Wave PCle Design Kit provides an easy
way for companies to prototype generic
PCI Express cards for security, video, and
any generic application. In fact, the Xilinx
PCle core and the Philips PCle PHY were
prototyped and passed PCI-SIG PlugFest
in the Summer of 2005 using the PX
Wave Design Kit.

For more information, visit wwuw.

tentmakersystems.com. °

Tentmaker Systems Consulting Group is part
of a group of companies working on a PIPE-C
spectfication. This is a connector specification
that provides a standard connection between
PHYs and PCle cores, allowing various cores
to be easily tested and used with various PHYs.
The PIPE-C connector is available on various
Tentmaker Systems boards.
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©2006 Xilinx, Inc. All rights reserved. XILINX, the Xilinx logo, and other designated brands included herein are trademarks of Xilinx, Inc. All other trademarks are the property of their respective owners.
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Designing @ Spartan-3 FPGA
DDR Memory Interface

Xilinx provides many tools to implement

adtistomized DDR memory inferfaces..

by Rufino Olay

Marketing Manager, Spartan Solutions
Xilinx, Inc.

1ufino.olay@xilinx.com

Karthikeyan Palanisamy

Staff Engineer, Memory Applications Group
Xilinx, Inc.

karthi.palanisamy@xilinx.com

Memory speed is a crucial component of
system performance. Currently, the most
common form of memory used is synchro-
nous dynamic random access memory
(SDRAM).

The late 1990s saw major jumps in
SDRAM memory speeds and technology
because systems required faster perform-
ance and larger data storage capabilities.
By 2002, double-data-rate (DDR)
SDRAM became the standard to meet
this  ever-growing demand, with
DDR266 (initially), DDR333, and
recently DDR400 speeds.
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DDR SDRAM is an evolutionary
extension of “single-data-rate” SDRAM
and provides the benefits of higher speed,
reduced power, and higher density com-
ponents. Data is clocked into or out of the
device on both the rising and falling edges
of the clock. Control signals, however, still
change only on the rising clock edge.

DDR memory is used in a wide range
of systems and platforms and is the com-
puting memory of choice. You can use
Xilinx® Spartan™-3 devices to implement
a custom DDR memory controller on
your board.

Interfacing Spartan-3

Devices with DDR SDRAMs

Spartan-3 platform FPGAs offer an ideal

connectivity solution for low-cost systems,

providing the system-level building blocks

necessary to successfully interface to the

latest generation of DDR memories.
Included in all Spartan-3 FPGA

input/output blocks (IOB) are three pairs

of storage elements. The storage-element
pair on either the output path or the three-
state path can be used together with a spe-
DDR

transmission. This is accomplished by tak-

cial multiplexer to produce
ing data synchronized to the clock signal’s
rising edge and converting it to bits syn-
chronized on both the rising and falling
edge. The combination of two registers and
a multiplexer is referred to as double-data-

rate D-type flip-flop (FDDR).

Memory Controllers Made Fast and Easy
Xilinx has created many tools to get design-
ers quickly through the process of building
and testing memory controllers for Spartan
devices. These tools include reference
designs and application notes, the Memory
Interface Generator (MIG), and more
recently, a hardware test platform.

Xilinx application note XAPP454,
“DDR2 SDRAM Memory Interface for
Spartan-3 FPGAs,” describes the use of a

Spartan-3 FPGA as a memory controller,
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Figure 1 — Read operation timing diagram

with particular focus on interfacing to a
Micron MT46v32M16TG-6T DDR
SDRAM. This and other application notes
illustrate the theory of operations, key chal-
lenges, and implementations of a Spartan-
3 FPGA-based memory controller.

DDR memories use non-free-running
strobes and edge-aligned read data
(Figure 1). For 333 Mbps data speeds, the
memory strobe must be used for higher
margins. Using local clocking resources, a

delayed strobe can be centered in the data
window for data capture.

To maximize resources within the FPGA,
you can explore design techniques such as
using the LUTs as RAMs for data capture —
while at the same time minimizing the use
of global clock buffers (BUFGs) and digital
clock managers (DCMs) — as explained in
the Xilinx application notes. Results are
given with respect to the maximum data
width per FPGA side for either right and left
or top and bottom
implementations.

Implementation chal-

S e

et " T D — lenges such as these are
R - ;:.':"'""--"" mitigated with the
e T E o _ new Memory Interface

....;;. pr—— iE: e o Generator.
— s i = Xilinx created the
—_——— . for = E. Memory Interface
e o = Generator (MIG 007)
R Samsianqmamt = to take the guesswork
L out of designing your
S own controller. To cre-

e bt [08 )] Bk b [T .
e — = ate the interface, the
— e tool requires you to
‘ ‘ _ input data including

Figure 2 — Using the MIG 007 to automatically FPGA device. f

create a DDR memory controller GA device, frequen-
cy, data width, and
banks to use. The inter-
Feature Utilization Percent Used active GUI (Figure 2)
- generates the RTL,
Number of Slices 2,277 out of 13,312 17% EDIE SDC, UCE and
Number of DCMs 1 out of 4 25% related document files.
Number of External 10Bs 147 out of 487 30% As an example, we

Table 1 — Device utilization for a DDR
64-bit interface in an XC351500 FPGA

January 2006

created a DDR 64-bit
interface for a Spartan

XC3S81500-5FG676

using MIG. The results in Table 1 show
that the implementation would use 17% of
the slices, leaving more than 80% of the

device free for data-processing functions.

Testing Out Your Designs

The last sequence in a design is the verifi-
cation and debug in actual hardware.
After using MIG 007 to create your cus-
tomized memory controller, you can
implement your design on the Spartan-3
Memory Development Kit, HW-S3-
SL361, as shown in Figure 3. The $995
kit is based on a Spartan-3 1.5M-gate
FPGA (the XC3S1500) and includes

additional features such as:

* 64 MB of DDR SDRAM Micron
MT5VDDT1672HG-335, with an
additional 128 MB DDR SDRAM
DIMM for future expansion

¢ Two-line LCD
¢ 166 MHz oscillator

* Rotary switches

* Universal power supply 85V-240V,
50-60 MHz

Figure 3 — Spartan-3 memory
development board (HW-S3-SL361)

Condlusion
With the popularity of DDR memory
increasing in system designs, it is only nat-
ural that designers use Spartan-3 FPGAs as
memory controllers. Implementing the
controller need not be difficult.

For more information about the applica-
tion notes, GUI, and development board,
www.xilinx.com/products/

please  visit

. . LJ
design_resources/mem_corner/index.htm.
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10-Gigabit Ethernet MAC
v7.0

DS201 January 18, 2006

Product Specification

Introduction

The LogiCORE™ 10-Gigabit Ethernet MAC core is a
single-speed full-duplex 10 Gbps Ethernet Media
Access Controller (MAC) solution that enables the
design of high-speed Ethernet systems and subsystems.

Features

* Designed to 10-Gigabit Ethernet specification IEEE
802.3ae-2002

e Choice of external XGMII or internal FPGA
interface to PHY layer

* Cut-through operation with minimum buffering for
maximum flexibility in client-side interfacing

* Supports Deficit Idle Count for maximum data
throughput; maintains minimum IFG under all
conditions and provides line rate performance

¢ Configured and monitored through a
microprocessor-neutral management interface

¢ Comprehensive statistics gathering with statistic
vector outputs

* Supports flow-control in both directions
¢ MDIO STA master interface to manage PHY layers

¢ Extremely customizable; trade off resource usage
against functionality

¢ Available under SignOnce license program

* Supports VLAN, jumbo frames, and WAN mode

LogiCORE Facts

Core Specifics

Device Family Virtex™-|l, Virtex-Il Pro, Virtex-4

-5 for Virtex-Il
-5 for Virtex-Il Pro
-10 for Virtex-4

Speed Grades

Slices | LUTs | FFs I:I:Knk
Resources Used(")
3777 3703 4211 0

Delivered through Xilinx CORE

Special Features
P Generator™

Provided with Core

Product Specification
User Guide
Getting Started Guide

Documentation

Design File Formats EDIF and NGC netlist

Constraints File UCF

VHDL test bench

Verification Verilog test fixture

Example Design VHDL and Verilog

Design Tool Requirements

Xilinx o
Implementation Tools ISE™ 8.1i
Simulation Mentor ModelSim®

Cadence® IUS
Synthesis XST

Support

Provided by Xilinx, Inc. @ www.xilinx.com/support

1. Numbers are approximate for default configuration.
See "Device Utilization" on page 19 for a complete
description device utilization by configuration.

© 2006 Xilinx, Inc. All rights reserved. XILINX, the Xilinx logo, and other designated brands included herein are trademarks of Xilinx, Inc. All other trademarks are the property of their respective
owners. Xilinx is providing this design, code, or information "as is." By providing the design, code, or information as one possible implementation of this feature, application, or standard, Xilinx

makes no representation that this implementation is free from any claims of infringement. You are responsible for obtaining any rights you may require for your implementation. Xilinx expressly
disclaims any warranty whatsoever with respect to the adequacy of the implementation, including but not limited to any warranties or representations that this implementation is free from claims

of infringement and any implied warranties of merchantability or fitness for a particular purpose.
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Tri-Mode Ethernet
MAC v2.2

Product Specification

S XILINX' pgicire

DS297 January 18, 2006

Introduction
The LogiCORE™ Tri-Mode Ethernet Media Access

LogiCORE Facts
Core Specifics

Controller (TEMAC) core supports half-duplex and
full-duplex operation at 10 Megabits-per-second
(Mbps), 100 Mbps, and 1 Gbps.

Supported Device Family

Virtex™-4, Virtex-l, Virtex-Il Pro,
Spartan™-3, Spartan-3E

Speed Grade

e Virtex-4 -10
¢ Virtex-ll, Spartan-3,
Spartan-3E1-4

Features « Virtex-Il Pro -5
Performance 10 Mbps, 100 Mbps, 1 Gbps
* Designed to IEEE 802.3-2002 specification Core Resources
e Reconciliation sublayer with GMII/MII or RGMII Slices 1019-1801 slices?
Interface LUTs 1273-2160
. . FFs 1030-1809
¢ Configurable half-duplex and full-duplex operation 1 (Spartan-3, Spartan-3E
DCM | : :
¢ Configured and monitored through an optional Virtex-4, or RGMII only)
independent microprocessor-neutral interface BUFG 26
PPC 0
¢ Configurable flow control through MAC Control OB-FF 79
pause frames; symmetrically or asymmetrically Core Highlights
enabled Designed to e
|EEE 802.3-2002 Hardware Verified

Optional MDIO interface to managed objects in
PHY layers (MII Management)

Optional Address Filter with a selectable number of
address table entries

Optional clock enables to reduce clock resource
usage

Support of VLAN frames to specification IEEE
802.3-2002

Configurable support of jumbo frames of any length

Provided with Core

Documentation

Product Specification
User Guide
Getting Started Guide

Design File Formats

NGC Netlist, HDL example
Design, Demonstration test
bench, scripts

Constraints File

User Constraints File (.ucf)

Example Design

Tri-Mode Ethernet MAC with
GMII/MII or RGMII interface

Demo test environment

Design Tool Requirements

R . S .
Configurable inter-frame gap adjustment Supported FDL VHDL and/or Verilog®
¢ Configurable in-band FCS field passing on both Synthesis XST 8.1i
transmit and receive paths Xilinx Tools ISE™ 8.1i

Available under the terms of the SignOnce IP Site
License agreement

Simulation tools

Mentor ModelSim®,
Cadence IUS3

Support

Provided by Xilinx @ www.xilinx.com/support

1. Spartan-3E devices support only the GMII protocol.
2. Precise number of slices depends on user configuration.
3. Scripts provided for Mentor ModelSim and Cadence 1US only.

© 2006 Xilinx, Inc. All rights reserved. XILINX, the Xilinx logo, and other designated brands included herein are trademarks of Xilinx, Inc. All other trademarks are the property of their respective
owners. Xilinx is providing this design, code, or information "as is." By providing the design, code, or information as one possible implementation of this feature, application, or standard, Xilinx

makes no representation that this implementation is free from any claims of infringement. You are responsible for obtaining any rights you may require for your implementation. Xilinx expressly
disclaims any warranty whatsoever with respect to the adequacy of the implementation, including but not limited to any warranties or representations that this implementation is free from claims

of infringement and any implied warranties of merchantability or fitness for a particular purpose.
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Virtex-4 Embedded Tri-Mode
Ethernet MAC Wrapper v4.1

DS307 January 18, 2006

Product Specification

Introduction

The LogiCORE™ Virtex-4 Embedded Tri-mode Ether-
net Media Access Controller (MAC) Wrapper auto-
mates the generation of HDL wrapper files for the
Embedded Tri-Mode Ethernet MAC in Virtex-4™ FX
devices using the CORE Generator™ tool.

VHDL and Verilog instantiation templates are available
in the Libraries Guide for the Virtex-4 Ethernet MAC
primitive; however, due to the complexity and the large
number of ports, the CORE Generator simplifies inte-
gration of the Ethernet MAC by providing HDL exam-
ples based on user-selectable configurations.

Features

¢ Allows selection of one or both of the two Ethernet
MACs (EMAC0/EMACI1) from the Embedded
Ethernet MAC primitive

e Connects the EMAC0/EMACI Tie-off Pins based on
user options

* Provides user-configurable Ethernet MAC physical
interfaces

- Supports MII, GMII, RGMII v1.3, RGMII v2.0,
SGMII, and 1000BASE-X PCS/PMA interfaces

- Instantiates clock buffers, DCMs, RocketIOs, and
logic as required for the selected physical
interfaces

* Provides a simple FIFO-loopback example design,
which is connected to the MAC client interfaces

* Provides a simple demonstration test bench based
on the selected configuration

¢ Includes an example of a low-level driver for DCR
accesses

* Generates VHDL or Verilog

LogiCORE Facts

Supported Family Virtex™-4 EX1

Performance 10 Mbps, 100 Mbps, 1 Gbps
Example Design Resources
Slices 422-13542
LUTs 464-17062
FFs 519-15302
BRAMSs 4-82
DCM 0-22
BUFG 2-82

Wrapper Highlights

Optimized Clocking Logic HDL Example Design

Hardware Verified Demonstration Test Bench

Provided with Wrapper

Documentation Product Specification
Getting Started Guide

User Guide3

Design File Formats HDL Example Design,

Demonstration Test Bench, Scripts

Constraints File User Constraints File (.ucf)

Example Designs Example FIFO connected to client I/F

Demonstration Test Environment

Design Tool Requirements

Supported HDL VHDL and/or Verilog

Synthesis XST 8.1i

Xilinx Tools ISE™ 8.1i

Mentor ModelSim® 6.1b
Cadence 1US*

Simulation tools

1. Virtex-4 FX solutions require the latest silicon stepping and are
pending hardware validation.

2. The precise number depends on user configuration; see Device
Utilization.

3. The Virtex-4 Embedded Tri-Mode Ethernet MAC User Guide is
available from www.xilinx.com/bvdocs/userguides/ug074.pdf.

4. Scripts provided for Mentor ModelSim and Cadence IUS only.

© 2005 Xilinx, Inc. All rights reserved. XILINX, the Xilinx logo, and other designated brands included herein are trademarks of Xilinx, Inc. All other trademarks are the property of their respective
owners. Xilinx is providing this design, code, or information "as is." By providing the design, code, or information as one possible implementation of this feature, application, or standard, Xilinx

makes no representation that this implementation is free from any claims of infringement. You are responsible for obtaining any rights you may require for your implementation. Xilinx expressly
disclaims any warranty whatsoever with respect to the adequacy of the implementation, including but not limited to any warranties or representations that this implementation is free from claims

of infringement and any implied warranties of merchantability or fitness for a particular purpose.
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XAUI v6.1

STXILINX® igic e

DS265 January 18, 2006 Product Specification

Introduction LogiCORE Facts

The Xilinx LogiCORE™ XAUI core is a high-perfor-
mance, low pin count 10 Gbps interface intended to
allow physical separation between data-link layer and
physical layer devices in a 10-Gigabit Ethernet system.

Core Specifics

Supported Device
Family

Virtex-1l Pro -6, -7 (2VP4 or larger)
Virtex-41 (4VFX60)

. Block
The XAUI core implements a single-speed full-duplex Slices | LUTs | FFs | o :I\?I
. Resources Used? S
10 Gbps Ethernet eXtended Attachment Unit Interface
(XAUI) solution for the Xilinx Virtex™-II Pro and Vir- 917 1327 700 0

tex-4 families of FPGAs.

The Virtex™-II Pro and Virtex-4 FPGA families, in com-
bination with the XAUI core, enable the design of
XAUI-based interconnects whether chip-to-chip, over
backplanes, or connected to 10-Gigabit optical mod-

Special Features

Delivered through the
CORE Generator™

Provided with Core

Documentation

Product Specification
Getting Started Guide

ules. User Guide
Design File Formats NGC netlist
Features 9
Constraints File UCF
* Designed to 10-Gigabit Ethernet specification IEEE
VHDL test bench

802.3ae-2002

Uses 4 RocketlO™ transceivers at 3.125 Gbps line
rate to achieve 10 Gbps data rate

Implements DTE XGXS, PHY XGXS, and
10GBASE-X PCS in a single netlist

Uses Virtex-II Pro or Virtex-4 Digital Clock

Verification

Verilog test fixture

Example design

VHDL and Verilog

Additional ltems

UniSim-based simulation models

Design Tool Requirements

Xilinx Implementation

Management to implement optional XGMII interface Tools ISE™ 8.1i
clocking

* Uses Virtex-II Pro or Virtex-4 DDR I/O primitives for Simulation Mentor ModelSim®
the optional XGMII interface Cadence IUS

¢ Elastic buffering of inbound XGMII data (optional) Support

e Uses RocketlO transceivers for the XAUI interface Provided by Xilinx, Inc. a www.xilinx.com/support/

802.3ae-2002 Clause 45 MDIO interface (optional)

802.3ae-2002 Clause 48 State Machines (optional for
Virtex-II Pro)

Supports 10-Gigabit Fibre Channel (10-GFC) XAUI
data rates and traffic

Available under the SignOnce IP Site License
program

1. Virtex-4 FX solutions require the latest silicon stepping and are
pending hardware validation.

2. Figures quoted are approximate for Virtex-Il Pro default configura-
tion. See "Device Utilization" on page 13 for details on device utili-

zation by configuration.

© 2006 Xilinx, Inc. All rights reserved. XILINX, the Xilinx logo, and other designated brands included herein are trademarks of Xilinx, Inc. All other trademarks are the property of their respective
owners. Xilinx is providing this design, code, or information "as is." By providing the design, code, or information as one possible implementation of this feature, application, or standard, Xilinx
makes no representation that this implementation is free from any claims of infringement. You are responsible for obtaining any rights you may require for your implementation. Xilinx expressly
disclaims any warranty whatsoever with respect to the adequacy of the implementation, including but not limited to any warranties or representations that this implementation is free from claims
of infringement and any implied warranties of merchantability or fitness for a particular purpose.
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by Adrian Cosoroaba

Marketing Manager
Xilinx, Inc.
adrian.cosoroaba@xilinx.com

Memory interfaces are source-synchronous inter-

[ ]
faces in which the clock/strobe and data being
I transmitted from a memory device are edge-
aligned. Most memory interface and controller

vendors leave the read data capture implementa-
tion as an exercise for the user. In fact, the read
Give your designs the Virfex-4 FPGA advantage. |,
y g g g most challenging portion of the design. Xilinx
provides multiple read data capture techniques
for different memory technologies and perform-
ance requirements. All of these techniques are
implemented and verified in Xilinx® FPGAs.
The following sections provide a brief overview
of prevalent memory technologies.

Double Data Rate Synchronous Dynamic

Random Access Memory (DDR SDRAM)

Key features of DDR SDRAM memories
include:

* Source-synchronous read and write interfaces

using the SSTL-2.5V Class I/1I I/O standard

* Data available both on the positive and neg-
ative edges of the strobe

* Bi-directional, non-free-running, single-
ended strobes that are output edge-aligned
with read data and must be input center-

Design Tivs P imb-tunring strobas.ared e extn-sinioc, SR aligned with write data
Challenges With ™ vt ] v f

et Or DOR 2 : * One strobe per 4 or 8 data bits

SDRAM

* Data bus widths varying between 8, 16, and
32 for components and 32, 64, and 72 for
DIMMs

* Supports reads and writes with burst lengths
* i LT FAM FIECT e of two, four, or eight data words, where each
Rt o e Sk i i
) data word is equal to the data bus width

o i et T - * Read latency of 2, 2.5, or 3 clock cycles,
ey e wt v P } with frequencies of 100 MHz, 133 MHz,
166 MHz, and 200 MHz

* Row activation required before accessing col-

umn addresses in an inactive row
* Refresh cycles required every 15.6 ps

¢ Initialization sequence required after power

on and before normal operation
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Double Data Rate Synchronous Dynumic Memory Technology Maximum Maximum

Random Access Memory (DDR 2 SDRAM) and 1/0 Standard Supported FPGAs Performance Data Width XAPP Number XAPP Title Data Capture Scheme
Key features of DDR 2 SDRAM memories, the XAPP721 | High Performance DDR 2 | Read duta is captured in the
second—generation DDR SDRAMs, include: SDRAM Im.erfuce Data | delayed DQS domain and
DDR 2 SDRAM - T _ Capture Using ISERDES | transferred to the FPGA clock
. Tex- 4 it fo L
¢ Source-synchronous read and write inter- SEIIL-I.:EIV friex ((ompoln:ms) and OSERDES domain within the ISERDES.
. s
faces using the SSTL-1.8V Class I/II I/O XAPP723 DDR2 Controller
(267 MHz and Above)
standard Using Virtex-4 Devices
* Data available both on the positive and XAPP702 | DDR 2 SDRAM Controller | Read dota delayed such that
negative edges of the strobe T 16 bits Using Virtex-4 Devices |  FPGA clock is centered in
) ( 1 data window.
* Bi-directional, non—free—running, differ- SSTL-1.8V Virtex-4 267 MHz ( OT‘:’:_E;“ d XAPP701 Memory Interfaces Data
. . Class Il Redistered DIMM Capture Using Direct Memory read strobe used
ential strobes that are output edge-aligned 9 Clocking Technique to defermine amount
with read data and must be input center- of read data delay.
ahgned with write data Read data delayed such that
o i ial ; 4 16 bts FPGA clock s centered in
One d'l erential strobe pair per 4 or 8 Dggfgks/:’M ot 0 (Components) XAPP709 DDR SDRAM Controller data window.
data bits 2o irfex- Z 1445t Using Virtex-4 Devices
Class 1/11 Memory read strobe used

Registered DIMM to defermine amount

of read data delay.

Data bus widths varying between 4, 8,
and 16 for components and 64 and 72

for DIMMs Read data delayed such
that FPGA clock is centered

* Supports reads andlwrltes with burst QDR 11 SRAM Vitocd — 72 bits i QOR 1 SRAM Inferface in data window.
lengths of four or eight data words, where HSTL-1.8Y (Components) Memory read strabe used fo
each data word is equal to the data bus de"”mi:e'“"ri’"' of read

. ata delay.
width
. o Read data delayed such that
* Read latency is a minimum of three clock FPGA clock is centered in
] . i . XAPP710 Synthesizable (10 DDR data window.
cycles, with frequencies ranging from 200 RLDRAM I o — 36 bits Tt
MHz to 400 MHz HSTL1.8Y e Virtoxd FPGAs | Memory read strabe used fo
determine amount of read
* Row activation required before accessing data delay.

column addresses in an inactive row
) Table 1 — Virtex-4 memory interface application notes (XAPPs) currently available,
* Refresh cycles required every 7.8 ps with a brief description of the read dara capture technique

* Initialization sequence required after

poweren and before normal operaon iy Number of ~ Number of ImNel:fn(]lE:sr \:filh Device(s) Used for .
lv:‘enr:olr/yUTz:l.::gL(:gy AT DCMs/DLLs BUFGs Listed DCMs and Hardware Verification Requiremens
Quad Data Rate Synchronous BUFGs
Random Access Memory (QDR Il SRAM) YAPP721
Key features of QDR II SRAM memories, the angg)zr&m 333 Mz zlpms 6 M“';ir';'[‘:u‘:nf;"‘e XCAVLX2S 11 FFo68 ALl Banks Supported
second-generation QDR I SRAM, include: SSTL-1.8V Class |l
* Source-synchronous read and write inter- XAPP702
faces using the HSTL-1.8V 1/O standard DDXI?; ';{)%]AM 267 Mz 1 6 M“';‘r';':u‘;;f;'“e XCAVLX25 -T1 FF668 All Banks Supported
* Data available both on the positive and S
negative edges of the strobe Dm’;gzm 200 Mz 1 6 M“';‘,';':U‘;'nf;’“ XCAVLX2S 11 FFo68 ALl Banks Supported
* Uni-directional, free-running, differential SSTL-2.5V Class /1
data/echo clocks that are edge-aligned XAPP703 Molile of Same
with read data and center—aligned with QzléTI:]SI:IM 300 MHz 1 3 . XCAVLX25 -11 FF668 All Banks Supported
write data i
* One differential strobe pair per 8, 9, 18, kﬁm% 300 MHz 1 5 M"';ir';"’u‘:nf""‘e XCAVLX25 11 FF668 All Banks Supported
36, or 72 data bits HSTL-1.8V e

* Data bus widths varying between 8, 9,
18, 36, and 72 for components (no QDR Table 2 — Resource utilization for all Virtex-4 memory interface

11 SDRAM DIMM:s available) application notes currently available
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* Reads and writes with burst lengths of
two or four data words, where each data
word is equal to the data bus width

* Read latency is 1.5 clock cycles, with fre-
quencies from 154 MHz to 300 MHz

* No row activation, refresh cycles, or
initialization sequence after power on
required, resulting in more efficient
memory bandwidth utilization

Reduced Latency Dynamic Random

Access Memory (RLDRAM 11)

Key features of RLDRAM II memories
include:

¢ Source-synchronous read and write inter-

faces using the HSTL-1.8V I/O standard

¢ Data available both on the positive and
negative edges of the strobe

* Uni-directional, free-running, differential
memory clocks that are edge-aligned
with read data and center-aligned with
write data

* One strobe per 9 or 18 data bits

¢ Data bus widths varying between 9, 18,
and 36 for components and no DIMMs

* Supports reads and writes with burst
lengths of two, four, or eight data words,

where each data word is equal to the data
bus width

* Read latency of five or six clock cycles,
with frequencies of 200 MHz, 300
MHz, and 400 MHz

* Data-valid signal provided by memory

device

* No row activation required; row and col-
umn can be addressed together

® Refresh cycles required every 3.9 ps

¢ Initalization sequence required after
power on and before normal operation

Conclusion

For application notes on various memory
technologies and performance require-
ments, visit www.xilinx.com/memory. The
summaries in Table 1 and Table 2 can help
you determine which application note is
relevant for a particular design.

04 |/Omagazine

To complement our flagship publication Xcell Journal,

we've recently launched three new technology magazines:

B Embedded Magazine, focusing on the use of embedded
processors in Xilinx® programmable logic devices.

B DSP Magazine, focusing on the high-performance
capabilities of our FPGA-based reconfigurable DSPs.

B //O Magazine, focusing on the wide range of serial and
parallel connectivity options available in Xilinx devices.

In addition to these new magazines, we've created
a family of Solution Guides, designed to provide useful
information on a wide range of hot topics such as
Broadcast Engineering, Power Management,
and Signal Integrity.
Others are planned throughout the year.

See all the new publications on our website.

www.xilinx.com/xcell
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Inferfacing QDR ||

QDR Il SRAM devices provide a sutable solution for memory requirements when parinered with Virtexed:-FPGAs.

by Veena Kondapall
Applications Engineer Staff
Cypress Semiconductor Corp.
vee@xcypress.com

The growing demand for higher perform-
ance communications, networking, and
DSP necessitates higher performance mem-
ory devices to support such applications.
Memory manufacturers like Cypress have
developed specialized memory products
such as quad data rate II (QDR II) SRAM
devices to optimize memory bandwidth for
a specific system architecture. In this article,
I'll provide a general outline of a QDR 1I
SRAM interface implemented in a Xilinx®
Virtex™-4 XC4VP25 FF6688-11 device.

Figure 1 shows a block diagram of the
QDR II SRAM design interface, with the
physical interface to the actual memory
device on the controller.

QDR Il SRAM

QDR II can perform two data write and
two data reads per clock cycle. It uses one
port for writing data and one port for read-
ing data. These unidirectional ports sup-
port simultaneous reads and writes and
allow back-to-back transactions without
the bus contention that may occur with a
single bidirectional data bus.

Clocking Scheme

The FPGA generates all of the clock and
control signals for reads and writes to mem-
ory. The memory clocks are typically gener-
ated using a double-data-rate (DDR)
register. A digital clock manager (DCM)
generates the clock and its inverted version.
This has two advantages. First, the data, con-
trol, and clock signals all go through similar
delay elements while exiting the FPGA.
Second, the clock-duty cycle distortion is
minimal when global clock nets are used for

the clock and the 180° phase-shifted clock.

January 2006

The reference design uses the phase-shifted
outputs of the DCM to clock the interface
on the transmit side. This configuration gives
the best jitter and skew characteristics.
QDR II devices include the following fea-

tures:

* Maximum frequency of operations -
250 MHz - tested up to 278 MHz

e Available in QDR II architecture with
burst of 2 or 4

* Supports simultaneous reads/writes
and back-to-back transactions without
bus contention issues

* Supports multiple QDR II SRAM

devices on the same bus to:

— Increase the density of the memory
resource

qdrll_mem_ctrl1.v / .vhd
gdril_mem_ctri2.v / .vhd

SRAM, with Virtex-4 FPGAS

| —

— Divide the speed of the interface by
using multiple devices to achieve a
given bandwidtch

* Read: valid window worst-case 440 ps
* Write: valid window worst-case 460 ps

¢ Address and control signal timing
analysis: command window worst-
case 2360 ps

Condlusion

For more information about QDR II and
Virtex-4 devices, see Xilinx application note
XAPP703, “QDR II SRAM Interface for
Virtex-4 Devices,” at wwuw.xilinx.com/bvdocs/
appnotes/xapp703.pdf, as well as Cypress
application note “Interfacing QDR-II
SRAM with Virtex-4 Devices” at
WWW.CYPress.com. o
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Figure 1 - Top-level architecture block diagram
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PCI Express has emerged as
the next generation technology
replacing PCI. It provides higher
performance and increased band-
width while maintaining the
flexibility and familiarity of PCIL.
Despite the advantages of PCI
Express, design challenges
associated with this new and
complex protocol will directly
affect time-to-market.

Xilinx is provides a range
of FPGA solutions to meet the
needs of a variety of PCI Express
applications. The breakthrough
Virtex-4 and Virtex-II Pro FPGAs
offer a fully integrated solution
for applications with limited board
real estate, utilizing built-in trans-
ceivers to implement the entire
PCI Express interface in a single
device. Alternatively, the low-cost
Spartan-3 and Spartan-3E FPGA
families can be used along with an
external PHY device via the PHY
Interface for PCI Express (PIPE).

logiCRE
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PCI Expeess Compliance
Highest Performance Low-Cost

1x, dx, & Bx
Endpoint IP Cores

Xilinx PCI Express Solution

‘-,m-n u

Xilinx FPGA FPGA + External PHY

PEI Express Compliance

Interoperability
Certification

Tested at PC| Express
Plugfests

The Xilinx PCI Express Advantage

The Xilinx PCI Express solution includes the PCI Express 1-lane, 4-lane and 8-lane
endpoint IP cores for use with the Virtex-4 and Virtex-II Pro FPGA devices and the
PCI Express PIPE 1-lane endpoint IP core for use with the Spartan-3 and Spartan-3E
FPGA devices.

High Performance — The Rocket]O™ Multi-Gigabit Transceivers (MGTs) on the Virtex-4
and Virtex-1I Pro FPGAs give this core a 2.5 Gbps line speed in 1-lane configuration,
10 Gbps line speed in 4-lane configuration and 20 Gbps live speed in 8-lane

configuration.

Low-Cost — The Xilinx PCI Express PIPE endpoint core is a high-bandwidth scalable
and reliable IP building block for use with the Spartan-3 and Spartan-3E FPGAs.

It is ideally suited for a broad range of high volume computing and communications
applications requiring a low cost and 100% compliance with the PCI Express Base

Specification v1.1a.

Flexibility — The inherently programmable nature of the FPGA allows you to continually
modify your design as your performance and interoperability requirements evolve,

reducing your risk in adopting the new PCI standard.
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General Features
+ High-performance, highly flexible, scalable, reliable, and general
purpose I/O core
— Compliant to the PCI Express Base Specification v1.1a
— Compatible with current PCI software model
+ Fully compliant with PCI Express transaction ordering rules
+ Supports removal of corrupted packets for error detection
and recovery
+ Design verified by Xilinx proprietary test bench

PCI Express 1-Lane, 4-Lane and 8-Lane Endpoint Cores

+ Incorporates Xilinx Smart-IP™ technology to guarantee critical timing

+ Uses the RocketIO Multi-Gigabit Transceivers on the Virtex-4 and
Virtex-II Pro FPGA devices to achieve high transceiver capability

— 2.5 Gbps per lane line speed

Supports 1-lane, 4-lane and 8-lane operation
(8-lane on Virtex-4 only)
— Elastic buffers and clock compensation

Automatic clock data recovery
+ 8b/10b encode and decode
+ Offers standardized user interface
— Easy-to-use packet-based protocol
— Full-duplex communication
— Back-to-back transactions enable greater link bandwidth utilization
— Supports flow control of data and discontinuation of an in-process
transaction in the transmit direction
— Supports flow control of data in the receive direction
— Transaction traffic class selection enabled
— Support for automatically handling of error forwarded packets
— Automatically decodes and removes error forwarding packet
indicator from received data
— Forward compatible with future link widths

PCI Express Endpoint Core

+ Supports a maximum transaction payload of up to 4096 bytes
+ Bandwidth scalability with frequency and/or interconnect width

PCI Express PIPE 1-Lane Endpoint Core

+ Six individually programmable/configurable BARs and expansion
ROM BAR

+ Supports MSI and INTX emulation

+ 32-Bit internal datapath

+ Compatible with PCI/PCI-Express power management functions
— Active state power management (ASPM)
— Programmed power management (PPM)

+ Used in conjunction with Philips PX1011A PCI Express standalone
PHY to achieve high transceiver capability
— 2.5 Gbps line speed
— Elastic buffers and clock compensation

Automatic clock and data recovery
— 8b/10b encode and decode
+ Offers Xilinx-standardized easy-to-use LocalLink interface

Packet-based full-duplex communication

Back-to-back transactions enable greater link bandwidth utilization
— Enables flow control of data and discontinuance of an in-process
transaction in the transmit direction

Enables flow control of data in the receive direction
— Automatically decodes and removes error forwarding packet
indicator from received data
+ Supports a maximum transaction payload of up to 512 bytes

Get Your PCI Express Solution Today
To learn more about the Xilinx PCI Express solution or to download
the core, visit www.xilinx.com/pciexpress.

PCI Express PIPE Endpoint Core

PCI
Transaction Data Link Physical PCIEXP Express Transaction Data Link Physical PIPE P::‘;”
Use'r TRN Layer Layer Layer Fabric Use.r TRN Layer Layer Layer
Logic Module Module Module Clock Logic Module Module Module Clock
(TLM) (LLM) (PLM) SYS§ and (TLM) (LLM) (PLM) SYS and
Reset Reset
Host cr6 Configuration Management Module (CMM) Host (g Configuration Management Module (CMM)
Interface Interface
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2 XILINX®

The P'Oﬁlﬂn‘lmahh Logic Company™

The most comprehensive, optimized set of IP Cores:

Audio, Video, JPEG Codecs, MPEG-2, MPEG-4, AES, H.264,
Broadcasting Color Space Converters

Automotive CAN Bus Controller 2.0A/B, 8051 Compatible
Microcontroller, LIN Controller, MicroBlaze™,

Video Compression Encoder, PCI

Communications
& Networking

PCl, PCI Express, 10/100 MAC, Gige MAC,
Mappers/Demappers and Framers/Deframers
(STMO/OC1 — STM4/0C12), SDRAM Controller,
DDR, DUC/DDC, HDLC Single Channel
Consumer PCl, PCI Express, MPEG-2, MPEG-4, RSDS,
USB 2.0, 12C, MicroBlaze

Industrial, Scientific ~ 10/100 Ethernet, 1GB Ethernet, CAN Bus Controller

& Medical 2.0A/B, Filters, Correlators, PicoBlaze™, MicroBlaze
Storage Area Serial Communication Controller, ATA and
Networking Serial ATA I/1l Host Controller

Lowest Cost Connectivity for Chips, Boards
and Backplanes

Xilinx offers IP cores for implementing your lowest cost
system interconnectivity standards such as PCI Express,
System Packet Interface (SPI-4.2/SPI-3)

PCl bus interfaces
+ Best value for PCI 32/33 with effective cost below 75 cents*
+ Programmable and Flexible PCI Express solution.
The PCle PIPE Endpoint LogiCORE™ combined with
a discrete PCle PHY offers a complete sub-$12 PCle
Endpoint solution.

Gigabit Ethernet, 10/100 Ethernet, 10/100 Ethernet Lite

+ Low cost Programmable and flexible 1 Gig (and under)
Ethernet solution for less than $10.00*

» A 10/100 Ethernet MAC core with OPB or PLB interface
for embedded MicroBlaze and PowerPC™ solutions, a
standalone Tri-Mode Ethernet MAC core.

CAN: Low cost automotive bus interface
+ Effective cost of only $1.27*

* Note: Pricing is based on typical implementation in the slowest speed grade,

cheapest package with end of 2006 high volume pricing

Product Brief

Spartan-3 Generation IP:
Optimized for the World's Lowest-Cost FPGAs

Lowest Cost and Maximum Performance DSP Solution

Today, FPGAs and DSP processors often work together to meet the signal pro-
cessing challenges in various high-performance digital communication systems,
video/imaging, multimedia, and Aerospace and Defense systems. FPGAs com-
plement DSPs in system logic consolidation, bus interfacing/bridging and signal
processing acceleration. Xilinx and our partners offer a wide range of flexible
DSP IP to help you get to market faster.

Error correction blocks

* Turbo Product Code Encoder, Turbo Product Code Decoder, Viterbi Decoder,
Reed-Solomon Encoder, Reed-Solomon Decoder, Turbo Convolutional Code
Encoder, Interleaver/De-interleaver

Modulation Demodulation
+ Direct Digital Synthesizer, J.83 Universal Modulator Annex B, J.83 Universal
Modulator Annex A/C, Digital Up Converter, Digital Down Converter

Transforms
« 2-D Discrete Cosine Transform, 1-D Discrete Cosine Transform, Fast Fourier
Transform, 32 point Complex FFT

Filters
+ Distributed Arithmetic FIR Filter, MAC filters, Cascaded integrator Comb (CIC)

Math Functions
+ Floating Point Operator, Direct Digital Synthesizer, CORDIC

Lowest Cost Embedded Processing Solution

Xilinx offers complete range of processing IP solutions — ranging from the
PicoBlaze 8-bit microcontroller to the high-end MicroBlaze 32-bit processor.
This range of processing solutions lets you create high-performance, low-cost
embedded systems for a wide range of applications in Spartan™-3 FPGAs.

To support processor-centric designs, Xilinx also offers a complete range of
peripheral IP cores such as GPIO, Timer/Counter, UART 16450/16550, EMAC
10/100 and IIC. These allow you to customize your processor-based systems.

Low Cost Memory Controller Reference Designs

Xilinx provides free reference designs to help you interface to most popular
DDR SDRAM memory from Micron, Samsung, and other companies. Xilinx
provides a tool called the Memory Interface Generator (MIG) that allows users
to quickly generate a HDL description of the kind of memory controller
required for their application. Application notes now available on Memory
Corner at: www.xilinx.com/products/design_resources/mem_corner/index.htm,
describe the controller implementation in the silicon fabric.

68 |/Omagazine
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Optimized For the World's Lowest Cost FPGA Family

With over 100 million units shipped, Spartan is the world’s most
popular low-cost FPGA architecture. With every generation of the
Spartan architecture, Xilinx has delivered more logic and I/O at a
lower price. The reason why Spartan-3 IP is so effective at reducing
cost is the availability of embedded features such as:

Spartan-3 Feature For
Lower Costs Benefits
Shift Register Logic

Functionality (SRL16)

Efficient pipelining and FIFO implementation. Reduces
area used by multi-channel DSP functions.

Embedded Multipliers Optimization of DSP IP cores such as FIR filters,

Up and Down Converters

Distributed RAM Efficient implementation of simple state machines

and microcontrollers

18KB Block RAM Ideal for memory intensive designs

IP Cores for Spartan-3 Speed Your System Design

Easy to Use IP Tools

Most IP is available in the ISE™ tools and accessible through the CORE
Generator™ tool. The CORE Generator tool delivers a library of para-
meterizable and fixed netlist LogiCORE IP cores with the corresponding
data sheets all designed and supported by Xilinx. For the latest updates
visit Xilinx IP locator at www.xilinx.com/ipcenter today.

Simple Licensing Process

Xilinx and IP providers from around the world have combined efforts
to form the Common License Consortium. The outcome is the sim-
plification of the FPGA IP licensing process. Together, each company
has agreed to license their IP cores to FPGA customers under a common
set of terms known as the SignOnce IP License.

Evaluate before you buy

Before licensing an IP core, designers can download and evaluate
them, free of charge, to ensure the cores meet their functionality
requirements. To evaluate your IP, visit Xilinx IP locator at
www.xilinx.com/ipcenter today.

Support

Xilinx provides world-class support for all Xilinx products, includ-
ing IP cores. Visit www.xilinx.com/support for Documentation,
Software Updates, Answers Database, and information on how to
contact Xilinx Technical Support.

Quick Search with IP Locator

The Xilinx IP locator is the most comprehensive resource for intel-
lectual property (IP) cores and development boards available from
Xilinx and our third party partners. The advanced search feature
allows quick and easy search based on functions (e.g., Bus Interface),
sub function (e.g., PCI, Ethernet MAC), Xilinx devices and vendors.
Visit www.xilinx.com/ipcenter for the most comprehensive set of
IP available from Xilinx and partners.
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Xilinx
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Japan

Xilinx, K.K.
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Singapore 486051
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The Spartan-3E family — the world’s lowest-cost FPGAs

Priced to go.

ML

SPARTAN-3E

Over
million

Spartan-3 devices

shipped!

The industry’s first 100K gate FPGA for under $2.00*
Spartan-3E Platform FPGAs offer an amazing feature set for just $2.00! You get 100K gates, embedded
multipliers for high-performance/low-cost DSP, plenty of RAM, digital clock managers,

and all the I/O support you need. All this in production now with a density range up to L5

ISE

1.6 million gates.

Perfect for digital consumer apps and much more!

With the Spartan-3E series, we’ve reduced the previous unit cost benchmark by over

e
Easlest to use
Software

30%. Optimized for gate-centric designs, and offering the lowest cost per logic cell in
the industry, Spartan-3E FPGAs make it easy to replace your ASIC with a more flexible, faster-to-market

solution. Compare the value for yourself . . . and get going on your latest design!

> MAKE IT YOUR ASIC

$7 XILINX

The Programmable Logic Company™

For more information visit
www.xilinx.com/spartan3e

- Pb-free devices
* Pricing for 500K units, second half of 2006 "‘,.‘,._fl s available now
Fret
©2006 Xilinx, Inc. All rights reserved. XILINX, the Xilinx logo, and other designated brands included herein are trademarks of Xilinx, Inc. All other
trademarks are the property of their respective owners.



2 XILINX'

Signal Integrity for High-Speed
Memory and Processor I/O

S120000-6-ILT (v1.0)

Course Specification

Course Description

Learn how signal integrity techniques are applicable to high-speed
interfaces between Xilinx FPGAs and semiconductor memories. This
course teaches you about high-speed bus and clock design, including
transmission line termination, loading, and jitter. You will work with
IBIS models and complete simulations using CAD packages. Other
topics include managing PCB effects and on-chip termination. This
course balances lecture modules and practical hands-on labs.

Level — Intermediate

Course Duration — 2 days

Price — $1000 USD or 10 training credits

Course Part Number — S[20000-6-ILT

Who Should Attend? — Digital designers, board layout designers,

or scientists, engineers, and technologists seeking to implement

Xilinx solutions. Also end users of Xilinx products who want to

understand how to implement high-speed interfaces without

incurring the signal integrity problems related to timing, crosstalk,

and overshoot or undershoot infractions.

Prerequisites

= Xilinx FPGA design experience preferred (equivalent of
Fundamentals of FPGA Design course)

Software Tools

" Mentor Graphics HyperLynx®
" Cadence SPECCTRAQuest®

After completing this comprehensive training, you will have the
necessary skills to:

" |dentify when signal integrity is important and relevant

" Interpret an IBIS model and correct common errors

" Apply appropriate transmission line termination

" Understand the effect loading has on signal propagation

= Mitigate the impact of jitter

"  Manage a memory data bus

" Understand the impact of selecting a PCB stackup

=  Differentiate between on-chip termination and discrete termination

Course Outline
Day 1
L) Introduction

. Transmission Lines

L) Mentor or Cadence Lab 1
. IBIS Models

L) Mentor or Cadence Lab 2
. Mentor or Cadence Lab 3
"  High-Speed Clock Design
. Mentor or Cadence Lab 4
"  SRAM Requirements

" Mentor or Cadence Lab 5

Day 2
"  Physical PCB Structure

" On-Chip Termination

=  SDRAM Design

"  Mentor Lab 6

®  Managing an Entire Design

Lab Descriptions

Note: Labs feature the Mentor Graphics or Cadence flow. For private
training, please specify your flow to your registrar or sales contact. For
public classes, flow will be determined by the instructor based upon
class feedback.

= Mentor Lab 1: Opening the appropriate Mentor simulator

"  Mentor Lab 2: Hands-on signal integrity observation of reflection
and propagation effects

= NMentor Lab 3: Using an IBIS simulator to study basic
transmission line effects

"  Mentor Lab 4: Using saved simulation information to perform
power calculation. Also, additional clock simulations

"  Mentor Lab 5: Observing the effects of coupling on transmission
lines

"  Mentor Lab 6: Demonstrating how an SDRAM module can be
handled with an EBD model

= Cadence Lab 1: Opening the appropriate Cadence simulator

"  Cadence Lab 2: Analysis of a simple clock net

=  Cadence Lab 3: Signal integrity effects caused by multidrop clock
networks

= Cadence Lab 4: Crosstalk analysis

®  Cadence Lab 5: Address and data analysis

Register Today

Xilinx delivers public and private courses in locations throughout the
world. Please contact Xilinx Education Services for more information,
to view schedules, or to register online.

Visit www.xilinx.com/education, and click on the region where you
want to attend a course.

North America, send your inquiries to registrar@xilinx.com, or contact
the registrar at 877-XLX-CLAS (877-959-2527). To register online,
search by Keyword “High-Speed” in the Training Catalog at
https://xilinx.onsaba.net/xilinx.

Europe, send your inquiries to eurotraining@xilinx.com,
call +44-870-7350-548, or send a fax to +44-870-7350-620.

Asia Pacific, contact our training providers at:
www.xilinx.com/support/training/asia-learning-catalog.htm, send your
inquiries to education_ap@xilinx.com, or call: +852-2424-5200.

Japan, see the Japanese training schedule at:
www.xilinx.co.jp/support/training/japan-learning-catalog.htm, send your
inquiries to education_kk@xilinx.com, or call: +81-3-5321-7772.

You must have your tuition payment information available when you
enroll. We accept credit cards (Visa, MasterCard, or American
Express) as well as purchase orders and training credits.
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PCIl Express Design Flow

PClexxxx-BETA (v1.0)

Course Specification

Course Description

By learning PCI Express core protocol fundamentals, designers will
gain a working knowledge of how PCI Express can be used in their
systems. This course focuses on PCl Express protocol subjects that
designers using the Xilinx PCI Express should understand in order to
complete their designs faster and easier. Customers will also be
introduced to each Xilinx PCI Express core product and will gain
intimate knowledge of how the PCI Express core operates.

Level — Intermediate

Course Duration — 2 days

Price — $1000 USD or 10 Training Credits

Course Part Number — PClexxxx-BETA

Who Should Attend? — Engineers who seek training in developing
the necessary skills for designing PCIl Express systems using Xilinx
PCI Express cores

Prerequisites

= Basic PCI and/or PCI-X protocol knowledge

- Basic knowledge of Verilog or VHDL

= Basic experience with commonly used simulation tools like
ModelSim

= Basic knowledge of Xilinx ISE™ software
Software Tools

= Xilinx ISE 8.1i
. ModelSim 6.0c PE

After completing this comprehensive training, you will have the
necessary skills to:

= Effectively use the Xilinx PCI Express cores in your own design
environments

®  Select the appropriate PCI solution for a specific application

. Understand how PCI Express specification requirements apply to
using Xilinx PCI Express cores.

Course Outline
Day 1

PCI Express Overview
"  Layers and Channels
®  TLP Packet Fields and Packet Routing
. Local Link Interface
. Lab 1: Using the PCI Express Core Local Link Interface
= PCI Express Configuration Space
. Lab 2: Exploring the PCI Express Core Configuration Space

Day 2
" TLP Request and Completion Packets

. Lab 3: Designing with the PCI Express Core

" Physical Layer Electrical Subblock

"  Physical Layer Logical Subblock

= Xilinx PCI Express Solutions

. Lab 4: Generating and Implementing a Xilinx PCI Express Core

Lab Descriptions

u Lab 1: Using the PCI Express Core Local Link Interface — This
lab introduces the PCI Express core design that will also be used
in Labs 2 and 3. It allows the user to become familiar with the
cores user application interface (Local Link) and to modify the
design to change the packets being sent

=" Lab 2: Exploring the PCI Express Core Configuration Space —
This lab reinforces lessons learned in the Configuration Space
section by having users decode configuration packets to
understand the requirements in configuring the core. In addition,
users will be able to implement the user configuration space by
modifying the Programmable I/O design receiver and transmit
state machines

" Lab 3: Designing with the PCI Express Core — This lab takes an
in-depth look at designing with the core. The user will become
familiar with packet ordering, credits available, and allocating
completion space for inbound completions

" Lab 4: Generating and Implementing a Xilinx PCI Express Core —
This lab illustrates using the CORE Generator™ to generate a
core. The core is then implemented and users can verify the
implementation by studying the various reports created by Xilinx
tools

Register Today

Xilinx delivers public and private courses in locations throughout the
world. Please contact Xilinx Education Services for more information,
to view schedules, or to register online.

Visit www.xilinx.com/education, and click on the region where you
want to attend a course.

North America, send your inquiries to registrar@xilinx.com, or contact
the registrar at 877-XLX-CLAS (877-959-2527). To register online,
search by Keyword "PCI" in the Training Catalog at
https://xilinx.onsaba.net/xilinx.

Europe, send your inquiries to eurotraining@xilinx.com,
call +44-870-7350-548, or send a fax to +44-870-7350-620.

Asia Pacific, contact our training providers at:
www.xilinx.com/support/training/asia-learning-catalog.htm, send your
inquiries to education_ap@xilinx.com, or call: +852-2424-5200.

Japan, see the Japanese training schedule at:
www.xilinx.co.jp/support/training/japan-learning-catalog.htm, send your
inquiries to education_kk@xilinx.com, or call: +81-3-5321-7772.

You must have your tuition payment information available when you
enroll. We accept credit cards (Visa, MasterCard, or American
Express) as well as purchase orders and training credits.
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Designing with
Multi-Gigabit Serial 1/O

R1022000-8-ILT (v2.0)

Course Specification

Course Description

Learn how to employ RocketlO™ MGT serial transceivers in your
Virtex-1l Pro™ design! Understand and utilize the features of the
RocketlO transceiver blocks, such as CRC, 8b/10b encoding, channel
bonding, clock correction, and comma detection. Additional highlighted
topics include debugging techniques, use of the Architecture Wizard,
synthesis and implementation considerations, and standards
compliance. This course balances lecture modules and practical
hands-on labs.

Level — Intermediate

Course Duration — 2 days

Price — $1000 USD or 10 Training Credits

Course Part Number — RI022000-8-ILT

Who Should Attend? — FPGA designers and logic designers

Prerequisites

"  Verilog or VHDL experience (or the Introduction to Verilog or
the Introduction to VHDL course)

®  Synthesis and simulation experience

"  FPGA design experience or the Fundamentals of FPGA Design
course

= Knowledge of high-speed serial I/O protocols and standards
(SONET, Gigabit Ethernet, InfiniBand) is a plus.
Software Tools

= [SE 8.1
"  ModelSim PE 6.0

After completing this comprehensive training, you will have the
necessary skills to:

= Effectively use all of the advanced RocketlO features, such as
CRC, channel bonding, clock correction, comma detection,
8b/10b encoding / decoding, programmable termination, and pre-
emphasis

= Utilize the ports and attributes of RocketlO transceivers that
control the RocketlO features

=  Use the Architecture Wizard to instantiate RocketlO primitives in
your design

=  Achieve compatibility with high-speed 1/O standards by using
RocketlO transceivers

Course Outline

Day 1
. Introduction

"  Clocking and Resets

. 8b/10b Encoder and Decoder Details

=  Lab 1: 8b/10b Disparity and Bypass Lab

. Commas and Deserializer Alignment Details
- Lab 2: Commas and K-Characters Lab

®  Cyclical Redundancy Check Details

= Lab 3: Cyclical Redundancy Check Lab

®  Clock Correction Details

- Lab 4: Clock Correction Lab

Day 2
"  Channel Bonding Details

= Lab 5: Channel Bonding Lab

" Architecture Wizard Overview

" Implementing a RocketlO Design

= Lab 6: Synthesis and Implementation Lab
=" |P Overview: Aurora Reference Design

= Lab 7: Aurora Protocol Engine Lab

®  Common Serial I/O Standards Compliance
"  Physical Media Attachment Overview

Lab Descriptions

"  Lab 1: 8B/10B Disparity/Bypass Lab — Learn how to use 8b/10b
encoder / decoder and manipulate running disparity. Learn how to
bypass the 8b/10b encoder / decoder.

" Lab 2: Comma and K-character Lab — Learn how to use
programmable comma detection to align a serial data stream.

"  Lab 3: CRC Lab — Modify a design to use the CRC feature for
both the user mode and the Fiber Channel mode of CRC.

= Lab 4: Clock Correction Lab — Learn to use the clock correction
logic to compensate for frequency differences on the TX and RX
side of a link.

®  Lab 5: Channel Bonding Lab — Modify a design to use two
transceivers bonded together to form one virtual channel.

=  Lab 6: Synthesis and Implementation Lab — Learn to use the
Architecture Wizard to instantiate RocketlO primitives, synthesize
a design, and implement the design.

"  Lab 7: Aurora Protocol Engine Lab — Learn how to use the Aurora
reference design to send and receive data.

Register Today

Xilinx delivers public and private courses in locations throughout the
world. Please contact Xilinx Education Services for more information,
to view schedules, or to register online.

Visit www.xilinx.com/education, and click on the region where you
want to attend a course.

North America, send your inquiries to registrar@xilinx.com, or contact
the registrar at 877-XLX-CLAS (877-959-2527). To register online,
search by Keyword "High-Speed" in the Training Catalog at
https://xilinx.onsaba.net/xilinx.

Europe, send your inquiries to eurotraining@xilinx.com,
call +44-870-7350-548 or send a fax to +44-870-7350-620.

Asia Pacific, contact our training providers at:
www.xilinx.com/support/training/asia-learning-catalog.htm, send your
inquiries to education_ap@xilinx.com, or call: +852-2424-5200.

Japan, see the Japanese training schedule at:
www.xilinx.co.jp/support/training/japan-learning-catalog.htm, send your
inquiries to education_kk@xilinx.com, or call: +81-3-5321-7772.

You must have your tuition payment information available when you
enroll. We accept credit cards (Visa, MasterCard, or American
Express) as well as purchase orders and training credits.
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SIGNAI!

FORMANCE
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NEXXIM® .
State-of-the-art circuit simulation for high-capacity, multi-gigabit design

HFSS"/G3D EXTRACTOR®

3D parasitic extraction for the design of on-chip passives and board/package interconnects

SiwavE™
Full-board and full-package signal- and power-integrity analysis

DESIGNER SI™
System-level signal-integrity (Sl) solution for IC/package/board co-design and verification

A

ANSOFT
ANSOFT.COM



[ |
H h Topics Covered
I g What’s New in ISE 8.1i
Faster Performance - ISE Fmax and
C T PlanAhead
V E L D I Y ISE 8.1i - Focus on New Features
Design Optimization in ISE 8.1i using

XST

I E A R I\I I N ‘ PlanAhead Design Analysis Tool

Xilinx Platform Studio Update
Providing Power for FPGAs

Spartan Family Update

Virtex Family Update
CPLD Family Update

\V

pressTrack

February 2006

February 16 - Chicago, IL
Irvine, CA
San Jose, CA
Toronto, ON

Nu Horizons Electronics Corp. is proud to present our newest education and February 21 - Bt?t:l;ﬁéTéN

training program - XpressTrack - which offers engineers the opportunity to

participate in technical seminars conducted around the country by experts February 22 - k/?g’nﬁpegjl%e’NCA
focused on the latest technologies from Xilinx. This program provides :

higher velocity learning to help minimize start-up time to quickly begin your February 23 - E/Ioirf:]%r;’olt\:g,AMN

design process utilizing the latest development tools, software and products Shenzhen, China

from both Nu Horizons and Xilinx.

March 2006

Don't see a seminar in a city near you? Visit our website and let us know

where you reside and what you are interested in learning about March 1 - Orlando, FL

and we'll develop a curriculum just for you. March 7 - Beijing, China
Dallas, TX

March 8 - Atlanta, GA
March 13-  Portland, OR

For a complete list of course offerings, or to March 14 -  Shanghai, China
register for a seminar near you, please visit:
March 16 -  Irvine, CA

www.nuhorizons.com,/ xpresstrack Philadelphia, PA
March 20-  Baltimore, MD

March 21 - San Jose, CA
Toronto, ON

March 22 -  Austin, TX
Los Angeles, CA

$ XN  HURBRITONG

March 23 - Boston, MA
Chicago, IL
Minnesota, MIN

ELECTRONICS CORP




order Your FREE DVD

www.xilinx.com/sidvd

Dr. Howard Johnson
[ol14 .}nfhr_l.f:r_,-

VARTEX

Best Signal Integrity:
7x Less SSO Noise

474 m‘hl'p_p

nearest compatitor
( 4 ) Virtex-4 FPGAs deliver the industry’s best signal integrity, allowing you to pre-empt

board issues at the chip level, for high-speed designs such as memory interfaces.
Featuring a unique SparseChevron™ pin out pattern, the Virtex-4 family provides the
highest ratio of VCCO/GND pin pairs to user I/O pins available in any FPGA. By
strategically positioning one hard power pin and one hard ground pin adjacent to every
user I/O on the device, we've reduced signal path inductance and SSO noise to levels
far below what you can attain with a virtual ground or soft ground architecture.

THE INDUSTRY’S HIGHEST SIGNAL INTEGRITY,
PROVEN BY INDUSTRY EXPERTS

B RS TR A o5 [y [ W CF TR X Incorporating continuous power and ground planes, plus integrated bypass capacitors,

we're eliminating power-supply noise at its source. In addition, we provide on-chip
termination resistors to control signal ringing. The lab tests speak for themselves.

As measured by signal integrity expert Dr. Howard Johnson, no competing FPGA
' Dr. Howard Johnson, author of High-Speed Digital Design,

) i ; comes close to achieving the low-noise benchmarks of Virtex-4 devices.
frequently conducts technical workshops for digital engineers

at Oxford University and other sites worldwide.
Visit www.sigcon.com to register. Visit www.xilinx.com/virtex4/si today, and choose the right high-performance FPGA

Comug, i before things get noisy.

S XILINX'

The Programmable Logic Company™

www, xilinx.com/virtex4/si

View The
TechOnLine
Seminar Today

BREAKTHROUGH PERFORMANCE AT THE LOWEST COST
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