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FOREWORD

The softwardSENCAB BASI C version 4 includes some of ttBENCAB version 13 features.
It is not the subject of a specific user manual.

The copyright law and international conventionstecotheGENCAB software and its User’s
Manual. Their reproduction or distribution, eithesholly or partly, through any means
whatsoever, is strictly prohibited. Any person wihmes not comply with such provisions is
committing an offence of forgery and is liable t@gecution and can be sentenced under the
provisions prescribed by the law.

The Programming Protection Agency (A.P.P.) refeeesf@ENCAB at the I.D.D.N. (Inter
Deposit Digital Number) index, with the followingference:

IDDN.FR.001.070019.00.R.P.2000.000.20600
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1 GENCAB Software

1.1 General Presentation

GENCAB is a generic optimizing software implementing depeents which are among the
latest in operational research and artificial iigehce.

Based on a hybrid optimizing method with Genetigaglithms and non-linear Simplex, it
enables to optimize (real, integer or binary) pastmrs of any function, with possible
constraints, without stopping at the first locatioum found.

Its general principle is described in diagram below

Set of parameters
GENCAB (binary, integer, real)

) %S Function defined by user
e A on a spreadsheet folio

Genetic algorithms
Differential Evolution
& Simplex

Selectionsand settings Assessment result

The user defines the function to be optimized orspaeadsheet folio from different
parameters. The function may be directly enteredspreadsheet cells, may use macro-
functions or be implemented using a link betweesesland existing softwares. Constraints
between parameters or cells of the sheet can balafsed.

Then, the software automatically searches the @ptipaprameter configuration which
maximizes or minimizes the function result; thisuk being likely to be located in any sheet
cell.

GENCAB requires no especial knowledge in mathematicaaagbe used in any engineering
field. It is delivered in a setting configuratioffi its algorithms which enables to efficiently
process highly different functions.

However, the user may modify at his discretion difeerent setting parameters to consider
more efficiently specificities of functions to beopessed. The understanding of algorithms
being used is therefore required, and such algosthare described in Chapter 3.



GENCAB allows to adjust probabilistic models by using maxm likelihood method, using
uncensored or censored data (right, left or intgrvih considers acceleration factors
(Arrhenius, Basquin, Cox, etc..) to process hetmegus data from different environments
and conditions of use.

1.2 Installing GENCAB on Hard Disk

Please follow instructions shown in manual.

1.3 Starting GENCAB

In EXCEL, open GENCAB.XLA file.
Software's functionalities are then accessible gusimenu "Optimisation”, spreadsheet
functionalities remaining always available.

: = A
:;.Eﬂ\ LH '} X b
S
— Accueil Insertion Mise en page Formules Donnees Revision Affichage Optimisation
yi Help /Teachware | %] Parameters J Assessment “nAdjustment
[m_] Other menus j Constraints gﬂlnﬁ:ial Population
'.E‘} Processing E‘n Algorithm Cption
Genaral Optimisation Supplement Statistics
Al - [ £ |
A | B | C | D | E | F | G | H
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Banner on Excel versions after 2007

El GENCAB V.11 - Classeur2

@ Fichier  Edition  Affichage  Insertion  Farmat  Ootils  Données  Fenétre | Optimisakion | 7

ARNE=A™ NENENFE NEN AN R A RN AN Help | Teachware

A1 4 F Cther menus
A, B | c | D | E | Paramneters I
| Conskraints
Assessment
algarithm Cption

Initial Population

Adjustement

Processing
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Menu on Excel versions prior to 2007

A help and a teachware are proposed in the menu.



2 Teachware

The teachware presents optimization by means adwsboards and many demonstrations.

2.1 Principle of optimization

£ DIDACT 1

Principle of optimization

Seek of an extremum (maximum or minimum) of a function (criterion) whose variables can be
submited to constraints

Required optimum
Total maximum

Local maximum

fix,y...) &

Field prohibited by
(xy...)e C

the constraint

There is no method allowing to find a total extremum whatever the type of function

Exarmple Return to the menu

£l DIDAC_1b

Agricultural plantations

Criterion: to maximize the income (profits - costs)

Profits
G=0Gu™X+Gy ™Y +Gz "L

Costs

Sunflower
Manure Ce=Cex "X +Cey ¥ +Cez * I £

Insecticides : Ci = Cix *X +Ciy *¥ + Ciz * 7

Constraints: Frofits Manure  Insecticides  YWatering

Surface S=X+Y+Z <100 ha Sweet comn 7 3 4 16

Watering: A= Ax * X+ Ay *Y + Az *Z £ 1000 Wheat H 2 ! 2
Sunflower 14 3 2 1o

Profit, cost and volume of water per hectare

X: 4428 h 1 1| 911,07
Y: 33’21 h: 0O Sweet corn BEE
Z:l 251 |ha Ll Surface:[ 100 | < [ 100 Jha
asunfloweer
Watering:[__ 1000 | < [ 1oo0 |md
Detrionstration Return ta the menu




2.2 Types of problems and methods of resolution

El DIDACT_2

Types of problems and methods of resolution

EXAMPLES
Types: - Linear: the criterion and the constraints are linear functions Dimensianing

-Linear in integer: some of the variables have discrete values Sales tepresantative
-MNonlinear: general case Mathematical function

- Stochastic: the criterion and the constraints depend on random variables Stock of replacement

Methods: - Polynomial Algorithms
- Dynamic Programming (resolution using a formula of recurrence)
- Stochastic Methods
-Linear and nonlinear Programming (gradient, simplex, ..
- Arborescent Methods (branch and bound,.. )

- Heuristic and metaheuristic (genetic algorithms, simulated annealing, tabout, colonies of ants. )

The methods best adapted to the resolution of the problems depend on their type

Return to the menu

B ————— e [ )

Mathematical function

[mo.00.0.1 |
|mo.08-0.09]
|@0.07-0,08|
|mo.0s-0.07|
| m@0.05-0,06|
|m0.04-0.05
|00,03-0.04|
|m0.02-0,03]
|mo.01-0.02]

|
|@o-0.01

Function: MAX(0,02;(sinx x siny)/(100+(x* x y*)'?)
Constraint: x >= - 0,3 x y*
Function : A

x z| 1,53645355 =
y 1| 1.53645357

Demanstration Return to the menu




2.3 Simplex and Genetic Algorithms

Simplex and Genetic Algorithms

The Slmplex {local research) and Genetic Algorlthms {total research) are complementary

methods which can be coupled to accelerate convergence

Simplex carfed out siarfing from the best solulions found by fie A.G.

They do not require any knowledge on the functions to be treated except their result for each configuration of
the variables

The optimality of the solutions obtained cannot be guaranteed

Pragmatic approach: improvement of a random or imposed initial solution

Simplex Genetic algonthms Return to the menu

2l DIDAC_3b

Linear si mplex (algorithm of Nelder Mead)

Simplexe : Whole of N+1 different solutions (N = number of variables and B = barycentre of the simplex)

Banswentre Bi

FX,Y)

Reflexion
(ﬁtness) Ve {direction Bj Smex) =
o
7
A Sr> Smax

Expension
(direction Bj Smexj)

Contraction
(direction Srmax; Bj

|Smaxm = SE‘ |Smaxi+1 = Sr| |Smaxm = SE‘ Regeneration
[ | I Randarm pulling of &

| Simplex j+1 = Simplex - Smin; + Smax« | tightened simplex

1011

— Hxpension
Retlexion
. or Regeneration (tightened sinplex)

Iterative research of the local optimum

Dermonstration ‘ Return




£l DIDAC_3c

Algorlthm Genetics (John Holland - University of Michigan)

Genetic algorithms _
Chromosaorme population
Chromosomes Parameter (Fermanent size]
=N configuration _
2\ mp [ [ [ ] !
| Mutation |
Genes Parameters i
Allele Parameter values
S5 mmp =
E;ﬁj |Q|2.3|-5|1|D|-D.8| ;
=

Progressive improvement of a population of solutions
(chromosomes) by analogy with the alive world

Examples of operators of:

Mutation Crossowver Selection Return

£ DIDAC_3d

Algorithm Genetics:

Operators of mutation:

Disturbance introduced in the parameter value

Binary : 1101101101 === 1101001101
Integerandreal:‘ ‘Xkl | | ‘—b‘ ‘xk| ‘ | ‘

X, = X, (X, — X, ) Ampltude or X =X, +(x..—x.)* Ampltude

l e

Xmin Xk Kmax
Random amplitude, decreasing over the time.

The differential evolution is a mutation which simultaneously exploits the totality of genes of the chromosome
It congiste in adding with genes of a clwomogome the difference between genes of two other chromosomes taken randomly

Return




£l DIDAC_3e

Algorithm Genetics:

Operators of crossing:

Exchanging information between chromosomes

e oRREaR 00011T011000111 w 01001101100011
010011010010101 000111010010101
Xy X’y
Barycentric = X1 =0oxH(1-0)x;
X5 X5
0<a<l X'y =oxH(1-a)x

Return

£l DIDAC_3f

Algorithm Genetics:

Operator of selection:

Duplicating best adapted chromosomes
Example

Chromosomes; 1 2 3 4 5 6 7 8 9 10
Population Fitness (fi) 0,98 1,30 0,82 0,50 0,65 1,06 0,13 0,65 0,04 0,10
Pi :/0,16 0,21 0,13 0,08 0,10 0,17 0,02 0,10 0,01 0,02

p= f Draw by 2

0 p Lottery wheel :

i=1 J :

Population [1 1 2 2 2 2 3 5 86 6

Return

10




2.4 Coupling with method of evaluation or simulati

£ DIDACT 4

on

Coupling with method of evaluation or simulation

The function of evaluation can be treated by various methods & tools:

Data input

E—

Data of cost

R —

Evaluation of the system
(calculation or simulation)

Criteria & constraints

The evaluation duration leads the treatment duration in particular in the cage

of Monte-Carlo simulation

Simulation

—»

{ I I { Parameters

Optimization

A

Fetum to the menu

Performance

&

Cost of the services

E:i Exemple_9.XLS

Optimization of an architecture (reception station of satellites)

Units MTTF | Nb Kind of Stock Cost MDT TAT Operational Cost
ON redondancy of unit (hour) | (hour) availability | (Euros)
(heure) spares | (Euros)
Engine az/el 100000 | 2 série 1 4500 28 2400 09972 13500
Coders 100000 | 2 série 1 1500 28 2400 09972 4500
Transmitter/receiving 2007 Passive 1/2 0 15104 28 1000 0,8433 30208
Calculator of piloting 2040 Passive 1/1 3 4158 25 g0 0 9674 16633
A -TTC STATION 0,8111 64841
Computer of Archive 33000 | 1 serie 0 4500 29 115 0 9965 4942
Computer of production 2439 Passive 2/4 1 2158 30 432 0 9566 11074
Supervision PC 10000 Active 173 1 500 28 427 0,9972 2287
Mirror Disc 50000 | 2 sErie 0 4000 28 334 0,9389 8333
B - USER CENTER 0,9793 26636
Antenna 33000 | 1 série 4500 1000 05706 4500
Transmitter/receiving 2201 3 Sétie 3 BO07 40 345 09514 24354
Supervision PC 127000 | 1 sEfie 3 500 40 417 0,9997 2292
C - Emergency Center 0,9522 31146
[ TOTAL SYSTEM: AB+C [ 09902 [ 122622 |

Demaonstration

Availability > Objective: l;,ﬁ

(e ) <

Return to the menu

Markovian
Treatments
(SUPERCAB tool )

Configuration of 24
real or integers
parameters (in

blue)

11



E§ DIDAC_4b

Coupling with the Monte-Carlo simulation

Coupling very penalizing: T treatment = nb evaluations x nb simulations x T simulation

Original technique: pre-evaluation of each candidate and possible continuation of this one according to its resy

Population of

clromogomes Opﬁmjzation

(GENCAB)

Differential
evolution

Evaluation

in Ny then I¥; sinulations

according to result

Ny < N; < Npax

Simulation
(SIMCAR)

Reduction of the computing times in a ratio approximately 30 (case N0 = 50 and Nmax = 2000)

Demonstration ‘

Feturn

Sl Decision2.xls g@|gj

Decision making under uncertainty (choice between projects)

Resources
Profit Staff Cost Decision
Action 1: 859 o 24 0
Action 2: 852 i 114 1 Average Standard d
Action 3: 289 L&) 124 1] Profit: 24 52 349
Action 4: 475 3 1,01 1] Staff: 1651 1,80
Action 5: 4,32 Z) 218 1 Cost: 9,30 178
Action 6: 717 2 4,33 1 Benefit: 1522 B:5F
Action 7: 5,19 ) 1.34 0
Action 8: 729 5] 461 1
Action 9: 554 7 193 0
Action 10: Sl -3 346 1]
R: 271,31 14 12,26 4
Benefit: 15,04 20 25
Criteria ( T) Constraints (£)
Probability graph Probability graph
Average: 16,5 - Standand deviation: 1,80 A ge: 152 - Standard iation : 3,93
035 0.07
024 0,06
s 0,05
S _ o
dos “ H 0,02
: =l T AT
R T PR e b gt B gR R e
Probability graph Probability graph
A ge: 24,5 - Standard deviation : 349 Average : 9,30 - Standard deviation : 1,78

12




2.5 Taking into account of the constraints

2.6

£l DIDACT_5

Taking into account the constraints

Penalty: Addition with the finction (to be minimized) of a penalty which increases with the amplitude of
the going beyond of the border delimited by the constraints (ZAC;)

Method used by GENCAB : f(x,y,...) £ P * ZACi

Interior point: Addition with the function (to be minimized) of a function barrier which increases very
quickly when one approaches the border delimited by the constraints

A

Example : f(X.y,...) * -Log(EdCi) A

The research of the optimunt remains inside the whole of the realizable solutions

It is sometimes interesting to facilitate research to relieve temporarily certain constraints or
to decrease the penalty (P ¥)

Retum to the menu

Adjustment of probabilistic models

& DIDACT_6.XLS

Adjustment of probabilistic models

Search parameters of a probability law in order to match the best experimental data

Maximum likelihood method: Parameters @ giving the maximum probability density for all

o W o

experimental data:

Maximizing the product: Max[Hln (t1,6)]
o2 i

If the data are many, it's better to masimize the surn of logarithms of probability densities to avord mumerical
problems (values surrounding zero).

Data is censored 1f it 15 not the result of observation of the entire phenomenon considered

The latter can be accelerated by various factors (environmental, usage, etc. ) specific to each data

Censored data Acceleration Demanstration

Examples Fieturm to the menu

13



DIDACT _6c.XLS

Censored data

‘_ -
£ = z I; "‘I:lw““*
The observation does not cover the entire phenomenon considered ¢

Likelihood =
Uncensored data: | . | IT," f(ti,0)
Right censoring; | ! ! ik ® 1 (1-F(t,0))
Left censoring: = . | * I1,.,° F(tk.0)

Interval Censoring: |

*I1.." (F(tm,0)-F(tl.0))

Feturn to previous menu J

f(t: Denaity of probability
F it Distribution function

Zf DIDACT_6d.XLS

Eyring (temperature + other stress)
MNORRIZ LAMDIBERG (thermal cycling)

FPECHK. {temperature + moisture)

Cox model

M) =Aqg(Byexp(ZpXy)

Fieturn to previous menu

Acceleration
- R *
Acceleration factors (AF)
A ption: Stress cl only the scale of the reliability curve \
ARRHENIUS (temperature) Fa= exp(Ea/K[1IT, - 1T.]) = AF=TyI T,
Ra: Activafion energy - K constant Bolzman - Tin * K AlTa)=RITH]
Hominal
REVERSE POWER (voltage, load ...) Fa= (V. S
BASQUIN (fatigue / mechanical load) Fa = (CACWP -
T I s time
LOG LINEAR Fa= exp(b[S - Su]) 0 asccelersted

Assumption: The failore rate is affected by covariates Xi based on values Bi

R(t) =R, ()" ?F=

Fa= exp(EalK[UTy - UT,]) (S14/S:1)" (SzaiSzn)" -
Fa = exp(EaTTy - UTal) (faff)™ (AT ATy
Fa = exp(EafK[ 1Ty - 1Tal) (HafH)™

if X independent of fime

14



Izl] DIDACT_6f o = 2

Confidence interval

Contains the estimated value of the parameter with the probability p (confidence) = 1 - « (risk)

The confidence interval is said: - exact if based on the distribution of a known probability law
- Approximate if based on the approximation of a law by another
- asymptotique if based on asymptotic theorems of convergence.
B is then reached when the sample size goes to infinity with no real control of the convergence speed

The Fisher information is used to calculate such intervals after adjustment by the maximum likelihood

."'_ ni(X,6) &InLX6) &InLX, =Y

From the log likelihood it is written: ’ 2 \ - 86 Aiﬁsl 26 Aiasl o6
1= EI ¢ LnL(:Xﬁ) | Fo1()= -2 Iﬂ»;zg:e} 8 IMAI[;X’:S} 8 IAMIEX:S}

L 2@t ) 66,68, i 86, ﬂc'S: 86,
- | &Inl(x,6) &InLX6) &InI(X6)
" a6 08 26, 06, e’ )

The inverse of the Fisher matrix is the matrix of variance-covariance
The square root of the diagonal elements of the variance-covariance matrix is the standard deviation of each parameter
Confidence intervals can then be calculated by considering the normal laws

Similarly the variance of a function (eg quantile) is expressed as follows: "5; (8)=Vg(©@) I_(8) Vg(©)

with Ve(6) and Vg(@r=[@; %} the gradient and transpose of g and I;'(8) the inverse of the Fisher matrix

m

£ DIDACT_6b.XLS

Adjustment of probabilistic models

Models of aging:

feibull [aw I
Bertholon model J
J-phaze model I
Acceleration models:
Artheniug mode| I
B azquin model J
CO% madel I
Maintenance models:
RP process I
MHFF process ‘
GRP1 process I GRPZ pocess J
Jack model 1 I Jack model 2 J
Probability laws of extreme values:
GEV law I
GFD law ]

Return ta previous menu

15



3 Application

After the entry of a function by the user on theesplsheet and the definition of the type and range
of parameters to optimize, the tool allows::

. assess function according to one or two variaaes/es 2D or 3D)
. search the optimum.

These features described below are illustratechbyfdllowing example entered in a spreadsheet
cell :

f(x,y,2) = sin(x +y) * sin(x - z) / (1 + G+ Y + )2
with X, y, z real, comprised between 10 and +10.

"=SIN(Varl+Var2)*SIN(Varl-Var3)/(1+(Varl 2+Var2/2+£3°2)"0,5)"

The expression "#NAME?" is obtained if parametergehnot been initialized.

3.1 Parameters initializing

The command'Parameters” of menu"Optimisation” allows to display the following
dialog box in which the user enters the charadtesi®f function parameters to optimize.

PARAMETERS %]
Murmber of parameters 4 1 A
2
- 3
[ Predefined names ]
4 |
5 %

[ To provide a table ]

Parameter : . _
Y

Type ! z
(¥ Real Ya_4
() Integer
) Binary

Min Yalue Ma value

-10 10

| Mext ‘ ‘ Ik ‘ ‘ Cancel ‘

The scrolling menu at the top right allows to erler parameters numbet1G0).

16



The list of parameters appears in a second sayattianu. For any of them, the user specifies
the type (real, integer or binary) with maximum amihimum limits of variation range.
Except for the binary case, such limits shouldrbpearatively informed.

The variable name "Va_i" is default, but can be ified directly in the box. Equivalence is
then defined between the new and old names\(&_1 for example).

The buttonlPredsfinzdnames | 0us to select the names of previously definachmeters on
the selected sheet using the following dialog box.

Predefined names E|

Select the pedefined parameters to vary

x M

2

Then press the button below

COMTIMUE

The buttor _T2Frevideatable | 50us 10 get a entry table, as indicated below.

A B c D E F [ G | H [
1 Parameter Name Type (R, 1 or B) Min value Max value
2 Wa 1 ¥ R -10 10
3 “a 2 ¥ R -10 10
4 wa 3 z R 10 19 Take into account the
g a4 parameters
7 |
g

The taking into account of the information enteirethe table by the user is carried out by an
action on the button located on the correspondiegts

ek
The button allows to validate the characteristics of the cel@ parameter. The

dialog box then displays the characteristics ofghmmeter following in the list, if they were
beforehand defined, or preserves those of the gesten order to facilitate the initialisation

17



of parameters having the same characteristicsaraAnpeter can be also selected directly in the
list by using the scroll box.

On completion of this initialization phase, the mmmof parameters "Va_ 1", "Va_ 2" ...
"Va_n", and their possible equivalence, are autorally defined in spreadsheet and their

value is drawn randomly in the corresponding ranlgames of limits "max_vari" and
"min_vari" are also defined in sheet.

3.2 Entering the constraints

Command'Constraints” of menu"Optimisation” allows to display the following dialog
box used to enter constraints between parametesdlsrof the sheet.

CONSTRAINTS X]
Lisk : S = 2-

Term 1 : Tetm 2 :
oy 5= $H$9
- - -~ A
REF =
Wa_l b’ == w0 Iva_l b
I add ] [ Delete ]
‘ End ‘

The constraints considered are of type: A >= B; B, A <= B or A Integer, in which A and
B are cells references or combinations of paramseter

Three scrolling menus facilitate the definition thie constraints. The name of parameters
beforehand defined in the worksheet can be immelgiiantered and, in position "REF",
simple a clic of the mouse allows to enter thereafee of the selected cell.

Add Delete

Button ‘ and make it possible to record the constraint in pesgror to
delete a beforehand definite constraint, selectedea corresponding list.

18



3.3 Assessment

Command"Assessment” of menu"Optimisation” initiates the display of the following
dialog box helping assess the function typed oraysheet folio for a given configuration of
parameters, or draw variation graphs accordingieoar two parameters.

ASSESSMENT X

Cell $ag1
Parameter w ]
¥
z
Type: Real
Yalue Abscissal Wi ¢ =UT
Max : 10
2D/30 Graph
Abscissa 1 Hbwalues: |41
Min W -10 Max ¥ |10
[] Abscissa 2 Mb walues :
Min W Max W
[ Continue ] [ QK l [ Cancel ]

The box "Cell" allows to enter the address of thk af the sheet which includes the result of
the function to evaluate (automatic entering byubke of the mouse).

Any parameter can be selected in the same waytag idialog boXType of parameter” so

as to give it an especial value (comprised betwiselimits). This value will be immediately
considered in spreadsheet folio following validatio

OptionsAbscissa landAbscissa 2allow opting for one or two parameters to be coersd
as variables in a graph with two or three dimersithrat will be automatically generated by
the software following validation.

The user may then define a number of values edaidisrom the selected parameter (11 by
default) located in a subassembly of the variataorge (entire range by default) to be subject
to an assessment.

The function being previously taken as an exaniplereby reaches the graphs thereafter at
one dimension according to x or two dimensions &ting to x and y.

19



varl

00,405
0,304
20,203
0,102
0001
0-0,1-0
m.0,2-01
©-0,3-0,2

ili.‘* o

Nk

The same function with the constraint y 22 - x

20



3.4 Processing

Command"Processing” of menu"Optimisation” generates the display of the following
dialog box which helps performing the optimizingfofction to be processed.

Processing @g

Searching !
~

Cell : D14 g

Tteration Mumber : 100 [+

Other stopping criteria :

Yalue reached :
Processing Duration | (haur)

[ Initialize the treatment again
[+ Display successive results

| Display final population
Algorithm

- e + exploration
- ¢ @ (¢ + operation

Constraint & O (C  (  ( ( Criterion
[ Adjustment of origin Adjustment

o4 ‘ Zancel ‘

User specifies whether the search regards the mmiror the maximum and defines a
number of processing loops as a criterion to dtepsearch.

It may also use two other criteria to stop:
. reaching a better result than an a-priori defivade,
. outstripping a certain processing duration (inrsh

The box "Cell" makes it possible to enter the asslref the cell of the sheet which includes
the result of the function to optimize (automatnteging by the use of the mouse).

The option"Initialize the treatment again” allows not memorizing the best result possibly
obtained previously.

The option"Display successive results'helpsdisplaying the best result obtained all over the
processing.

The option"Display final population” allows to display the features of population oledin
at end of processing (see general presentationeaetiz Algorithms in Chapter 3.1). This
population can be changed by the user and seraa astrance to a new processing by using
the button on the sheet.

The option"Adjustment of origin” helps finding out the proposed processing-algorithm
setting configuration when starting up the software

21



This configuration may be totally modified by thgeu using commanthlgorithm™ of menu
or partly modified using two 5-position cursorstiois dialog box.

The first one allows working on the algorithm's kexation level and the second one on the
operation level (multiplication or division by 2 drof size of chromosome population or the
number of simplex steps with respect to curreriesta

Without using the command "Algorithm" of the memugursor with 8 positions of this same
dialog box makes it possible to modify the factbpenalty affecting the results in the event
of going beyond of possible constraints.

The button "Adjustment” makes it possible to reafitectly the command "Algorithm”
without passing by the menu.

Al over the processing, the software specifieshin gtatus bar (in screen's lower section) the
number of processing loop in progress, the duratbra loop, the number of function
assessments performed during each loop and théiafuE an assessment (higher than 1
second).

As the optimum is not necessarily reached at ernradfessing, the user may repeat the latter
while maintaining the best result obtained so far.
The maximum of function f(x,y,z) = sin(x +y) * in- z) / (1 + (X + Y + ) assumed as
an example, is thereby obtained following a fewcpssing loops :

Varl -0,920822364

Var2 -0,460411148

Var3 0,460411163
Result 0,453288276

Remark:

The stochastically optimizing methods, such Genglgorithms, allow searching the global
optimum of a function without guaranty to find it.

3.5 Adjustment of probabilistic models

The "Adjustment” command of the dptimization” menu involves the display of the next
dialog box that lets you adjust probabilistic madey using maximum likelihood method.

The action on the button “?” direct access to #ievant pages of the tutorial.
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ADJUSTMENT OF PROBABILITY LAWS g|

TiPE,
-

DISCRETE
LIFETIME b

LAMS: WETBULL {3 parameters)

LIMIFCRM ~
'WEIBLILL (2 parareters

WEIBLILL

ACCELERATION: Z0x (4 covariates)

Cx (2 covariates) ~

DATA: MIXED
LEFT CENSORED ~

BY INTERMWAL
MIXED

e ==

Using scrolling menus, the user chooses a probaldiktribution, associated with a possible
acceleration law. It also indicates whether the @aé censored.

ADJUSTMENT OF PROBABILITY LAWS Bl E _ge.xls B

B E D E F G
LAW:  WEIBLLL (3 parameters) Data
1
2 Variables Covariates
: El
ACCELERATION: COX (4 covariates) | 4 | Uncensored Vibration Terperstire  Hurnidity Voltage
"= | [179.2791828 B 4057 12056] B 20567207] 547114145 4 2200641
& | | 1320542817 137205808 @ 9BE4A04| 0G35RI065| B 5R077354
7| | 1397746m 533006629| 643710526 7 4308377 605760645
& | | 197 4168841 809989505| 4 5263122| 2 00298611 557674665
DATA (reference cell ranges): 9| | 1168181384 228967103| 506350116| BE4105115| B,24920163
10| | 2630522503 118001895 7 53933023| 952733156 7 44203647
11| | 1144149417 B38098524| 031278344| 30277913 376224915
12| | 167 318034 5,80553312| £22007096| 929318392 404751645
YARIABLES COVARIATES (51..) 13| | 2895113718 47E3R1278| 7 55341407 | 3 G24A6306| 053033128
B 14| | 2608421888 5 74310232| 4,14670173| B A10BE366| 541086363
Mame {optional): m- 15| | 2241624933 600047632| 039902208 25304142| 750601538
16| | 2655863312 B21779003| 345599234 ©953271| 904612992
17| | 139,9950471 98828455 508777068 867899555 4 31709275
18| | 5612214851 9303896098| 151022024| 7 54242158 192271055
19| | 185750662 B,3300R545| 3 A77ARIET| 520544941 455208294
Unesmserzs $D$5:$G$2 % 276 AB4494 793304061 | B.04767236| 7.11551121| 390573525
Z Right censored
Right censoring: b bEE | DE2T40 23| [ 1197 515901 5 B7O0B55] 1 00040071] B.22257455] 004114134
18423484 05234 $- 24| | 1671909902 1,11544158| 0 EE0RE71| B,52016793] 055515265
. 25|
Left censoring: $B$2?:$B$ $D$2?:$G$ (26| Left censored
27| [ 2139904292 385433077 | 1,38000104] O GAEGE3S4] 597621663
! - (26| | 2953636076 76734911| 154191078 8.34130463| 000851492
Interval (event during the censorship): 25| | 2820001680 095703071 | 5.91453191] 713282408 | 8 25006805
a0
Beqginning censorshlp: $B$33:$B$ | 31| Censarship interval (failure in the interval)
. $0$35:$G4 | 32| Beginnings
End censorship: $E437 1468 33| [ 2732980707
= 34| | 31,24720534
5 | 7 1TAA4TAG1| 4 G305475| O 37561604 306759532
| Ends 33505418 0,15492599| 9,55002911| 641715174

OF, l l Cancel l |37 | [ 1273298071
38| | 1031,247205

=a

The action on the OK button causes the display oew dialog box in which the user
indicates, using the mouse, the address of dataopidy entered in a spreadsheet, as in this
example above.
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If an acceleration law other than the Cox model s@lgcted, the address of the reference
values of the covariates must also be entered endihlog box. The data will first be
converted to the reference conditions by usingcaelaration factor.

The action on the OK button causes the generatfioa worksheet, as below, and then
launches the processing.

= Feuild BE]

Adjustment  waximum Likelinood

Acceleration: COX [4 covariates] Probability law: WEIBULL [3 parameters]
Bétal:| 0316544289 BEiéta:| 2603071534
BEéta2:| 0414143664 Sigma ;| 2650,483151
Bétad:| -0,0216303% Gamma ;| -72,0439593
Biftad ;| 0289576185

LN Likelihood :|| -110,7EEE42 |

tocensored
Covariates LM K [uncensored] -
Wibration  Temperature  Hurmidity ‘Woltage Acceleration
Factor Yariable Rate : A(ti] Riti] = 1-F[ti) Densité - f{ti Ln[Fxi)])

EAQIVI2O54 | BEZRETEOE | BATIHMEE | 4220064097 beLIEEN ey e} 173,2791826 0004826967 | | 0EITE49512 | | 0002366034 -B,220629E
1372208254 | 5968450401 | 0630610545 | 8560773030 S14, 0341107 1320542817 0,M297431 036Z268473( | 0004700401 -5,360M0745
5,338056283 | 8437105249 | 7 430937696 | 6,057E0647E | | 934, 2609651 139,77468 0,M5206049 | | 0,277O0ETES | | 0004378382 -5,43107692
8,09329585 | 4526M2203 | 200238615 | 557ATAEETE 431882244 197 HE2EH 0,0M0760T2 032899260 0003540017 -6,643623TE
2289871029 | BOBIGONET | GE4I0ST4E | 8249201632 1727730002 TE2181384 0002430651 | | 0238605957 | | 0002038363 -E, 19561057
118002347 | TEIII0236 | A52TINEET | T 442036467 | | 2600321336 | | 263,05022603 0,0032124 41 0205322086 ( | 0002220124 -BAT0AT4ZE
E,200908244 | 92278442 | 2027791206 | 2 TE224M62 032 21538 4414947 0014225629 0, 26166604 0,005144971 -B2EIT4IRY
580003317 | 8220970362 | 9293133917 | 4047516453 B20,638053 167, 318034 00722831 037IVEEE85 [ | 0004007577 -0.51949355
475381278 | V553414966 | 362456306 | 0530331282 1114595854 259,613718 0003877978 | | 0BI0703923 | | 0002368296 ( | -E,04558436
6743102213 | 4 METOTFE | 6AI0GE3664 | 2410263834 7138368248 2602421858 0,M3013623 0,13979986 0,002471124 -E00308227
EA0047E223 | 0393022877 | 2638412 | 7ROGOGITT 12748435 2241624933 | | 0002647353 0,740281132 0,00136015 -B,23472817
217793033 | 3460092237 | £963270032 | A04E129023 00,3377 ZERELEIZZ | | 00260745 | 003230TETT( | 0,00037GT4E | | -6A3220286
92022460 | DOETTT0ESE | 2ETINA0GAT | 4217092704 BEZN0Z2ET 129,9360471 000382712 046716272 00044013 -B,42080024
303896976 | 10220244 | 7242421076 | 1922710662 B0,44515025 SEIZ214851 0000455554 | | 0977345972 | 0,000445735 -7.71EET4T2
9,330965452 | JATT4EZEES | 6,20644941 | 4 B62082941) | 2420375099 186, TA0EEZ 00056 7EE14 0569383172 0003231713 -B,734T43M
V33040614 | BO4TATIIE1 | TNBAN207 | 3305736248 171652967 27E,20408494 | | 0,M5T48E53 0121604435 0001215106 -E 26798225

FigAr censored
Covariates LN K [right censored] :
Wibration  Temperature  Hurnidity Woltage  Acceleration
Factor Yariable Rti) = 1-F[t Ln[R[t
5379085502 | 1309408711 | 622257495 | 0341141337 ‘ 16,738956 ‘ | 1137515301 ‘ 0,039405526
11154415592 | 0BGROBET] | 620167925 | DEBG15267S | | 1975235463 1671505902 0514737147 066395234
Left censored
Covariates LN K [left censored] :
Wibration  Temperature  Humidity Wiolkage Acceleration
factor Yariable Riti] = 1-Fti Fti] LnfFti))
380433EVT | 1380001044 | 0546553342 | 5ATE2I6E32 | | 3652846621 | 2139904232 0,598651627 0101345373 -Z2ENA4E
TETHI1096 | AGNIOTTT | 2341304623 | 0002514323 17.95800616 | | 2963636076 0998361402 | | 0003638635 BEIEIEEET
0957020709 | 5,914631905 | 7132824969 | 2200962048 | | 159,9914204 28,29091629 0969170391 | | 0030829603 | | -3.47927971
CansorsAip iteryal
Covariates Beginnings LM K [censorship interval] -
Wibration  Temperature  Hurmidity ‘Woltage Acceleration
factor Yariable Rit] = 1-Fti) Ftj)-F{ti) Ln{F{j)-Fxi))
TITH4TAEN | 4522354746 | B3TEEIEA4 | 3067596325 ‘ 153.302319?‘ |2?3.2930?u?‘ ‘ 04TOEMDIE | 0.4?0614013‘ ‘ -0.?53?1?02|
3,359541796 | 016492399 | 9653029114 | 6417131738 17, 23910752 31,24720534 0996366968 0823120437 -0,19465275
Covariates Endls
Wibration  Temperature  Humidity Woltage Acceleration
Factor Yariable Ritj] = 1-FIxf
TIT44TAE] | 4 BR3054T4E | BITEEIEA4 | 3067HAG3ZE ‘ 1533023197 ‘ 1273,298071 4 39215E-12
3,359541796 | 016492399 | 9653029114 | 6417131738 17, 23910752 101,247 205 017324653

Processing can be restarted by the user as maay immnecessary. The latter can also change
the minimum and maximum limits proposed by the fooleach parameter.

At the end of processing, a dialog box proposegdiimate confidence intervals on the
parameters or quantile values, by inverting thethas matrix. It also proposes to show the
results in the form of various graphs (distributfanction and Kaplan Meier curve, quantile/
quantile diagram, Weibull paper, etc.).
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4 Algorithms

3.1 General Presentation

4.1.1 Genetic Algorithms

Developed by John Holland et al at the UniversityMichigan, genetic algorithms are
optimizing algorithms based on natural selectiod genetics mechanisms. The first of such
mechanisms deals with principles of survival of theapted species based on Darwin
postulate. The second one relies on diversity dividuals in a population of a same species
that evolves over the time by crossbreeds and roosat

The analogy between biology and genetic algorittmnstiown in Figure 4.1.

Genetic algorithms
Chromosomes Parameter
configuration
= =TT
Genes Parameters
Allele Parameter values
% &
ﬁwj m— ol ] o e
@@

Figure 4.1 -Analogy between biology and genetic algorithms

Each parameter configuration corresponds to a absome whose genes are parameters of
different types (binary, integer, real). Such chosomes are affected, within a population,
mutation, crossbreeding, and selection ... operateamsidering respective performance of
each single one (Figure 4.2).

Chromosome population
(Permanent size)

i

‘ Mutation ‘

‘ Crossbreeding ‘

<

‘ Selection ‘

Figure 4.2 Basic principle of genetic algorithms
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For every generation, a new identical-size popuoitais created, consisting partly of best
elements of previous generation and new elememtsrged by mutation or crossbreeding.
Such operations are conducted in accordance wibhotyjectives: reaching local optima and
exploring variable space to search all optima idearin this way, to find out the global

optimum.

Mutation consists in introducing a noise in the gene valua chromosome, i.e. a random
deviation around such value. In this respect, nanais anexploration operation of the
searching space. Figure 4.3 shows an example dtimitto be applied to different types of
parameters.

Disturbance introduced in the parameter value

Binary : 1101101101 === 1101001101

Integerandreal:‘ ‘xk‘ ‘ ‘ ":>‘ ‘Xk‘ ‘ ‘ ‘

X =% (X~ Xpn )X Amplitude  Or X = % + (X — %) X Amplitude

~ T~

Xmin Xk Xmax
Random amplitude, decreasing over the time.

Figure 4.3 Example of mutation

In this example, mutation of a chromosome, randodnwn in population, is carried out
through modification of one of its randomly selectgenes. Such gene simply changes state if
binary or performs a decreasing amplitude leap akiertime if real or integer, so as to
progressively limit the exploration as researchsgoe

Crossbreeding is performed by pairing two population chromosonwasich exchange
information each other to give birth to two desaertd. Just as for mutation, crossbreeding is
anexploration operation of the research space of which two eXasrgre given in Figure 4.4.

Exchanging information between chromosomes
00011011000111 0100101100011

Crossover
01001010010101 0001010010101
L Ll [ ] ] LIxd [ ]|
Barycentric E— X' =0xg+H(1-0)X,
[ el | ]| L beof | ]
O<a<l X' =0Xo+(1-00)Xy

Figure 4.4 Examples of crossbreeding
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In these examples, crossbreeding of two parentnobsomes randomly drawn in population
is carried out either by gene exchange (crossoeagh gene being reproduced in either
descendants, or by averaging values (integer ratparent genes (barycentric).

Selectionis a process whereby each chromosome is duplieatetmber of times in the new
population according to value (or fitness) of fuoctto be optimized (also called adaptation
function). Chromosomes, the adaptation functionu&abf which is high, have a strong
probability to contribute to the next generation,cbeating one or more descendants identical
to them. Such operator, an example of which is @sef in Figure 4.5, is of course an
artificial version of the biological selection. the nature, adapting a species is determined by
its ability to survive to predators, diseases, ahsdtacles to get over to reach adulthood and
reproduction period, whereas in our artificial @owiment, the function to be optimized is the
final arbitrator of life or death of any chromosanhe this respect, selection operation is a
developmentoperation of research space.

Duplicating best adapted chromosomes

Example
Chromosomes{ 1 2 3 4 5 6 7 8 9 10

Population Fitness (fi) ;0,98 1,30 0,82 0,50 0,65 1,06 0,13 0,65 0,04 0,10
Pi :]0,16 0,21 0,13 0,08 0,10 0,17 0,02 0,10 0,01 0,02

__f Draw by ‘
R _i £ Lottery wheel
i=1 ’

Population [1 12 2 2 2 2 3 5 6 6|

Figure 4.5 Example of selection

In this example, selection probability pi of eadiranmosome, computed from the relative
weight of the result of its assessment, corresptmdsottery wheel section whereby N draws
are carried out to obtain the new population (Mgehe constant population size).

In addition to the specified examples, mutatiommssbreeding and selection operations may
be performed in different ways proving to be mordess efficient depending on problems to
be dealt with. Moreover, the optimum research maynfyproved by linking with such basic
operations more classical techniques of settingctae, elitism, or optimizing (method of
climber).

Setting to scale is transformation acting on thap&ation function value whose purpose is
creating a zoom effect on results as research goeét first steps of research, deviations
between fitness are wished to be reduced so agvem good chromosomes from becoming
too predominating. Then, deviations are amplifeddcelerate convergence.

Elitism consists in preserving, for each generatsonumber of best population chromosomes
which might disappear due to mutation, crossbregdirselection operations.

A climber method, such as non-linear simplex, mayddated with the genetic algorithm to
form together a hybrid method with a best abilitydevelop (research of local optima).
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4.1.2 Differential Evolution

Proposed in 1995 per K Price and R. Storn, theebfitial Evolution consists in generating a
new chromosome by adding to genes of a membereopdipulation the difference between
genes of two other chromosomes.

Similar to the mutation and the crossbreeding & @enetic Algorithms, this operator
explores the space of the solutions by simultarigauedifying the totality of genes of each
chromosome.

It requires a permanent diversity of each genehim population to avoid a premature
convergence. Also, a hybrid use associating Gerégjorithms, Differential Evolution and
nonlinear Simplex, is particularly robust to solkagious problems.

4.1.3 Nonlinear simplex

The local method of the nonlinear simplex, illustthbelow, can be associated the genetic
algorithms and the differential evolution to cothge together a hybrid method having a better
capacity of exploitation (research of the localiiogd).

Fitness

4 PA

raction

= 2

Expension

Reflexion

X
Simplex of n+1 points in R
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4.1.4 Coupling between optimization and Monte-Carl o simulation

The function to be optimized cannot be always esg®d in an analytical way and its
evaluation can result from a Monte-Carlo simulat{see an example of coupling with the
simulation software SIMCAB in chapter 4.4).

However, the coupling between optimization and tsistic simulation, which consists in
search of an optimal configuration of parametesstisig from the results of a function of
evaluation treated by Monte-Carlo simulation, igyveenalizing in term of duration of

treatment. At first approximation, the number ahslations to be realized is equal to the
number of evaluations necessary to optimizationtiplidd by number N of simulations

required by the required precision.

This is why GENCAB implements an original strategynsisting in varying, during the
treatment, the number of simulationsdlleach evaluation, by exploiting the average #ed t
variance of the results obtained starting from eliminary evaluation limited to N
simulations.

Ni/Nj = [(M-mo)* Gjo/ (M-mjo)* 0jo]?

M (current optimum)

The guiding principle of this technique consistgiving to each solution the same probability
of inappropriate rejection, which results in a dtind between respective valuesawd N of
the number of simulations realized to evaluate ¢tandidates | and J. This condition results
directly from the application of the central lintiiteorem.

In order to significantly decrease the total dunatof the treatments (from 1 to 30 according
to the problems to be solved and the adjustmethieoflgorithms), the user can thus activate
this strategy by defining theghhumber of simulations carried out for the coansdweation as
well as number N necessary to the necessary gracisi

He can also make grow the precision requested glutive treatment, parallel to the
progressive improvement of the population of solui

Note: Contrary to the ordinary coupling betweemwdation and optimization, optimization

should not relate to results of simulation in tbarf of a combination between average value
and/or standard deviation, when this techniquenprovement of the coupling is activated.
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4.2 Algorithms' Selection and Setting

Command'Algorithm™ of menu"Optimisation” generates the display of following dialog
box which helps set the optimizing parameters.

Population size : |5|:|

Mutation :

" Type 1 (gene by gene)
" Type 2 (differential evolution)
' Type 3 (mixed)

Crossbreeding ;
" Mone
¥ Crossover
(" Barycentric

Selection

{* Sampling of remaining part withouk replacement
(" Sampling of remaining part with replacement

" Deterministic sampling

" Latkery wheel

[v Settingkoscale > Truncation {* Exponential
Iv Elitism == Murmber of individuals |1
W Simplex == Murnber of chromosomes : 1

For |5III %o of iterations Mumber of steps 50

After |5EI % of iterations [ Without replacement

(o)1 Cancel

The user may define the population size and chaoseng different mutation, crossbreeding
and selection operators.

He may also select a setting to scale, by choosetyeen two different techniques
(Truncation or Exponential), an elitism operatoy,dpecifying the number of individuals to
be maintained for each generation, and a link \@implex algorithm, possibly limited to
certain loops of calculation (in proportion andsie from a certain row)..

If Simplex is selected, the user should define mlper of chromosomes, among the best of
the population, from which a local optimum will ls@arched. He should also indicate a
number of processing steps to be carried out fisrrdsearch and possibly select the option
"Without Replacement” .
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When such option is requested, the chromosome lsnger replaced by the local optimum
being found by simplex but its fithess assumesvtiae of that of the optimum, which may
increase chances to find out new optima on subsgguetations.

9

Simplex with replacement

Depending on options selected, validation genetaeslisplay of different additional dialog
boxes.

4.2.1 Mutation

Three operators of change are proposed to the user:
 That described on figure 4.3 of the chapter 4(Type 1)
« Differential Evolution (Standard 2)

* A mixed use of these two operators (Type 3)

According to the type of operator chosen, the foiig dialog boxes allow to define the
mutation probability of each chromosome, the desgda mutation amplitude of a real or
integer gene and the mutation probability of a byirggene.

Prabability of chromosome mutation: 0.3 Probability of chromosame mukation: 0.3
IMutation probability of a gene :
o.3 [V Decrease of the amplitude (real or integer gene)
[v Decrease of the amplitude (real or integer gene) Factor of decrease (b=0): 3
Factor of decrease (b>0): ,3— Murnber of generations affected (T:=0) : 20
Murnber of generations affected (T:=00 20 ¥ Al {T = Number of iterations)

W &l (T = Number of iterations) [¥ Self-adapting decreass

I¥ Self-adapting decrease Mutation probability of a binary gene 0.3
o4 Return bo menu Cancel QK Return bo menu Cancel

The mutation amplitude of a real or integer genelmagoverned by an adaptive control or the
following expression:
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where r is a random number comprised between Olaamd t the number of the processing
loop.
1 1
O<b<1 b>1
o T lo T

4.2.2 Crossbreeding

One of the two crossbreeding operators describeéigare 4.4 (Crossover or barycentric)
may be selected by the user. The above descriladagdbox helps define the crossbreeding
probability of each population chromosome with &eotone randomly chosen in such
population.

CROSSBREEDING Ell:!

Crossbreeding probability of a chromosome ; IEI.3

]9 Rekurn ko renu

4.2.3 Selection

In addition to the selection with lottery wheel shmin Figure 4.5, the software proposes three
other selection operators:

. Sampling of remaining part without replacement
. Sampling of remaining part with replacement
. Deterministic sampling

Such operators, which cannot be parameterizedynperthe selection as follows:
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Sampling of remaining part without replacement

Assuming a population of n individuals, the expdcteimber nof descendants for each
individual i is computed by the following formula:

f(i)
f (i)

n, =n*

where f designates the adaptation function.

n
i=1

Each individual i is reproduced, in new populatiamumber of times equal to the whole part
of number pn

In order to complete the population and bring itkb#o its initial size n, individuals are
successively subject to a random draw by consigetite decimal part of nhumber as
probability of success.

The two other selection operators differ from thevippus one only by the processing operated
on decimal parts of numbers n

Sampling of remaining part with replacement

To complete the population, decimal parts of nummineare used to form a lottery wheel.

Deterministic sampling

Decimal parts of mare arranged in decreasing order, and chromosoanessponding to first
elements of list complete population.

The method of selection with lottery wheel offerg@at variance and often conducts to
results far from those expected (especially disapgree of best elements).

But no one could really demonstrate to date theesogty of one of the other selection
methods being proposed.

4.2.4 Setting to Scale

Two different techniques of setting to scale aferefl to user.

Setting to scale by truncation in sigma

The preliminary transformation of fithess of eatihamosome is performed as follows:
f =f-(f -co)
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with f the average of fitness for all chromosomes arlde typical deviation.

Transformation may be represented as follows :

if o> % Fitness tightening in relative value
if o = % Unchanged

if o < % Fitness deviation in relative value

(fitness cancelled for the weakest ol

User using dialog box below defines scale facter «c

SETTING TO SCALE BY TRUMCATION IN SIGMA EE

Scale Fackar : |2

ok Feturn ka menu

Setting to exponential scale

Preliminary fitness transformation of each chronmesas carried out as follows:

End
f ]

A\ P s
f'=£'®| with |(k)=(%) tanpz[s*) [” K j

2 N+1

Beginning
f

34



where: k is the current generation
N the number of generations being wished (iteratiumber)
And parameters S*, SO, P1, P2 andre defined by the following dialog box:

SETTING TO EXPOMENTIAL SCALE

4.2.5 Taking into account of the constraints

The taking into account of the constraints is earout by the addition of a term of penalty to
the result of the function to optimize. This onghwthe following form in which fp can be
adjusted by the user:

Tp = fp* X (dciy’
with dci = Max(0, B-A) if A>= B, = B-A if A = Bor = A-INT(A) if A Integer

TAKING INTO ACCOUNT OF THE COMSTRAINTS EHE
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This adjustment is in particular necessary in tasecof constraints of the equality type or
Integer value not to block the algorithm in itseach by a too strong penalty (to increase the

penalty gradually).

4.2.6 Optimization starting from results of simula  tion

The following dialog box makes it possible to theeuto activate the optimized strategy of
coupling between optimization and Monte-Carlo simtioh (described in paragraph 4.1.4)
and to define the minimum numbeg Nf simulations carried out for the coarse evabraas
well as maximum number N necessary to the necepsecision.

OPTIMIZATION FROM RESULTS OF SIMULATION ?x

¥ Optimized coupling

Max nurmber of simulations by evaluation: 5000
Min nurmber af sinulations by evaluation: 100
Ewalution Factar of the number of simulations : 1

(0: Nmax ; <1: Fast ; 1: linear ; =1: slow)

Ok,

Return to menu

According to the entered value of a coefficienttKis required precision can be fixed or
progress during the treatment according to thevatig formula, parallel to the progressive
improvement of the population of solutions.

1000

900 -
800 -
700 -
600 -
500 -
400 -
300 -
200 -
100 A

—k=0

—k=0,5
k=1
k=2

N = MIN(Nmin+INT((Nmax-Nmin)*(N° of iteration / Nurber of iterations)"k) ; Nmax)
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4.3 Initial Population

Command'Initial Population” of menu"Optimisation” generates the display of a dialog
box which helps define the initial population (randy drawn by default).

Population size ; 50

{* Creating a data acquisition sheet

" Considering population
entry on sheet

(supplement randarmly drawn)
" Random population generation
™ Displaying initial population
" Assessing initial population

Cell : £441 %,

[+ Maintain only the best individual
at each new processing

OF Cancel

This box allows to:

. define population size,

. generate a chromosome data acquisition sheet ¢orsidered in initial population,

. consider obviously such chromosomes in initigdydation,

. generate randomly initial population,

. display initial population,

. assess such population according to the restitteofell of the sheet whose address is in the
box "Cell".

An option allows maintaining only the best indivedwn each new processing and generating
randomly the remainder of population.

If such option is not selected, population obtaia¢and of previous processing is entirely
preserved as new initial population.
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5 Examples of Applications
Examples shown here are provided for demonstratiomline help.

5.1 Mathematical Functions

m 180-200
W 160-180
[0 140-160
B 120-140
(.;.‘\‘\\\\\"\ 100-120
\\ §
\\\\\\Q\ H80-100

e =
LN . 2
RN

\V"\\\\
O

q Wg

AN

f(x,y) = 200 - (x* + y?) with x, y real, comprised between -10 and +10

This convex function may be optimized only by siaxpl
(iteration number = 1, population size =1)

=S o

T 4 -

f(x,y) = Integer Part of [10 - (24+x? + y*)/25]
with X, y real, comprised between -10 and +10

This function shows only stages making simplex eragive.
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m0,09-0,1

= 0,08-0,09
00,07-0,08
| 0,06-0,07
30,05-0,06
m0,04-0,05
00,03-0,04
00,02-0,03
m0,01-0,02

\-.. ‘.\ i 30-0,01

il ‘ um '\
i ““m\(u iy \ll}l"'i‘\!!

l\\

f(x,y) = Maximum [0,02 ; (sin(x)*sin(y)/100+x%*y?)Y?]
with x, y real, comprised between -10 and +10

This function shows multiple local optima and ifgimizing is made especially efficient by
linking Genetic Algoritmes and Simplex.

5.2 Polynomial Adjustment

= Exemple_4.xls |:||E|rg|
Method of least squares
Adjustment of a function to a polynomial P(x) = va + vb *x + vc 22 4 yd =3
X fix) Px) Error?
i 3 00140 89162 50
1 q M 122168 [ 10,3476 a0 4
2 18 l 203893 [ 57086
3 24 [ 250093 [ 1.0187 0 — )
4 29 F 265548 [ 59791
. E 1 J—
5 28 [ 255035 [ 62325 A ()
B 24 [ ez33za [ 27977 10 +
7 18 [ 178222 [ 02283 0 e
] ] F 115478 [ 125870 o e
g 2 [ 4mes1 [ 83412 o123 4 5 6 7 8 310
10 1 I -19791 [ 88748
Average error:|__ 26648 [

wva: 0.0140

vb:[ 143772

wvo:|  -2.2541

wvd: 0.0796

Demongtration Returh to the menu
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5.3 Combinatory Problem

2l DIDAC_2c

Problem of the sales representative:

To minimize the distance from the way passing by all the cities without passing twice to the same city

Variable H°of city List Cities  Distance

0 Brest Brest Paris Toulouse Hantes BordeauxMarseille Lyon Limoges Strashourg Lille

E E 123456789 Lyon TET Brest 0 05 O3 255 496 949 TET 518 03 B01
5 5 12345789 | Marseile il Paris| 505 1] E81 386 589 B9 472 375 447 224
2 2 1234783 | Toulouse 400 Toulouse| 703  E81 1] 559 250 400 467 306 S0 905
3 4 134783 | Bordeaus 250 Hantes| 255 386 559 ] A 830 6OV 297 832 533
) 7 13789 Limoges 219 Bordeaux| 435 553 250 3 ] B57  Gd49 219 914 THE
2 3 1389 Martes 297 Marseille| 343 763 400 830 B57 0 36 B10 750 979
3 9 189 Lille 553 Lyon| 767 472 467 607 549 316 ] 364 434 BES
1 1 18 Paris 224 Limoges| 513 375 306 297 219 E10 364 0 Fiirs 539
8 8 Strazhourg 447 Strasbourg| 903 447 901 a3z 914 7h0 434 i I} h24

Total:[ 2746 Lille| 601 224 905 553 i 979 GE8 539 524 a

The constraint (not passing twice to the same city) is relieved here by a change of variable

Variable = position in the list of remaining cities

Demonstration Return to the menu

5.4 Linking with SIMCAB Software

Such a coupling enables to achieve optimizatioms fsimulation results.

=] (O]
Parking strategy

Nth free space or first free space after row P

e EERRRITN

|
1
[ [ PR 1 W ____ N

Free spacel1: 19 .
Froespace 2 96 >p Bl —— 100 spaces per minute T

Free space 3 #MN/A

Free space 4 #MN/A N : 5 _1 & minuies
Free space b  #MN/A _

Freespace B #M/A F: 56
Free space 7 #MN/A
Freespace 8§ #M/A Space number : 96
Freespace 3 #M/A
Free space 10 #M/A  Time taken to reach the objective : 1.36 minutes

Mean value : 472549
Standard deviation :| 309317466

In this example, the two optimal parameters of paylstrategy (Nth free parking lot and row
P from which the first free parking lot will be $gmatically taken) are being searched by
GENCAB by minimizing the average of times taken to re#oh objective, assessed by
SIMCAB.
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5.5 Linking with  SUPERCAB Software

GENCAB may be linked with other Exdel operating softwares, especially with the RAMS
(Reliability, Availability, Maintenability and Safg) SUPERCAB software also issued by
CAB INNOVATION. Linking with this software may thereby be useddptimizing system
architecture:

E] Exemple_9.XLS

Optimization of an architecture (reception station of sateliites)
Units MTTF | Nb Kind of Stock Cost MDT TAT Operational Cost
ON redondancy of unit (hour) | (hour) availability | (Euros)
(heure) spares | (Euros)
Engine az/el 100000 | 2 série 1 4500 28 2400 09972 13500
Coders 100000 | 2 série 1 1500 28 2400 09972 4500 Markovian
Transmitter/receiving 2007 Passive 1/2 0 15104 28 1000 0,8433 30208 Treatments
Calculator of piloting 2040 Passive 1/1 3 4158 25 500 05674 16633 (SUPERCAB tool )
A -TTC STATION 0,8111 64841
Computer of Archive 33000 | 1 serie 0 4500 29 115 0 9965 4942 Configuration of 24
Computer of production 2439 Passive 2/4 1 2158 30 432 0 9566 11074 rea:gclr g
Supervision PC 10000 Active 173 1 500 28 427 0,9972 2287 arameterg @in
Mirror Disc 50000 | 2 sErie 0 4000 28 334 0,9389 8333 B blue)
B - USER CENTER 0,9793 26636
Antenna 33000 | 1 série 4500 1000 05706 4500
Transmitter/receiving 2201 3 Sétie 3 BO07 40 345 09514 24354
Supervision PC 127000 | 1 sEfie 3 500 40 417 0,9997 2292
C - Emergency Center 0,9522 31146
[ TOTAL SYSTEM: AB+C [ 09902 [ 122622 |
Availability > Objective: l;,“
(K€ )
Demonstration Feturn to the menu
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OPERATING LICENCE AGREEMENT

OF GENCAB SOFTWARE PACKAGE

ARTICLE 1 : SUBJECT

The purpose of this Agreement is to define the @@t in which the CAB INNOVATION Company grants thestomer
with a non-transferable, non-exclusive and persagat to use the software package referred toxGENCAB" and whose
features are specified in user's manual.

ARTICLE 2 : SCOPE OF THE OPERATING RIGHT

The customer may use the software package on ngke siomputer and on a second one provided thatetbend computer
does not operate at the same time as the first he. customer can only have one software packagg maintained in a
safe place as a backup copy.

If this license is regarding a performance on sites customer may install the package software cseraer, while
scrupulously complying with purchase conditiongestaon specific conditions especially defining thaximum number of
users authorized to use the software package fh@in terminal and the maximum number of users ai#bd to use it
simultaneously. The customer is therefore authdripeperform a number of software package docurtientaopies equal
to the maximum number of users allowed to use it..

CAB INNOVATION will be in a position to perform inspons, either itself or through a specialized tgrpiurposefully
authorized by CAB INNOVATION, at customer premiseséuify if customer has met its requirements : nemiif software
package copies used, location of such copies, &tarties will agree as regards the practical niteslof performance of
such inspections so as to disturb minimally custsraetivity.

ARTICLE 3 : DELIVERY, INSTALLATION AND RECEPTION

The software package and attached supplies willdigered to the customer on mail reception datiee customer installs,
at its own costs, the software package using ratavanual delivered by CAB INNOVATION.

The customer performs the inventory and shall mf@AB INNOVATION, within three working days of theelivery, of
any apparent nonconformity with respect to the orilee customer is liable for any loss or any daeneaused to supplies as
from the delivery.

ARTICLE 4 : TESTING AND GUARANTEE

Guarantee is effective as from the mail delivertedset forth in Article 3 and has a three-monthidiii.

During the guarantee validity, if the customer eigreces a software package operation trouble, beldhinform CAB
INNOVATION about it, so as to receive any helpfup&nations with the purpose of remedying suchhteulf the trouble
is continuing, the customer will return the C.D. RGMCAB INNOVATION, at CAB INNOVATION's Head Office, dtis
own expense and with registered mail with acknogdsdent of receipt, by specifying exactly the trasbéncountered.

Within the three months of reception of consignneettforth in preceding paragraph, CAB INNOVATION IvdEliver, at
its own expense, a new product version to the austoThis new version will be benefiting of the saguarantee as
benefited the first version.

The customer looses the benefit of the guarantee does not comply with the instructions manuabnemendations, if he
performs modifications of configuration set fort Article 2 above without obtaining a prior writteensent from CAB
INNOVATION, or if he performs modifications, additis, corrections, etc... on software package, sitnthe support
from a specialized service company, without obtajra prior written consent from CAB INNOVATION.

ARTICLE 5 : PROPERTY RIGHT

CAB INNOVATION declares to be holding all the righpsovided for by the intellectual property code BENCAB
package software and its documentation.

As this operating-right granting generates no prtypeght transfer, the customer abstains from :

- any GENCAB software package reproduction, whethas wholly or partly carried out, whatever the forassumed,
excepting the number of copies authorized in Astil;

- any GENCAB software package transcription in anlgeotlanguage than that provided for in this Agreemee

Appendix), any adaptation to use it in other equaptror with other basic software packages de bwsethose provided for
in this Agreement.
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To ensure this property protection, the customelettakes especially to

- maintain clearly visible any property and copitigspecifications that CAB INNOVATION would have xiid on
programs, supporting material and documentation ;

- assume with respect to his staff and any extgreaon any helpful information and prevention step

ARTICLE 6 : USING SOURCES

Any GENCAB software package modification, transcaptand, as a general rule, any operation requihiagise of sources
and their documentation are exclusively reservedCfB INNOVATION.

The customer holds the right to get the informatiequired for the software package interoperabilityr other softwares he
is using, under the conditions provided for in ithtellectual property code.

In each case, an amendment of these provisionsetithut the price, time limits and general teriisesformance thereof.

ARTICLE 7 : LIABILITY

The customer is liable for :

- choosing GENCAB software package, its adequacy khiglrequirements, precautions to be assumed aridugafiles to
be made for his operation, his staff qualificatiaas he received from CAB INNOVATION recommendationsd a
information required upon its operating conditiamsl limits of its performances set forth in user&ual;

- the use made for results he obtains.

CAB INNOVATION is liable for the software package ¢ormity with his documentation. The customer shmbve any
possible non-conformity.

CAB INNOVATION does not assume any whatsoever guagnivhether explicit or implicit, relating to theftsvare
package, manuals, attached documentation or aryostimg item or material provided and, especiadlyy guarantee for
marketing of any products relating to software pagkor for using software package for a determirse] any guarantee for
absence of forgery, etc...

Under no circumstances CAB INNOVATION could be hetponsible for any whatsoever damage, especially ilo
performance, data loss or any other financial lesslting from the use or impossibility to use BENCAB software
package, even if CAB INNOVATION was told about thesgibility of such damage.

In the event where CAB INNOVATION liability is retegd, it is expressly agreed upon that the total arnaf
compensation to be paid by CAB INNOVATION, all casaken together, could not in any way exceed thalmoyalty
price reduced by 25 % per period of twelve monthpsed as from the mailing delivery date.

ARTICLE 8 : DURATION

This Agreement is entered into for an undetermimexibd of time as of the date set forth in Arti8le

ARTICLE 9 : TERMINATION

Each party may terminate this Agreement, by registenail with acknowledgement of receipt forwardedhe other party,

for any breach by such party of its obligationsspie a notice remaining unresponsive for 15 dawd, this occurring with

no prejudice to damages it could claim and provitdhed the last paragraph of Article 7 above, bemed.

At end of this Agreement or in case of terminatfonwhatsoever reason, the customer will have op sising GENCAB

software package, pay all sums remaining due om afaermination and return all elements compotfiregsoftware package
(computer programs, documentation, etc ... ) witlmoaintaining any copy of it.

ARTICLE 10 : ROYALTY

As a payment for the operating-right concessioa, diistomer pays CAB INNOVATION an initial royaltyettamount of
which is determined in specific conditions.

ARTICLE 11 : PROHIBITED TRANFER

The customer refrains from transferring the sofemaackage operating right granted personally to thyrthese provisions.
The customer also abstains from making documemtatial supporting material (CD ROM), even free of ghaavailable to
a person not expressly set forth in second parhgrapirticle 2.

ARTICLE 12 : ADDITIONAL SERVICES

Any additional services will be subject to an ameedt of these provisions, possibly through an exgbaf letters, so as to
specify the contents, modalities of achievementtaedrice.

ARTICLE 13 : CORRECTIVE AND PREVENTIVE MAINTENANCE
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The corrective and preventive maintenance may bgst) upon customer's request, to a separate Mgmeattached to
these provisions.

ARTICLE 14 : ENTIRETY OF THE AGREEMENT

The user's manual defining the GENCAB software paekegtures is appended to these provisions.

The provisions of this Agreement and his Appendigress the entirety of the Agreement entered ietwéen the parties.
They are prevailing among any proposition, exchasfgetters preceding its signing up, together vétty other provision
stated in documents exchanged between the paniiesetating to the Agreement's subject matter.

If any whatsoever clause of this Agreement is aotl void with respect to a rule of Law or a Lawarce, it will considered
as not being written though not involving the Agrneat's nullity.

ARTICLE 15 : ADVERTISING

CAB INNOVATION could mention the customer in its busss references as a GENCAB software package user.
ARTICLE 16 : CONFIDENTIALITY

Each party undertakes not to disclose any kindazuchents or information about the other party thatould have been
informed of on the Agreement's performance and dakies to have such obligation fulfilled by thegmers it is liable for

ARTICLE 17 : AGREEMENT'S LANGUAGE

This Agreement is entered into and drawn up irRtench language.

In the event where it is translated into one orerforeign languages, only the French text will eerded authentic in case
of any dispute between the parties.

ARTICLE 18 : APPLICABLE LAW - DISPUTES

The French Law governs this Agreement.

In the event of any disagreement over the inteaticet and performance of any whatsoever provisidhie Agreement, and

if parties fail to reach an agreement under antration procedure, only Toulouse’s Courts will benpetent to settle the
dispute, despite the plurality of defendants orappeal for guarantee.

44



