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Preface

StarKeeper ® Il NMS manages, controls, and diagnoses the complete line of
BNS-2000 and BNS-2000 VCS nodes as well as concentrators, servers, bridges,
routers, gateways, and other network elements. StarKeeper |l NMS collects alarm
information, billing data, and performance measurements from the network and
generates reports on request. Two-way communication between StarKeeper ||
NMS and the network allows one centrally located administrator to manage
equipment at many locations.

StarKeeper 1l NMS architecture consists of one or more Core Systems optionally
connected to one or more Graphics Systems running various graphics
applications. The Core Systems maintain network connectivity and databases,
and perform basic network management functions. The StarKeeper Il NMS SNMP
Proxy Agentis a Core System application which may be optionally installed.

The StarKeeper Il NMS Graphics System is an 8-user system. It consists of the
following software packages:
»  StarKeeper |l NMS Graphics System Platform, including
— Bulletin Board
— Cut-Through
— Workstation Administration
StarKeeper || NMS Network Builder
StarKeeper || NMS Network Monitor

StarKeeper 1l NMS Performance Reporter

The Graphics System Platform provides you with the basic services that are
necessary to administer a StarKeeper Il NMS Graphics System. The platform
comprises several applications: The Bulletin Board displays alarms from
StarKeeper || NMS applications and Graphics System software. Workstation
Administration provides you with the ability to administer the network
management-related aspects of your Graphics System, such as establishing
connections between your Graphics System and one or more Core Systems.
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Finally, Cut-Through allows you to establish login sessions on host computers,
such as a StarKeeper Il NMS Core System.

Network Builder provides user-friendly and task-oriented windows for
configuration and analysis of your network. It also allows you to configure and
analyze a network from one, centralized location — populating supported node
databases and StarKeeper 1l NMS Core System databases in one operation.
Network Builder provides complete configuration support for the Frame Relay
service. Network Builder is required if you want to implement the network'’s
Session Maintenance feature and support for Frame Relay. Network Builder is
also required for configuring nodes, SNIs, and the Inter-Carrier Interface (ICI) for
Switched Multimegabit Data Service (SMDS) networks. It is also used to establish
and maintain optimal network routing. Analysis reports are also available.

Network Monitor provides user-friendly and task oriented windows for alarm
monitoring and BNS-2000 VCS and BNS-2000 diagnostics.

Performance Reporter is a user-friendly and task oriented windows interface that
provides several features to enhance the basic StarKeeper 1l NMS reporting
capabilities. Some reports are available in graphical format via XGRAPHY
software.

Netstations can be connected to the Graphics System host machine, allowing
multiple users to access the Graphics System software. For small networks, the
Graphics System software can reside on the same host machine as the Core
System. For large networks, multiple Core Systems can divide the load either
geographically or functionally.

Purpose of the Document

XXXVilil

This guide presents complete instructions for the administration and use of the
Graphics System Platform and the Network Builder, Network Monitor, and
Performance Reporter applications.
You need to read this guide if you will be performing any of these tasks:

= administering the Graphics System

» utilizing Network Builder, Network Monitor, or Performance Reporter

= configuring Frame Relay service

= configuring SMDS networks

= analyzing real and proposed network routing

= generating Node Reroute Tables, in support of the Session Maintenance
feature
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= using the Session Maintenance simulator, in support of the Session
Maintenance feature

= creating and generating network maps
= troubleshooting network problems
= scheduling and running performance reports

Refer to the StarKeeper Il NMS Core System Guide for instructions on software
installation and printer configuration.

Organization

This guide is divided into the following chapters.

Chapter 1 provides an overview of the major features of the software packages that
are available on a Graphics System, including the Graphics System
Platform, Network Builder, Network Monitor and Performance Reporter.

Chapter 2 refers to the StarKeeper Il NMS Core System Guide for information on
installing the Graphics System software and for physically connecting your
Graphics System to the network. This chapter also provides instructions
related to the utilization of the Graphics System including adding and
removing Graphics System users, starting and stopping the Graphics
System, and establishing communications between the Graphics System
and Core Systems in order to logically connect your Graphics System to the
network. It also contains information related to administering
your netstation.

Chapter 3 provides information on using the Graphics System including starting
Graphics System applications, accessing the OS environment, printing,
HyperHelp capabilities and HP VUE features such as the Style Manager.

Chapter 4 provides information on using the Bulletin Board application along with
information on checking the EVENTLOG.

Chapter 5 describes the Workstation Administration component of the Graphics
System Platform, including configuring and monitoring communications
between the Graphics System and Core Systems, synchronizing the
Graphics System with the databases on the connected Core Systems,
adding host computers that can be accessed by Cut-Through, and
managing the disk files used by the Graphics System applications.

Chapter 6 describes the Cut-Through component of the Graphics System Platform,
including how to connect to host computers, utilizing the automatic login
capability, and customizing the list of host computers that can be accessed
by Cut-Through.

Chapter 7 provides instructions related to the utilization of the Network Builder
application including tuning Network Builder system parameters.
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Chapter 8

Chapter 9

Chapter 10

Chapter 11

Chapter 12

Chapter 13

Chapter 14

Chapter 15

Chapter 16

Chapter 17

Appendix A
Appendix B

x|

describes how to configure physical and logical resources in your network
using Network Builder. The chapter contains a discussion on how to use
Network Builder as well as information related to configuring network
elements including nodes, trunks, groups, service addresses, NMS
connections, node reroute tables and the Frame Relay and SMDS data
services.

describes how to perform network analysis using Network Builder. The
chapter contains information related to the Connectivity Analysis and
Session Maintenance simulation tools, including how to use the tools,
constraints and limitations, input and output, examples and troubleshooting.

provides instructions related to the utilization of the Network Monitor
application. The chapter explains the relationship between network maps
and alarms, and contains a step-by-step tutorial describing how to plan a
map hierarchy and how to create maps using Network Monitor. The chapter
also contains instructions for defining user notices, specifying alarm filters,
updating maps and distributing maps to other Graphics Systems.

contains two step-by-step tutorials describing how to monitor a network for
faults using Network Monitor. It also describes how to use Network Monitor
in an environment where the network monitoring responsibility transfers
from one location to another.

is the Network Monitor user reference section. The chapter describes each
of the windows, menus and fields used in the Network Monitor application.
Network Addressing and Editor Legend Symbols are also discussed in this
chapter.

provides instructions related to the utilization of the Performance Reporter
application including administration of thresholding, updating configuration
data and specifying filed report retention intervals.

describes how to use Performance Reporter to perform Routine
Performance Assurance, the daily monitoring of key performance
measurements in the network. The chapter shows how Performance
Reporter is used to identify and troubleshoot service-affecting conditions in
the network, including how to access exception reports and on-demand
performance measurements.

describes how to use Performance Reporter to perform Long-term Traffic
Engineering, the task of engineering the network to keep it running
optimally. The chapter shows how to use Performance Reporter to aid in
this task, including scheduling measurement reports and interpreting the
report output.

provides instructions related to the maintenance of the Performance
Reporter application including managing filed reports and report requests,
and troubleshooting Performance Reports.

shows examples of tabular and graphical reports generated by
Performance Reporter, and provides descriptions of the fields used in the
reports.

provides manual pages for some commands used in this guide.
contains a listing of Graphics System Platform error messages.
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Appendix C contains information related to troubleshooting Network Monitor, including a

list of the error messages produced by the Network Monitor application and
the recommended course of action. The chapter contains a list of Network
Monitor software processes and their related Network Monitor window, if
any. The chapter also includes a list of HP-UX error numbers.

Appendix D contains the error messages from Performance Reporter including a brief

explanation and recommended course of action.

Glossary contains definitions of acronyms and terms used in this guide.

Index

contains a listing of indexed terms that appear in this guide.

Document Conventions

Certain conventions are used in this document to help make it more usable.

Some screen displays are boxed:

( This is a screen display )

Messages that appear on the screen (for example, system responses,
alarms, prompts, and so forth) are printed as follows: device for
printer_name: io_port

User input instructions appear in bold italic font: Type /ust/bin.

Command names, menu items and field names are shown in bold font:
help, View, Display Info .

Directory and file names are shown in italic font: $CNMS_DBS/ahp/
alarm_log.

Variable information, either entered from the keyboard or displayed on the
screen, is enclosed in angle brackets: <name>.

Keys that you press are shown in a box: (_Enter ).

If two keys are shown, press them together. For example, g means
to press (and hold) the key and then enter a g; once both keys are
depressed, you release them both.

Procedural steps are marked by consecutive step numbers.

Buttons that are to be selected on some StarKeeper Il NMS screens by
using the mouse appear like this:
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What’s New in This Document for

Release 10.0

This document is reissued because of changes and additions made since
Release 8.0 of StarKeeper Il NMS. The following list details these changes:

Support for BNS-2000 Release 5.0
Support for BNS-2000 VCS R6.0
Network Monitor Call Trace feature

Year 2000 Compliance. StarKeeper Il NMS R10.0 provides Year 2000
Compliance through the support of four-digit years in most date fields; two-
digit years are also supported in an unambiguous way (refer to Chapter 1
of this guide for more details).

Screen Displays

This guide shows many screens that appear on your terminal; in some cases only
a portion of the screen is shown. However, in every instance, this document
shows the portion of the screen necessary to complete the task described.

Recommended Prerequisites

xlii

Using Network Builder, Network Monitor, and Performance Reporter requires that
users be familiar with administration of their data network. For example, a Network
Builder user must know the meaning of the various parameters associated with
the components (e.g. node, trunk, address) which are configured by Network
Builder. Familiarity with the items listed below is recommended:

HP-UX" Operating System
OSF/Motif user environment

HP VUE

StarKeeper or StarKeeper Il NMS
Datakit VCS or BNS-2000 VCS
BNS-2000
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Supported Products

This version of the Graphics System supports BNS-2000 Release 5.0 and BNS-
2000 VCS R6.0. See the StarKeeper Il NMS Planning Guide for a complete listing
of supported products.

] IMPORTANT:

Support for a number of systems—including BNS-1000, ISN, and other previously
supported nodes—has been discontinued. Prompts for unsupported node equip-
ment might appear on the console screen and in screen captures that appear in
this document. They are to be disregarded. If they are used, the results will be
undefined. In addition, text references to BNS-2000 VCS refer to Datakit Il VCS,
unless Datakit Il VCS is specifically mentioned in instances of interworking.
Screen captures that refer to Datakit 11 VCS refer to BNS-2000 VCS and/or Datakit
I VCS, depending on the product that reflects that particular software release.

In some instances the Graphics System may refer to or query you for input
relating to currently unsupported products. Be aware that entry of responses
related to these unsupported products should be avoided since they may yield
unpredictable results.
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Related Documentation

StarKeeper® Il NMS Documents

n  StarKeeper Il NMS Core System Guide
»  StarKeeper Il NMS Planning Guide
n  StarKeeper Il NMS SNMP Proxy Agent Guide

Hewlett-Packard Documents

s HP Visual User Environment 3.0 Quick Start

= Using Your HP Workstation

»  Hewlett-Packard DeskJet 560C Printer User's Guide

»  Hewlett-Packard LaserJet IIP Printer User's Manual

= Hewlett-Packard LaserJet llIP Printer User's Manual

»  Hewlett-Packard LaserJet 4 and 4M Printer User's Manual

»  Hewlett-Packard PaintJet Color Graphics Printer User's Guide
s HP ENVIZEX Station User’s Guide

s HP ENVIZEX Station Installation Guide

s HP 700/RX Netstation User’s Guide

= System Administration Tasks Manual

s Upgrading from HP-UX 9.x to 10.0

= Installing HP-UX 10.20 and Updating from HP-UX 10.0x to 10.20

BNS-2000 VCS Documents

Refer to the Datakit Il VCS Publications brochure for information on BNS-2000
VCS and Data Networking Products documentation.

BNS-2000 Documents

Refer to the BNS-2000 Publications brochure for information on BNS-2000
documentation.
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Additional Copies

If you need to order additional copies of documentation
= contact your Lucent Technologies account representative
= call the Customer Information Center at 1--888-LUCENTS, or

= write to the Customer Information Center, Commercial Sales, P.O. Box
19901, Indianapolis, IN 46219.

Training

To get information about training courses and schedules

= Inthe U.S.A., call the Customer Information Center at 1-888-LUCENTS,
Option 2.

= In Europe, contact the Customer Assistance Contact in your country

= Inother global locations, contact an International Enrollment Coordinator at
+1-407-767-2798.

Customers may also obtain training information by accessing the World Wide Web
at:

www.lucent.product-training.com/catalog
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StarKeeper II NMS Graphics
System Overview

This chapter provides an overview of the components of a Graphics System: the
StarKeeper || NMS Graphics System Platform, and the StarKeeper 1l NMS Net-
work Builder, StarKeeper Il NMS Network Monitor, and StarKeeper 1| NMS Perfor-
mance Reporter applications.

Together, the platform and applications provide:

simplified administration and operation of your network management
system

simplified configuration and provisioning of network elements
simplified fault detection and management

simplified traffic and performance measurement and analysis

a menu/forms interface based on the Motif Graphical User Interface
on-line help for the interface

easy access to non-graphical capabilities

The platform and applications are accessed from the StarKeeper 1l subpanel on
the HP VUE Front Panel of your Netstation.

Year 2000 Compliance

StarKeeper 1| NMS R10.0 supports the use of four-digit years in most user-speci-
fied date fields. Two-digit years are also supported, with the following assump-

tions:

If a two-digit year, XX, is entered that is between 00 and 70 (inclusive), the
four-digit year 20XX will be used

If a two-digit year, YY, is entered that is greater than 70, the four-digit year
19YY will be used
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Some report headings will continue to use two-digit years in the date field. These
will represent the appropriate year and should not be ambiguous to the user.

Graphics System Platform

The Graphics System Platform provides you with the basic services that are nec-
essary to administer a StarKeeper Il NMS Graphics System and monitor its per-
formance. Built on the Motif Graphical User Interface, the Graphics System
Platform consists of several components. Each component consists of one or
more task-oriented windows, which together provide a simplified interface for
administering the Graphics System.

Graphics System Platform Features

The Graphics System Platform consists of the following three components:
= Bulletin Board
= Workstation Administration
= Cut-Through

Each component is described in the following subsections.

Bulletin Board

The Bulletin Board application is used to retrieve and display messages from the
Graphics System applications and software. As such, it provides an important tool
in monitoring the health of the Graphics System. Messages posted to the Bulletin
Board identify exceptions, alerts or informational notices, and are grouped into the
following classes:

= Graphics System host computer resources
= Graphics System file system resources
= Graphics System to Core System communications
= Graphics System application database access
Often, messages posted to the Bulletin Board will require the intervention of the

network administrator. The Bulletin Board application is launched from the Star-
Keeper |l subpanel on the HP VUE Front Panel.
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Workstation Administration

Workstation Administration provides you with a simplified way of performing
administration and maintenance of the Graphics System environment. This appli-
cation is accessible from the StarKeeper Il subpanel on the HP VUE Front Panel.

Workstation Administration provides procedures for establishing and removing
connections between the Graphics System and one or more StarKeeper 1l NMS
Core Systems. This allows for an integrated, end-to-end approach to the manage-
ment of networks containing more than one StarKeeper 1l NMS system. In addi-
tion, Workstation Administration allows you to continually monitor the status of the
connections between the Graphics System and the Core Systems connected to it.

Workstation Administration provides procedures for maintaining consistency
between the Graphics System and the Core Systems connected to it.

In particular, Workstation Administration is used to configure certain local
machine connection parameters necessary for the applications on the Graphics
System to have access to data server processes on the Core Systems connected
to it.

Workstation Administration is also used when there is a need to synchronize the

Graphics System with the databases on the Core Systems connected to it. This is
necessary in order for the applications on the Graphics System to have access to
latest information available in the databases on the Core Systems.

Workstation Administration also provides procedures for managing the disk files
created by the applications on the Graphics System. You can also use Worksta-
tion Administration to add, delete or modify the list of host computers that is made
available to all Graphics System users who utilize Cut-Through.

Cut-Through

The Cut-Through application provides you with a simplified way of accessing the
HP-UX ASCII environment on the Graphics System or on a host computer con-
nected to the Graphics System. This application is accessible from the Star-
Keeper Il subpanel on the HP VUE Front Panel.

Cut-Through allows you to access a list of host computers. From this list, you
select the name of the computer to which you want to connect. Cut-Through sets
up a call to this processor and establishes a connection so that you can begin to
execute your commands. For instance, if you need to access the console of a
node monitored by a Core System connected to your Graphics System, you would
use Cut-Through to log into the Core System, then access the node from there.
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Graphics System Platform Window Architecture

1-4

This section provides a brief description of the Graphics System Platform's win-
dow architecture.

As Figure 1-1 illustrates, the Graphics System Platform consists of three Control
Windows, corresponding to each of the Graphics System Platform applications.

In addition, several other windows are available from the Workstation Administra-

tion Control Window. The Graphics System Platform applications are launched
from the StarKeeper |l subpanel on the HP VUE Front Panel.
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HP VUE
StarKeeper Il
Subpanel
Bulletin Workstation Cut-Through
Board Administration Control
Control Window Control Window Window

Administer View

Modify Disk Cleaner Cut-Through Connection
Connections Administration Administration Status
Data Window Window Window Window

Synchronize
Connections
Window

Modify Local
Parameters
Window

Figure 1-1.  Graphics System Platform Window Architecture
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The Graphics System Platform window architecture consists of the following win-
dows:

= Bulletin Board Control Window

= Workstation Administration Control Window
— Add/Delete/Modify Data Window
— Synchronize Connections Window
— Modify Local Parameters Window
— Disk Cleaner Administration Window
— Cut-Through Administration Window
— Connection Status Window

= Cut-Through Control Window
— Add-On Computers

Bulletin Board Control Window

The Bulletin Board Control Window is used to retrieve and display informational
and error messages from the Graphics System applications and software. The
window contains the login id of the user and the name of the host computer on
which the Graphics System is running. Whenever a message is posted to the Bul-
letin Board, a glyph is displayed for that message in the message bar of the base
window. Selection of the glyph will raise another window. This window will display
the message associated with the glyph. Occasionally, more than one message will
be displayed. There is one glyph for each of the four classes of messages,
described earlier in this section.

Workstation Administration Control Window

The Workstation Administration Control Window is used to launch several other
windows that are used to perform system-wide Graphics System administration
related to network management.

Add/Delete/Modify Data Window
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This window is available from the Administer menu of the Workstation Adminis-
tration Control Window. You use this window to establish connections between the
Graphics System and one or more host computers each containing a Core Sys-
tem. You can add and remove a Core System from the list, specify the system
name and listener address of the remote host, and activate or inactivate the con-
nection between the Graphics System and a Core System.
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Synchronize Connections Window

This window is available from the Administer menu of the Workstation Adminis-
tration Control Window. Raising this window results in the automatic synchroniza-
tion of the Graphics System with the databases on the connected Core Systems.
Status messages will show the outcome of the synchronization process for each
connected Core System. In general, you invoke the Synchronize Connections
Window whenever you manually activate or inactivate a connection between the
Graphics System and a Core System, whenever you add or remove a node from
your network, or whenever you change the Core System that is actively monitor-
ing a node.

Modify Local Parameters Window

This window is available from the Administer menu of the Workstation Adminis-
tration Control Window. You use this window to establish several parameters that
apply only to your local host, but that must be made known to each Core System
connected to your Graphics System. These parameters consist of an identifier
unique to the Graphics System within the network consisting of all interconnected
StarKeeper 1l NMS Graphics Systems and Core Systems, and the dial strings of
the service address and listener address for the local host on which the Graphics
System is running.

Administration of these local parameters is necessary so that processes associ-

ated with the Graphics System applications can communicate with processes on
remote Core Systems that provide data services to the Graphics System applica-
tions such as StarKeeper Il NMS and node configuration database access, alarm
occurrence access and performance measurement data access.

Disk Cleaner Administration Window

This window is available from the Administer menu of the Workstation Adminis-
tration Control Window. This window allows you to control the consumption of the
disk resource on your Graphics System. You use this window to specify a list of
files and directories whose contents are to be deleted after a specified number of
days.

Cut-Through Administration Window

This window is available from the Administer menu of the Workstation Adminis-
tration Control Window. You use this window to administer a list of computers that
can be accessed from the Cut-Through Control Window. This list is made avail-
able to all users on the Graphics System. Additional computers can be added on a
per-user basis by using the Cut-Through Control Window, Add-on Computers.
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Connection Status Window

This window is available from the View menu of the Workstation Administration
Control Window. You can use this window to examine or monitor the status of the
connections between the Graphics System and each connected Core System.
The status is updated in real-time.

Cut-Through Control Window

The Cut-Through Control Window is used to establish a login session with a host
computer connected to the computer on which the Graphics Systems is running. It
can also be used to obtain a window on the local host. The Cut-Through Control
Window contains a list of computers that have been configured for Cut-Through.
This list consists of those computers that have been configured system-wide by
using Workstation Administration, plus those computers that have been added on
a per-user basis by using the "Add-On Computers" capability available from the
File menu of the Cut-Through Control Window.

To establish a Cut-Through session, select a computer from the list and then
select (Connect). The Control window also contains an Authorize menu item for
activating the automatic login capability the first time you Cut-Through to a com-
puter.

Add-On Computers Window

1-8

The Add-On Computers Window provides the capability to modify a local set of
computers for your login. You will not be able to modify any computer adminis-
tered centrally by the Workstation Administrator. You can add new computers,
delete computers, change the dialstrings and login protocols associated with com-
puters, or rearrange the order of the list.
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Where Do You Go From Here?

Situation Reference
Installing the Graphics System Platform StarKeeper I NMS Core System Guide
How to use HP VUE Using Your HP Workstation
How to use the Motif Graphical User Interface Using Your HP Workstation
Adding and removing Graphics System users Chapter 2
Starting and stopping the Graphics System Chapter 2
Provisioning Graphics System to Core System communi- | Chapter 2
cations
Using the Bulletin Board application Chapter 4
Using Workstation Administration Chapter 5
Using the Cut-Through application Chapter 6

Network Builder

Network Builder is a graphics-based, software application that allows an
administrator to configure and analyze a network from one, centralized location —
populating supported node databases and StarKeeper Il NMS Core System
databases in one operation. Network Builder is required if you want to implement
data services, such as SMDS. Network Builder is also used to establish and
maintain optimal network routing via analysis reports.

All of the user's input to perform Network Builder configuration and analysis tasks

is entered with a unified menu/forms interface. All commands and choices are
readily made using the Graphic User Interface.

Network Builder Features

Built on the Motif Graphical User Interface, Network Builder simplifies the
population of configuration databases in supported nodes and in the StarKeeper
NMS Core System database. In addition to providing a vehicle for database
entries and changes, Network Builder performs analysis and generates analysis
reports. Network Builder is required for administering Session Maintenance and
SMDS services in your network.

From a central location, Network Builder generates Node Reroute Tables,
required by nodes supporting the Session Maintenance feature. This network-
wide view of NRTs ensures a consistent implementation of Session Maintenance.
Refer to the node's Session Maintenance Guide for information on planning and
operating Session Maintenance.
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Network Builder supports BNS-2000 nodes in an SMDS network by providing SNI
and ICI configuration facilities. Refer to the node’'s SMDS Guide for information on
planning and operating SMDS networks.

The features of Network Builder fall into these two categories:

= configuration

= analysis

Configuration

Using the configuration facilities of Network Builder you can enter, verify, change,
and delete network elements. Some additional features of the configuration
facilities of Network Builder are briefly discussed below.

= perform updates immediately, place them on hold, or consider them as
proposed data only

= validate input field entries against the StarKeeper Il NMS Core System

database

= provide default values based on previously input data

= confirm node and StarKeeper 1l NMS Core System database changes

= provide log of Network Builder activities

= perform retries for failed activities (for example, communication errors)

= provide on-line help

The network elements configured by Network Builder are briefly discussed below
in approximately the order in which you would configure them:

NMS Connections

Node
Group

Service Address

Trunk
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Provides configuration of StarKeeper Il NMS
connections to nodes.

Provides node configuration.

Provides complete group configuration. Direct access
to the group form is also provided from trunk and
service address forms.

Provides complete service address configuration
including mnemonic and X.121 numeric addresses.

Provides complete trunk configuration. Complete trunk
configuration consists of updating the node databases
at both end nodes and the StarKeeper Il NMS Core
System database(s).
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Node Reroute Tables

SNI

ICI Carrier

ICI Prefix
ICI Group Address

Frame Relay

Analysis

Generates and supports editing of Node Reroute
Tables to facilitate Session Maintenance for the entire
network.

Provides Subscriber Network Interface (SNI)
configuration for support of Switched Multimegabit
Data Services (SMDS) networks.

Provides Inter-Carrier Interface (ICl) carrier
configuration.

Provides ICI address prefix configuration.
Provides ICI group address configuration.

Provides configuration of Frame Relay modules, ports,
PVCs and DLCIs.

The analysis features of Network Builder greatly assist users in engineering and
planning networks. The analysis features are listed below.

= evaluate network topology

= evaluate existing routing tables

= identify topological deficiencies

= Qgenerate error-free routing patterns

= recommend routing solutions

= recommend extended routing feature assignments

= perform "what if" routing scenarios

= analyze network routing paths

= simulate Session Maintenance trunk failures

Using the analysis features of Network Builder you can perform evaluations and
analysis of network resources, and run simulations of trunk failures to evaluate the
Session Maintenance feature. The four analysis operations are briefly discussed
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next; the first three operations are connectivity checks and the last is the
simulation. This analysis tool applies only to connection oriented traffic.

Routing Evaluates the routing tables, node by node, for all the

Evaluation destination nodes in a network. Checks are made for loops,
dead-end paths, minimum number of hops, etc.; reports are
generated and "what-if* scenarios can be performed.

Topology Evaluates the network topology to determine if the network

Evaluation has adequate connectivity to support alternate routes for all
the nodes in a network. Generates error-free utility (any node
to any node) network routing tables.

Path Analysis Performs an analysis of specified endpoints in a network in
normal and failure scenarios. All paths for any single node
failure can be identified. Alternatively, or in addition, all paths
for a single trunk group failure or any combination of two trunk
group failures can be identified. The user can identify the worst
path in terms of the number of hops, the number of failures,
the type of failure, etc.

Session Simulates network behavior for single or multiple Session
Maintenance Maintenance trunk failures. The Session Maintenance reroute
Simulation algorithm is modeled for each node to analyze the effect of a

failure. The overall performance of Session Maintenance in a
given network topology can then be reported.

Supported Products

Network Builder populates databases for StarKeeper Il NMS Core Systems and
network nodes. It also analyzes trunking schemes for networks comprised of
supported nodes.

Network Builder is required for configuring Session Maintenance and SMDS.

Network Builder Window Architecture

This section gives a high-level description of Network Builder window architecture.
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The window architecture for Network Builder is shown in Figure 1-2 . From the
Network Builder Control Window you can access all of the features of Network

Builder.

Network Builder Control Window

Configure Analyze View Options | | Help |

Configuration
Forms

. ,
Analysis Configuration
Forms Activity Log

Administer
Window

Figure 1-2.

Network Builder Window Architecture

The following describes the features that are available from the Network Builder
Control Window.

= The Configure menu provides access to configuration forms for network

elements:

— Frame Relay
— FRM
— FRM-M2
— PVC

— Group

— ICI
— Carrier
— Group Address
— Prefix

NMS Connections
Node

Node Reroute Tables
Service Address

SNI
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— Trunk

Choosing one of the above calls the appropriate configuration form base
window (see Chapter 8 for a complete discussion).

= The Analyze menu provides access to analysis forms, which are:
— Network Connectivity
— Session Maintenance Simulation

Choosing one of the above calls the appropriate analysis form base
window (see Chapters 8 and 9 for a complete discussion).

= The View menu provides access to the Configuration Activity Log
containing a listing of outstanding tasks. Direct access to forms associated
with a selected task is provided. This window is fully described in
Chapter 8.

= The Options menu provides access to the Administer Window, used to
specify certain Network Builder parameter values. This window is fully
described in Chapter 7.

= The Help menu provides access to on-line help.

Where Do You Go From Here?

Your first step in Network Builder operation depends on the availability of the
application and your experience. Refer to the following table for your particular

situation.
Situation Reference
Installing Network Builder StarKeeper Il NMS Core System
Guide
How to use HP VUE Using Your HP Workstation
Adding and removing Network Builder users Chapter 2
Administer Network Builder (change retry Chapter 7
parameters and change file cleanup schedule)
Configure network elements Chapter 8
Implement and maintain Session Maintenance Chapters 8 and 9
Analyze network topology and routing for the Chapter 9
network

1-14 StarKeeper IINMS Graphics System Guide, R10.0, Issue 1



StarKeeper || NMS Graphics System Overview

Network Monitor

Network Monitor is a sophisticated fault management package that provides user-
friendly access to alarm handling and diagnostics capabilities from a central
location. Network Monitor is a graphics-oriented application that is used in
conjunction with StarKeeper Il NMS to support nodes, servers and routers in the
product line, as well as certain Element Management Systems (EMSSs).

Network Monitor Features

The Network Monitor application continuously receives alarm information from
one or more StarKeeper Il NMS systems that may be monitoring your network
equipment. Network Monitor is designed to present this information in an easy
and usable form. Network Monitor also provides easy access to all the nodes in
your network, from which you can initiate fault management commands.

Built on the Motif Graphical User Interface, Network Monitor provides multiple
task-oriented windows. These windows provide simultaneous access to network
maps that show the status of the network, provide alarm lists with detailed
information about outstanding alarms, diagnostics commands and other alarm-
related commands, and configuration information.

The features of Network Monitor fall into one of these three categories:
= interactive bit-mapped graphical displays
= interactive lists of alarm information

= fault diagnosing

Interactive Bit-Mapped Graphical Displays

Network Monitor offers bit-mapped graphical displays that provide a customized
network view. Various optional backgrounds and an extensive array of symbols
are available to create your network maps. These maps are created in varying
levels of detail to depict the equipment in your network.

An easy-to-use editor allows you to place objects on maps and link them together
to achieve the network representation that best suits your needs. Additionally,
Network Monitor lets you request the automatic generation of shelf maps that
display a cabinet view of any node or concentrator monitored by a StarKeeper |
NMS.

Alarms that occur in the network are immediately reflected on your maps, which
are color-coded by severity.
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Interactive Lists of Alarm Information

Alarms from network equipment can be displayed in textual form in a List Alarms
Window. Multiple List Alarms Windows can be used simultaneously. Each List
Alarm Window has its own criteria that is used to limit the list to a subset of the
total alarms in the network. This allows you to concentrate on a particular network
problem. The criteria used to determine alarm types collected include network
addresses, alarm severities, module types and message identifiers.

The alarms in a List Alarms Window can be scrolled through — both up and
down—and selected. Commands can easily be issued on the selected alarms.
Such commands allow you to clear alarms, obtain help on alarms and to display
more detail about an alarm. Short-cuts are available to quickly access the
corresponding Network Map Window or Diagnostics Window. Various list formats
and sorting options are available both dynamically and as an individual user
preference when a list is invoked.

Fault Diagnosing

1-16

Network Monitor enables you to diagnose most equipment anywhere in your
network from a central location. You also have the ability to diagnose multiple
pieces of equipment to assist in solving network problems.

Supported Node Commands

Diagnostic commands are provided to identify problems that may occur on any
node. The supported diagnostic commands are:

= verify
= remove
= restore

= display conn
s dstat
= dmeas

= diagnose

= display EIA

= display traffic
= nping

= route

= sSmeas

= tmeas
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Commands Pre-formatted and Sent to a Node

Network Monitor provides a user-friendly interface to the node diagnostic
commands by supplying the various parameters required to properly format
commands for different equipment types. You do not need to know the exact
syntax of the node diagnostic commands. You simply determine the equipment
you wish to diagnose from a map or an alarm on an alarm list and then choose the
appropriate diagnostic task.

Supported Products

Please see the StarKeeper Il NMS Planning Guide for a list of all nodes, servers,
routers, and systems that can be used with Network Monitor. Supported product
version numbers are also provided.

Network Monitor Window Architecture

This section provides a brief description of Network Monitor's window
architecture.

As the following figure illustrates, Network Monitor uses six basic types of
windows, each geared to facilitate performing a particular task. The six windows
are:

= Network Monitor Control Window
= Edit Maps Window

= Network Status Window

= Network Map Window

= List Alarms Window

= Diagnostics Window
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Network Monitor Control Window

Edit Network Network List
Maps Status - Map Alarms
Window Window Window Window

/A

Diagnostics
Window

Figure 1-3.  Network Monitor Window Architecture

The remainder of this section provides a high-level description of some of the
features available in each window.

Network Monitor Control Window

The Network Monitor Control Window has two main functions:
= to provide access for monitoring the network

= to administer the Network Monitor application

Administration tasks include:
= setting alarm list preferences
= defining user notices (see the Network Status Window section)
= creating and linking maps via the map editor

= requesting the automatic generation of shelf maps for nodes and
concentrators to show the modules that have been configured

= setting the Top Map

See Chapter 10 and Chapter 12 for more information on the Network Monitor
Control Window.
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Edit Maps Window

The main function of the Edit Maps Window is to create bit-mapped graphic maps
that represent your network. Characteristics of the map editor are:

= easy placement of symbols on maps using lists of equipment obtained from
the StarKeeper Il NMS database

= an editor legend for placing symbols and manually assigning network
addresses

= optional geographical backgrounds to display the location of your
equipment (for example, a map of the USA)

The following are characteristics of the maps you can create with the map editor:

= a top map can represent your entire network via aggregate location
symbols, with each representing a group of equipment

» regional maps can represent individual portions of your network

» detailed maps can represent equipment associated with a particular node
(for example, concentrators associated with a BNS-2000 VCS node)

=>» NOTE:

Shelf maps are created independently of the map editor and are considered
the lowest level in a map hierarchy.

The various types of maps can be linked together in a top-down fashion to form a
map hierarchy, starting with a very high-level view (that is, the top map) and
ending with a close-up view of specific network equipment. See Chapter 10 and
Chapter 12 for more information on the Edit Maps Window.

Network Status Window

The Network Status Window provides a status-at-a-glance feature via:

» alarm severity notices—these display a count of alarms in the entire
network, color-coded by severity.

m  user notices—these display a count of alarms highlighting user-defined
important events (for example, trunk alarms). User notices can be defined
to match alarms based on network address and/or module type and/or
message identifiers.

Alarm lists associated with each of the alarm severity notices and user notices
can be easily obtained by clicking on the Alarm Severity Notice or User Notice.
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=>» NOTE:
As Figure 1-3 indicates, the Network Status Window and the Network Map
Window are invoked together from the Control Window. Additional Network
Map Windows can be invoked from the Network Status Window, the
Network Map Window or the List Alarms Window.

See Chapter 11 and Chapter 12 for more information on the Network Status
Window.

Network Map Window

The Network Map Window is used to display the bit-mapped graphical maps
created with the map editor, as well as the automatically generated shelf maps for
nodes and concentrators. Characteristics of the Network Map Window are:

= when the Network Map Window is invoked, the top map is automatically
displayed along with the Network Status Window

= anavigation feature allows you to maneuver up and down the map
hierarchy

= multiple maps can be simultaneously displayed, allowing you to scrutinize
various portions of a network

= map symbols change color to reflect the status of the equipment they
represent. In general, the status is normal, alarmed, or unmonitored.
Unmonitored status means the equipment is not monitored by a
StarKeeper || NMS.

The following table lists the various colors a symbol can have with their associated
meaning.

Table 1-1.  Alarm Colors

Color Meaning

red A critical alarm has occurred

yellow | A major alarm has occurred

blue A minor alarm has occurred

green No alarms (normal)

white The equipment represented by the symbol is unmonitored (for example, a host
computer)

See Chapter 11 and Chapter 12 for more information on the Network Map
Window.
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List Alarms Window

The primary function of the List Alarms Window is to display textual alarm
information. Characteristics of the List Alarms Window are:

lists of alarms can be requested by network address and/or alarm
severities

the display detail feature can be used to display an extended version of an
individual alarm in a list to view the recommended action and other
information not shown in the multi-line format

the find map feature can be used to locate and directly access the map
where the equipment associated with a particular alarm is represented

the clear alarms feature can be used to clear an alarm or set of alarms

the diagnostic feature can be used to perform diagnostics on the selected
alarm

on-line help is available for any alarm or message identifier

lists of alarms can be displayed by using one of two formats—a single line
per alarm or multiple lines per alarm. The multi-line format includes the
alarm message text. The format can be changed dynamically.

lists of alarms can be sorted by date and time, severity, and network
address

the freeze feature can be used to temporarily suppress new alarms from
being displayed while a particular alarm is being investigated

an audible alarm option is provided for newly received alarms in the
Network Status Window as well as in other List Alarms windows

NOTE:

As Figure 1-3 indicates, the List Alarms Window can be invoked from one
of three places—the Control Window, the Network Status Window, or the
Network Map Window. Multiple List Alarm Windows can be invoked
simultaneously.

See Chapter 11 and Chapter 12 for more information on the List Alarms Window.
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Diagnostics Window

The primary function of the Diagnostics Window is to perform diagnostics on a
particular piece of equipment. The following are characteristics of the Diagnostics
Window:

= auser-friendly interface to the node diagnostic commands. This eliminates
the need for remembering and entering parameters required to format
commands for different equipment types; you merely need to select an
object on a map or an alarm from a list and choose the desired diagnostics
task

= the ability to compare the output of multiple diagnostic commands on a
piece of equipment

= the ability to simultaneously access and diagnose different pieces of
equipment to assist in fault isolation

=>» NOTE:
As seen in Figure 1-3, the Diagnostics Window is invoked from either the
Network Map Window or List Alarms Window.

See Chapter 11 and Chapter 12 for more information on the Diagnostics
Window.

Where Do You Go From Here?

Your first step in Network Monitor operation depends on the availability of the
application and your experience. Refer to the following table for your particular

situation.
Situation Reference
Installing Network Monitor StarKeeper Il NMS Core System Guide
How to use HP VUE Using Your HP Workstation
Adding and removing Network Monitor users | Chapter 2
You need to plan your map hierarchy Chapter 10
Create and generate maps Chapter 10
Define user notices Chapter 10
Specify alarm filters Chapter 10
Distribute maps to workstations Chapter 10
Monitor your network Chapter 11
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Performance Reporter

Performance Reporter is a network measurement package that provides
user-friendly, menu-based access to performance reports. These performance
reports are used to evaluate the performance of network resources — both physi-
cal and logical. Network nodes transmit raw performance data to StarKeeper Il
NMS via a designated performance connection. Only nodes with an active perfor-
mance connection can be supported by the performance management capabili-
ties of StarKeeper Il NMS and Performance Reporter.

Performance Reporter is an optional, graphics-oriented application that makes
use of the data collection, summarization, and storage capabilities of StarKeeper
I NMS. While StarKeeper Il NMS does provide basic reporting capabilities, Per-
formance Reporter adds value in terms of the user interface and features that are
specifically geared to two performance management tasks: routine performance
assurance and long-term engineering.

Performance Reporter Features

This section provides a high-level discussion of the major features available
through Performance Reporter. Performance Reporter is based on the Motif
Graphical User Interface.

The features of Performance Reporter fall into one of the following three catego-
ries:

= routine performance assurance

= long-term engineering

= administration and maintenance

Routine Performance Assurance

Routine performance assurance is the daily monitoring of performance measure-
ments in the network. The purpose is to identify service-affecting or potentially
service-affecting conditions in the network. Since performance problems can be
related to network alarms, troubleshooting a performance problem will often
require checking alarms or alarm history. While it is not always possible to solve a
performance problem as it occurs, it is important that the System Administrator, in
the role of pro-actively managing a network, be aware of these conditions as they
occur.
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The following lists the features that Performance Reporter has available for routine
performance assurance.

1-24

Thresholding

This is a feature that can be manually activated if routine performance
assurance is part of the operation. Thresholding helps the System Admin-
istrator to identify problem areas. Performance measurements, peak trunk
utilization, and node availability, for example, have threshold values associ-
ated with them. Factory set default values are provided but can easily be
changed. When the threshold value has been crossed during an interval,
that interval is flagged as an exception, and will appear on the Daily Excep-
tion Report.

Daily Exception Reports

This feature is activated as part of the thresholding feature. The Daily
Exception Report is automatically generated and filed at the end of each
day. Two formats are available: a detailed view of all the exceptions and a
summary of exceptions per resource. The report shows the previous day’s
problem areas. The System Administrator will decide which problems to
troubleshoot. The first step in troubleshooting is to check the current day’s
reports for a recurrence of the problem.

On-demand reports

Daily performance reports are available for hourly intervals of the past sev-
eral days according to the data retention period that was set on the Star-
Keeper Il NMS Core System (see Chapter 13). Most often, these reports
are specified up to the last hour of the current day. The reports are orga-
nized by categories: Bandwidth Utilization, Connection Utilization, Port
Capacity Utilization, Network Availability and Module Performance. They
are accessed via menus and forms. These reports, available in tabular or
graphical form, can be displayed to the screen, sent to a printer or saved to
a file. Performance measurements are included in the reports so that the
System Administrator can see what the values are today and compare
them to yesterday’s Daily Exception Report. Performance measurements
that have crossed threshold settings will be identified on the reports. If a
performance problem persists, the System Administrator can follow it up by
checking the other lower-level reports, or by checking other applications.
For example, you could look for related alarms in Network Monitor or check
the configuration data in Network Builder.
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Long-term Engineering

Long-term engineering is the ongoing identification of network performance needs
and planning involved to meet those needs. There are several sources of network
performance needs: chronic service-affecting conditions, trends in usage, weekly
and monthly report summaries, and user feedback. Long-term engineering pro-
vides a history of performance-related information that can be used to design an
optimal network. This information must be used together with growth plans to
arrive at an optimal network design.

The following lists the features that Performance Reporter has available for long-
term engineering.

Scheduled report requests

It is important that the System Administrator be able to set up schedules for
running measurement reports, especially when those reports will be run
repeatedly. The System Administrator will decide which reports are needed
and when they are to be run. The scheduled reports are requested via the
same forms interface as the on-demand reports. Scheduled reports can be
run on a daily, weekly, or monthly basis. These reports, available in tabular
and graphical form can be sent to a printer for viewing at a later date. Per-
formance measurements that have crossed threshold settings will be iden-
tified on graphical reports.

Weekly and monthly measurement reports

The reports relevant to long-term engineering are the weekly and monthly
summary reports. The reports are organized by categories: Bandwidth Uti-
lization, Connection Utilization, Port Capacity Utilization, Network Availabil-
ity and Module Performance. Some reports are available in both tabular
and graphical form. These reports can be saved to a file and be available
for printing at a later date. When it is time to review and compare the
reports, the System Administrator will look at the performance measure-
ments, noting any changes, specifically changes in relation to threshold
values.

Weekly and monthly exception reports

The weekly and monthly exception reports will be automatically generated
and sent to files. These reports are summary reports that show the fre-

guency of performance problems per resource. The System Administrator
has the option to print the report and use that report in identifying chronic
performance problems that should be resolved by an engineering change.
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Administration and Maintenance

Administration and maintenance is the support of activities that ensure the appli-
cation is set up appropriately and continues to work properly.

A menu and forms interface accesses the administrative features of Performance
Reporter. Those features are:

activating/deactivating the threshold feature
entering a threshold value to replace the factory set value
updating configuration information

displaying the report request schedule, with the option to change or delete
a request

displaying the list of filed reports, with the option to display, print, or delete
a report

Supported Products

1-26

Please see the StarKeeper Il NMS Planning Guide for a list of all nodes that can
be used with Performance Reporter. Supported product version numbers are also
provided.

Various products transmit performance data to StarKeeper 1l NMS via a desig-
nated performance connection. Only products with a configured, active perfor-
mance connection can be supported by the performance management
capabilities of StarKeeper 1l NMS and Performance Reporter.
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Performance Reporter Window Architecture

This section gives a high-level description of the Performance Reporter window
architecture. The window architecture for Performance Reporter is shown in the
following figure. From the Performance Reporter Control Window you can access
all of the features of this application.

Performance Reporter
Control Window

Request ; -
List
Report Administer Help
| Update
| Exception Configuration
Data
Report Reports
Generation |
Forms Set
Filed Threshold
Reports Status
|
I
Report View/Change
Requests Threshold
Values

Figure 1-4.  Performance Reporter Window Architecture

The following describes the windows that are available from the Performance
Reporter Control Window.

= The Request Report menu provides access to report generation forms,
organized by report categories. Selection of a report category will bring up
a form, where you enter your report request. The report request is made up
of report selection criteria, such as, resource name, report type (i.e., daily,
weekly, monthly), interval, and scheduling information.

This button is used for both requesting on-demand measurement reports
and scheduling measurement reports to be run later. When you request an
on-demand report, the report output can be directed to the screen, a
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printer, or saved to a file. A scheduled report can be sent to a file or to a
printer. The reports can be obtained in either tabular or in some cases
graphical format.

= The List menu provides access to report information that has been
previously entered. You can view a list of measurement reports that have
been run and filed, a list of exception reports that have been run and filed,
or a list of report requests that have been scheduled. By selecting the list
item, you can display the corresponding report or report schedule.

= The Administer menu provides access to Performance Reporter functions
which are important in administering the application. You can activate the
thresholding feature by changing its status. Once thresholding is active,
you can view and change the threshold values for each performance
measurement. You can also update configuration information.

= The Help menu provides access to on-line help.

Report Categories

There are five report categories for both on-demand and scheduled performance
reports. This section summarizes each of these categories.

Bandwidth Utilization

Bandwidth Utilization reports represent the utilization of the main physical compo-
nents in a network. The main physical components in a network are: nodes,
trunks, links, and M1 shelves. They are high-level reports that are expected to be
run daily, weekly, and monthly. Error counts are not included in this high-level
report; they are found in the Module Performance reports.

Bandwidth Utilization reports show how much capacity is being used. Trunk utili-
zation is the usage of facilities between nodes. Link utilization is the usage of facil-
ities between nodes and other products, such as, concentrators, multiplexers,
hosts and servers. Node utilization is the usage of the node backplane.

Trunk Utilization Report

These reports identify both ends of the trunk (node name and group), and show
utilization data from both ends.

Link Utilization Report

These reports show utilization data for Multipurpose Concentrators, SAMs and
CPMML servers.
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Node Backplane Utilization Report

These reports show the usage of the node backplane. Usage is defined as the
number of packets/segments switched across the backplane expressed as a per-
centage of the backplane capacity. A summary report and a detail report are pro-
vided. The detail report gives module specific information of the traffic contribution
to the BNS-2000 node backplane.

This report shows what percentage of the backplane is being used, which indi-
cates how close a node backplane is to its maximum data transfer rate. This mea-
surement is important in deciding whether or not a node can support more
concentrators or multiplexers.

M1 Shelf Utilization Report

This report shows the aggregate usage of M1 shelves in the BNS-2000 node by
displaying the percentage of the M1 shelf that is being used. Usage is defined as
the traffic carried as a percentage of the shelf capacity. The higher the percent-
age, the closer the shelf is coming to its maximum data transfer rate.

Connection Utilization

Connection Utilization reports represent the percentage of connections of logical
components in your network, X.25 channels, and the node. There are two levels of
these reports. The summary report shows the channel (trunk groups) or port
(receiving groups) utilization, call success rate, and a failed call indication. The
detail report shows the breakdown of failed calls listed by cause, such as conten-
tion conflict or a security problem.

Logical components are the trunk groups and receiving groups that you have set
up to route calls. By looking at the data in these reports, you can determine if the
groups can handle the call traffic effectively, or if the groups should be reconfig-
ured.

X.25 reports show the utilization of X.25 channels that are allocated to X.25 ports.
By looking at the data in these reports, you can determine if the number of chan-
nels can handle the call traffic effectively. The summary report shows the channel
utilization and call success rate. If the call success rate is less than 100%, it indi-
cates that there were failed calls.

Node reports show the percentage of backplane connections, which indicates
how close a node backplane is to its maximum data transfer rate. This measure-
ment is important in deciding whether or not a node can support more concentra-
tors or multiplexers.
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Port Capacity Utilization

Port Capacity Utilization reports show the port utilization for access modules in
the backplane. Ports in access modules are connected via facilities to other
devices and therefore are similar to other transmission facilities; for example,
trunks and links. These reports are usually run on a daily, weekly, and monthly
basis.

Network Availability

Network Availability reports show the percent availability of nodes and trunks.
Availability is calculated from a centralized network management perspective.
Both node and trunk availability are based on alarms coming from the node via
the console connection. They are calculated daily by StarKeeper Il NMS. The per-
centage is the average daily availability. If the console connection is down for any
reason, the percentage in the report will be less than 100%.

Module Performance

Module Performance reports show the traffic loading and error summary informa-
tion for low level physical components. You can select from module, port, channel,
or facility level information, depending on what you need. These reports are avail-
able for all types of modules. These reports are used to troubleshoot specific
problems (on a module or port) that have been identified in either an exception
report, a high level report, or via customer feedback. An example of a high level
report is a Bandwidth Utilization report.

Graphical Options

1-30

All types of usage and performance reports, described above, are available in tab-
ular form. Some reports are also available in graphical format.
The following reports can be requested in graphical format.

= Bandwidth Utilization: Link: Module address

= Bandwidth Utilization: Trunk: Module address or Trunk name

= Port Capacity Utilization: Module address
When requesting the above graphical format reports, be aware that all is not a
valid option. Individual node names must be selected for the Port Capacity Utiliza-
tion: Module address, Bandwidth Utilization Trunk: Module address, and Band-

width Utilization Link: Module address reports. An individual trunk name must be
selected for the Bandwidth Utilization Trunk: Trunk name report.
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Where Do You Go From Here?

Your first step in using Performance Reporter depends on the availability of the
application and your experience. Refer to the following table for your particular sit-

uation.
Situation Reference
Installing Performance Reporter StarKeeper Il NMS Core System
Guide
How to use HP VUE Using Your HP Workstation

Adding and removing Performance Reporter users | Chapter 2

Administer Performance Reporter (activate thresh- | Chapter 14
olding, change threshold values, update configura-
tion data)

Check status of performance connections to nodes | StarKeeper Il NMS Core System

Guide

Schedule performance data collection on nodes StarKeeper II NMS Core System
Guide

Access exception reports Chapter 14

Run on-demand performance reports Chapter 14

Schedule performance reports Chapter 15

Maintain report files and schedules Chapter 16
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We assume that you have completed the installation of your StarKeeper Il NMS
software. If you have not yet done so, please refer to the StarKeeper I NMS Core
System Guide for instructions on how to install the software. The procedures in
this chapter may be executed only after the software has been installed.

Before beginning administration procedures, you must first have an HP-UX login
and have superuser privilege.

Adding HP-UX Logins

Before a user can access the Graphics System, the user must have a valid
HP-UX login. To obtain an HP-UX login for a user, run the System Administration
Manager (SAM) on your HP host computer. See the HP System Administration
Tasks Manual for more information.

Adding Graphics System Users

The adduser command allows a user to access the Graphics System. When you
run adduser , you specify which applications a user is authorized to access. You
are presented with the following options:

= Graphics System Platform - allows the user to access the Bulletin Board
and Cut-Through applications of the Graphics System Platform.

= Workstation Administration - allows the user to access the Workstation
Administration application of the Graphics System Platform. Note that as a
workstation administrator, a user is granted special privileges, including the
following:

— the user can start and stop the Graphics System

— the user can activate and inactivate connections between the
Graphics System and Core Systems

— the user can set various administrative parameters for the Graphics
System
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See Chapter 5 for a complete discussion of the Workstation Administration
application.

= Network Monitor - allows the user to access the Network Monitor
application.

= Performance Reporter - allows the user to access the Performance
Reporter application.

= Network Builder - allows the user to access the Network Builder
application. You specify whether the user has read-only permission, or
configure (read-and-write) permission. If the user has read-only
permission, they may perform the Network Builder Load operation in order
to view configuration data, but they cannot Submit a loaded task for
update, nor can they perform Network Builder New or Delete operations.

You may specify any combination of the above. If you specify any one of Network
Monitor, Performance Reporter or Network Builder, the user is automatically
authorized to access the Graphics System Platform (Bulletin Board and Cut-
Through).

The adduser command will also establish an HP VUE environment for the user
and will add an icon and menu mark for the StarKeeper Il NMS subpanel to the
user's HP VUE Front Panel. Each Graphics System application that you
authorized for the user when you ran the adduser command will be displayed as
an icon in the StarKeeper Il NMS subpanel.

=>» NOTE:
The adduser command should not be run for a user when that user is
logged onto the system. If the user is logged onto the system, changes
made by the adduser command may not be properly saved when the user
logs off. Make sure the user is not logged onto the system before running
adduser .

Procedure 2-1. Adding Graphics System Users

To add a Graphics System user, do the following:

1. Log in as root .

2. Enter . /usr/share/lib/pub/AP_ROOT

3. Enter $AP_ROOT/bin/adduser
You will be prompted to enter the login ID for the user you wish to authorize, and
you will be asked to select the application(s) for which you would like the user

authorized. When you are finished authorizing users, enter g to quit the adduser
command.
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Removing Graphics System Users

The remuser command allows you to deny a user access to the Graphics System
or any of its applications previously granted by the adduser command.

=>» NOTE:
The remuser command should not be run for a user when that user is
logged onto the system. If the user is logged onto the system, changes
made by the remuser command may not be properly saved when the user
logs off. Make sure the user is not logged onto the system before running
remuser .

Procedure 2-2. Removing Graphics System Users

To remove a Graphics System user, do the following:

1. Log in as root

2. Enter . /usr/share/lib/pub/AP_ROOT

3. Enter $AP_ROOT/bin/remuser

You will be prompted to enter the login ID for the user. You will then be presented
with a numbered list of Graphics System applications for which the user was
authorized to access by the adduser command. Enter the applications to which
the user should be denied access.

You may specify any combination of applications assigned to the user. However, if

you specify the Graphics System Platform as one of the applications to remove,
then all other applications assigned to the user will be removed as well.

Removing Graphics System
Applications Software

This section describes the procedure to remove the software for any of the
Graphics System applications. Use this procedure when you want to remove
software from the system completely.

=>» NOTE:

It is not necessary to remove the software when you are installing a new
version of the software. The new software will be installed in place of the old
software.
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=>» NOTE:

You must stop the Graphics System from running before removing Graphics
System software. (See the section Stopping the Graphics System  later in
this chapter).

Procedure 2-3. Removing Graphics System Software

To remove Graphics System applications software, do the following:
1. Login as root

2. Stop the Graphics System. (See the section Stopping the Graphics
System later in this chapter). Wait for the system to display a message
telling you that StarKeeper Il NMS has been shut down.

Enter . /usr/share/lib/pub/AP_ROOT
4. Enter $AP_ROOT/bin/Remove

You will then be presented with a numbered list of Graphics System applications
that have been installed on the system. Enter the applications you wish to remove.
You will receive a confirmation message for each application that is removed.
When you are finished, you may restart the Graphics System. (See the section
Starting the Graphics System later in this chapter).

Verifying Graphics System
Applications Software

To view the list of Graphics System application software and supporting software
currently installed on the system, do the following:

Procedure 2-4. Verifying Graphics System Software

1. Login as root
2. Enter. /usr/share/lib/pub/AP_ROOT
3. Enter $AP_ROOQT/bin/Display -i
In addition to the -i option, other options are available for the Display command.

To view a list of these options and see what they do, run the command using the
-h option.
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Starting the Graphics System

The Graphics System software should be running. However, if you are not sure,
enter the command startws at the system prompt. The startws command starts
all Graphics System processes. If the Graphics System is running, the message

StarKeeper Il NMS Workstation Software is already running.
To terminate, enter "stopws".

is output. If you have a need to start the Graphics System, use this command.
Before you use this command, you must be authorized as a Workstation Adminis-
tration user, obtained by using the adduser command. Also, the Bulletin Board
should be up when you use this command, or you should run the “Display -g "
command to see if other users are present before shutting down the workstation.

To start a Co-resident system, use the SKsh command at the SK prompt. The
system displays the SKsh main menu. From there, select SYSADM to display the
SYSADM sub-menu, then select STARTSK, and respond y to the continue
prompt. Refer to the StarKeeper Il NMS Core System Guide for further informa-
tion on the SKsh command.

Stopping the Graphics System

The stopws -k command terminates the Graphics System software as well as all
users’ graphics applications. Use the Display -g command to check for other
users before shutting down the software.

The stopws -k command is entered at the system prompt. You must be
recognized as a Workstation Administration user by using the adduser command
before you can use stopws .

To terminate a Co-resident system, use the SKsh command at the SK prompt.
The system displays the SKsh main menu. From there, select SYSADM to display
the SYSADM sub-menu, then select SHUTSK, and respond y to the continue
prompt. Refer to the StarKeeper Il NMS Core System Guide for further informa-
tion on the SKsh command.

Core and Graphics System
Communications

Before Core Systems and Graphics Systems can communicate with each other,
several administrative tasks must be performed. The following lists the steps you
must take.
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1. Administer Local Machine Parameters on all Core Systems and Graphics
Systems within your StarKeeper Il NMS network.

2. Administer connections from the Graphics Systems to the Core Systems.

3. Verify all connections are successful.

4. Synchronize the Graphics Systems with the Core System node connection
data.

You might encounter problems during some of these steps. This section describes
troubleshooting procedures that can be used to isolate problems.

For a more in-depth analysis of some of the concepts discussed in this section,
see Chapter 2, Host Interface Installation and Administration, and Chapter 4, Sys-
tem Administration in the StarKeeper Il NMS Core System Guide.

Administer Local Machine Parameters

2-6

The following three parameters must be defined on each machine.
= Local Machine ID

The Local Machine ID is an integer between 1 and 100, inclusive, and must
be unique among other StarKeeper 1l NMS machines within the StarKeeper
Il NMS network. Thus, the assignment of the local machine ID must be
made with consideration of the machine IDs that are assigned to the other
StarKeeper Il NMS Core Systems and Graphics Systems that comprise the
network.

= Local Service Address

The local service address must be the fully qualified service address for the
local machine. This service address must be entered into the node that
provides network connectivity for the local machine. A service address may
contain up to four levels, with each level containing up to eight characters
or digits. This address is the service address used by the dkserver process
and by convention the right most portion is typically the uname of the
machine.

= Local Listener Address

The local listener address is the address that the listener process on the
local machine responds to when a remote StarKeeper Il NMS attempts to
establish a connection to the local machine. The listener address must be
fully qualified and entered as a service address in the node that provides
network connectivity for the local machine. A listener address consists of
up to four levels, with each level containing up to eight characters or digits.
By convention, the lowest level of the listener address is the uname of the
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local machine in all capital letters. The StarKeeper Il NMS installation
process will automatically set the listener address for you using this
convention.

=>» NOTE:
A fully qualified address is the complete path of the service address such
as network/area/exch/localname or area/exch/localname. For example, the
Local Service Address for the machine whose uname is bear might be usa/
nj/town/bear. The Local Listener Address for the same machine may be
usa/nj/town/BEAR.

You will administer these parameters when installing your StarKeeper Il NMS soft-
ware. You can also modify this information any time after installation on the
Graphics System via the Modify Local Parameters window, available from Work-
station Administration

The following table can be used to keep track of the parameters assigned to your
StarKeeper Il NMS Core Systems and Graphics Systems.

Table 2-1.  StarKeeper Il NMS Machine Parameters

Starkeeper 11 NMS Machine Parameters
Machine Uname Machine ID Local Service Address Local Listener Address
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Table 2-1.

StarKeeper Il NMS Machine Parameters—Continued

Starkeeper 11 NMS Machine Parameters

Machine Uname

Machine ID Local Service Address

Local Listener Address

To guide you, we will be using a sample StarKeeper Il NMS network that consists
of two Core Systems and two Graphics Systems. We will call these machines
skcorel , skcore2 , wsl, and ws2.

The following machine parameters are assigned to these machines.

Starkeeper Il NMS Machine Parameters

Machine Uname Machine ID Local Service Local Listener
Address Address

skcorel 1 nj/net/skcorel nj/net/SKCORE1

skcore2 2 nj/net/skcore2 nj/net/SKCORE2

wsl 3 nj/net/ws1 nj/net/Ws1

ws2 4 nj/net/ws2 nj/net/WS2

Administering Connections

After machine parameters are administered, the next step is to administer con-
nections between Graphics Systems and Core Systems. The following diagram
shows the logical network view of how we plan to connect the Core Systems and

2-8
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Graphics Systems in our example network. Physically, these connections will be
made through the nodes in the network.

wsl ws2
Network Monitor &
Network Builder Performance Reporter
Kk skcore2
skcorel Performance
Console & Admin Connections
Connections

Figure 2-1.  Administered Connections in a Network

In the preceding diagram, the Core Systems are administered such that skcorel
has all the console and administrative connections and is used to collect alarms,
and provide passthru access to the nodes. skcore2 monitors the performance
connections for all other node types and stores their performance measurements
data. On ws1 we will install the Network Builder software and on ws2 we will
install Network Monitor and Performance Reporter. Based on the functions of the
Core Systems and the applications installed, ws1 must connect to skcorel to
access the administrative connections. ws2 with Performance Reporter and Net-
work Monitor must connect to both StarKeeper Il NMS Core Systems.

To administer connections from the Graphics Systems to the Core Systems, use
the Add/Delete/Modify Connections  window available from Workstation
Administration . This must be done on each Graphics System. The fields
required are:

= System Name
The uname of the Core System that you are connecting to.

= Listener Address
This is the listener address of the Core System you are connecting to.

= Status Flag
The status of the connection, either active or inactive.
The following shows the information administered for ws1, which has one connec-

tion administered to skcorel .

System Name: skcorel
Listener Address: nj/net/SKCORE1
Status: Active
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Verify Connection Status

Once the connection information is entered, the Graphics System will try to
establish a connection to all Core Systems where the Status Flag is active. Use
Workstation Administration, View, Connection Status to see the status of the
connections.

If the connection is successful (status is Connected), refer to the section Syn-

chronizing Connections Data.  If the connection is unsuccessful (status is Dis-
connected), continue with the following section to troubleshoot the problem.

Troubleshooting Failed Connections

If a connection is unsuccessful, inactivate and activate the connection, and the
Graphics System will try again to connect to the Core System. If the second
attempt is also unsuccessful, the problem is most likely with the listener address.

Here’s how the connection is established. The Graphics System first calls the
Core System using the listener address you specified. It also sends the Graphics
Systems local listener address (the one you defined for the Graphics System) to
the Core System. The Core System then tries to call back the Graphics System
using that listener address. The connection may fail because of one of a few rea-
sons:

1. The listener address you specified for the Core System is not defined cor-
rectly.

2. The listener address you specified for the Core System is defined correctly,
but it may not be administered in all the nodes within the network path from
the Graphics System to the Core System, or is not in service.

3. The local listener address for the Graphics System (administered via the
Modify Local Parameters window), is not defined correctly.

4. The local listener address is not known to all the nodes within the network
path from the Core System to the Graphics System.

5. The local listener address is defined at all the nodes, but may not be in ser-
vice.

6. The listener process on the Graphics System is not accepting incoming
calls.

7. The StarKeeper 1l NMS software is not running on the Core System.

8. The Core System machine parameters are not administered.

To isolate the problem, here are some steps you can take.

2-10 StarKeeper IINMS Graphics System Guide, R10.0, Issue 1



Administering the Graphics System

1. Verify that the local listener address is administered correctly for the Graph-
ics System. You can do this by choosing Modify Local Parameters and
viewing how it is administered.

2. Verify that the Core System listener address is defined properly in the Add/
Delete/Modify Connections window for the failed connection.

3. Verify that a call can be established from the Graphics System to the Core
System. To do this, obtain a Cut-Through window to your Graphics System
and execute the following:

dkcu Core-System-listener-address

where Core-System-listener-address is the address defined via the Add/
Delete/Modify Connections window for this Core System connection.

For example, at ws1 you would type dkcu nj/net/SKCORE1
If successful, the following message is displayed:
Circuit Open
Enter "~." to terminate the call and get back to the UNIX prompt.

If any error messages appear, you know there is a problem in the adminis-
tration of this address for the nodes in the path from the Graphics System
to the Core System.

See the section dkcu Error Messages later in this chapter for possible
error messages and their meanings.

4. Verify that the call can be established from the Core System to the Graph-
ics System. To do this, execute the following from the Core System.

dkcu Graphics-System-listener-address

where Graphics-System-listener-address is that defined via Modify Local
Parameters in Workstation Administration

For example, at skcorel type dkcu nj/net/WS1
If successful, the following message is displayed:
Circuit Open
Enter "~." to terminate the call and get back to the UNIX prompt.

If any error messages appear, you know there is a problem in the adminis-
tration of this address for the nodes in the path from the Core System to the
Graphics System.

See the section dkcu Error Messages later in this chapter for possible
error messages and their meanings.

5. Verify that the listener process is running, by executing the command:

nlsadmin -x
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on both the Graphics System and Core System. If the output of this com-
mand shows INACTIVE, then the listener is not running. If the listeneris

not running on either machine, you can restart it by running the following
command as user root :

nlsadmin -s mx
Once you determine the problem, inactivate and activate the connection on the

Graphics System to re-establish the connection. If it is now successful, refer to the
next section, Synchronizing Connections Data

If you checked all the above and the problem is still not solved, please contact
your support organization.

Synchronizing Connections Data

Once the connection is successful, it is a good idea to invoke the Synchronize
Connections window via Workstation Administration , to make sure the Core
System connection information is synchronized on the Graphics System. If the
synchronization fails, run the command again. If it continues to fail, then there is
most likely a problem with the Graphic System local service address.

Troubleshooting Connection Synchronization

Failures

2-12

The Synchronize Connections window sends a message to each Core System
asking it to push all its connection information to the Graphics System.
Synchronization may fail for one of the following reasons:

a. You have incorrectly defined the local service address for the Graphics
System.

b. The local service address is not known to all the nodes within the network
path from the Core System to the Graphics System.

c. The local service address is defined at all the nodes, but may not be in ser-
vice.

d. The dkserver process on the Graphics System is not accepting incoming
calls.

A good way to isolate the problem is to execute the following command from the
Core System.

dkcu Graphics-System-service-address

where Graphics-System-service-address is defined on the Graphics System via
the Modify Local Parameters window.
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If successful, you will see a login:  prompt.
Enter "~." to terminate the call and get back to the UNIX prompt.

If there are any errors see the section dkcu Error Messages later in this chapter
for possible error messages and their meanings.

Additional Help

If the above information does not solve your problems, additional troubleshooting
information can be found in the help file LD_SCP You can view this file by the exe-
cuting the command help LD_SCP on a Core System.

dkcu Error Messages

Possible dkcu error messages include:
— Can'tconnect to XX/XXX/XXXX: Remote Node not answering

A node within the path of this call is not available and no alternate path is
defined.

— Can't connect to XX/XXX/XXXX: Server not answering

This indicates the dkserver process is not running on the machine you are
calling.

— Can't connect to XX/XXX/XXXX: Non-assigned number

The address specified is not defined in all the nodes in the network path.
Alternately, the address is defined but is not in service.

Netstation Administration

StarKeeper Il NMS supports the display of graphics applications on Netstations in
addition to the console. Using a Local Area Network (LAN), Netstations provide
multiple, simultaneous access to graphics applications. This chapter assumes the
LAN is already installed.

There are four supported Netstations for StarKeeper Il NMS. They are the HP
ENVIZEX Il, HP 700/RX, HP ENVIZEX a Series and HP ENVIZEX p Series
Netstations. Though the addressing concepts described in this chapter are
general, the following discussion and directions for the administration of a
Netstation are directed toward the use of this particular Netstation. See the
appropriate Netstation manual for details.

StarKeeper Il NMS Graphics System Guide, R10.0, Issue 1 2-13



Administering the Graphics System

This section discusses the actions that you must do to use Netstations with your
StarKeeper 1l NMS application packages. These action items are

= administer the host server

= administer the Netstation
Because of the presence of a network (the LAN), your Netstation requires that you
configure the host and the Netstation so each knows about the presence of the
other; this is done by assigning addresses to the Netstations and to the network
hosts. Addresses can take several forms according to the type of protocol in use.
To administer your hosts and Netstations, you must:

= add each planned Netstation to the host server (Procedure 2-5)

» if necessary, remove unwanted Netstations (Procedure 2-6 )

= administer the Netstation (Procedure 2-7 )

Instructions to complete these tasks follow.

The Host Server

When a Netstation is started, it downloads files from a host called a File Server.
You may choose any host to serve as your Netstation's File Server. You must
administer configuration data for the Netstation on the host in order for the host to
act as the File Server for the Netstation. A procedure for performing this task is
given later. In addition, you may also choose an Alternate File Server. Your
Netstation will download files from the Alternate File Server if the primary File
Server is not available.

If you choose to have an Alternate File Server, then you must also administer
configuration data for the Netstation on that host in order for the host to act as the
Alternative File Server.
Administering Netstations and Host Servers involves:

= assigning a name for each Netstation

= assigning a unique IP (network level) address to each of the hosts
and Netstations

= entering the hardware (link level) address of each Netstation

Netstation Name

Each Netstation must have its own name; as an example, we are using the name
Jjohn_doe in Procedure 2-5 . The name for each Netstation may contain letters or
digits up to 64 characters in length, but it must begin with a letter.
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Network Level Addressing

The network software can use many different types of protocols. The HP-
supported protocol is the TCP/IP protocol. The IP (Internet Protocol) uses an
Internet Address , which is software configurable, to identify the network hosts
and Netstations. This address is often referred to simply as the IP address. The IP
address is a 32-bit number that has the form: n.m.p.q, where n, m, p and q are
each decimal integers in the range 0 to 255. 135.22.40.11 is an example of an IP
address. To determine the IP address of your host and Netstation, consult your
LAN administrator.

Link Level Addressing

The Link Level address is the unique address of the Netstation. It is the address
of the LAN interface card, which has been set by the factory and cannot be
changed. You will have to determine the link level address of each Netstation you
expect to have in your network. This link level address will be used later when
configuring the Netstation on the host.

There are two ways to determine the unique link level address for your Netstation.
The first is to look for the hardware address on a shipping label that accompanied
your Netstation. At the bottom of one of these labels is a line that begins with
Ethernet Link Level Address:, which is followed by a 12-digit hexadecimal number
that starts with the sequence 0x080009. Copy down the entire sequence of 12
digits for each Netstation you expect to use. Another way to determine the link
level address is to power up your Netstation. As the Netstation boots, a line will be
displayed on the screen beginning with Hardware Address: followed by a 12-digit
hexadecimal number. Record the entire sequence of 12 digits for the Netstation.

Administration on the Host Server

Procedure 2-5. Adding a Netstation to a Host Server

1. On the host server, log in as root .
2. Enter sam.

Choose the HP Netstation Administration option. Then, a menu
labeled HP NETSTATION ADMINISTRATIVE TASKS appears. At this
menu, follow the prompts and instructions on the screen until the
procedure to add a Netstation is completed. You are asked for specific
information. Note that john _doe and 135.22.40.11,35.22.40.90,
080009333333 are sample entries. Supply your own choices for names
and addresses.
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Please enter Selection (default=1):
Continue adding a Netstation [y|n] (y):

Please enter name of each Netstation to add,
[al?l:

Please enter the IP address of the Netstation in

dot notation, [q|?]:

Enter LAN hardware address of Netstation [q|?]:

Enter subnet mask in dot notation [g|?] (none):

Enter gateway IP address in dot notation [q|?]
(135.22.40.90):

Name:

IP address:

LAN hardware address:
Subnet mask:

Default gateway IP address:
Are these correct? [y|n|?] (y):

NFS is running on this computer.
Use <machine name> as NFS server for this
netstation? [y[n|?] (y):

Copy .xsession script to a user home directory?

yIn|?] (y):

Please enter user login name or g to quit and
continue: (q)

Add another Netstation [y|n] (y):

3. Type x to exit the program.

=>» NOTE:

Enter 1
Entery
john_doe
135.22.40.11
80009333333

If you have a subnet
mask, enter it

Enter your gateway IP
address

john_doe
135.22.40.11
80009333333
none
135.22.40.90
Entery

Enter n

Entery

Enter your login name

Enter n

Repeat this entire procedure on the primary host for each Netstation to be
added to your network. If you have a secondary host, repeat the entire
procedure on the secondary host for each Netstation to be added to your
network.
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Procedure 2-6. Removing a Netstation From a Host Server

1. Onthe host server for the Netstation to be removed from the LAN, log in as
root .

2. Enter sam.

Choose the HP Netstation Administration option. Then, a menu
labeled HP NETSTATION ADMINISTRATIVE TASKS appears. At this
menu, follow the prompts and instructions on the screen until the
procedure to remove a Netstation has been completed. You are asked for
specific information. Note that john_doe is a sample entry. Supply your
own choice of a name. You will be asked for the following:

Please enter selection (default=1):2 Enter 2

Please enter name of Netstation to remove Enter john_doe
[al?]:

Remove Netstation john_doe? [y|n|?]: Entery

Press to return to the original menu list.

4. Enter x to exit the program.

Administration on the Netstation

The following procedure provides a simple set of instructions for administering a
Netstation. If you have problems administering a Netstation, see the appropriate
HP Netstation manual. This document is included with the shipping box containing
your Netstation.

Procedure 2-7. Administering a Netstation

1. Ensure that the LAN interface cable is plugged into your Netstation.

2. Power up your Netstation; the boot screen is displayed. As the station
boots, it tries to download information from the network, but since you have
not yet configured your Netstation it fails.

3. After the boot fails, press (and hold down) the function key at the top
of the keyboard for several seconds.

4. Once the configuration window is displayed, choose the Network window.

5. The Network window appears. On this window there are two selections:
General and Ethernet . If you click on General, you will see the following
data fields, some that are required and some that are optional. All the fields
are described in the following table, but you only need to complete the
required fields.
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Field

Description

Network Parms From

A required field. Use your mouse to select the value Enter Below . This
instructs the Netstation to download the necessary fonts only from the
file servers listed in the fields found on this form.

File Server

A required field. This is the host IP address chosen to be your primary
file server. At the right of this field use the mouse to select the value
TFTP.

Alt. File Server

An optional field. This is the host IP address chosen to be your
secondary file server. It is used if the primary file server cannot be
accessed for any reason. At the right of this field also see that TFTP is
displayed. If it is not displayed, use the mouse to choose the
button to display TFTP.

Name Server

An optional field. This is the host IP address chosen to be your primary
name server. It is usually the same as the File Server but need not be.

Alt. Name Server

An optional field. This is the host IP address chosen to be your
secondary name server. It is used if the primary name server cannot be
accessed for any reason. It is usually the same as the Alt. File Server
but need not be.

Domain Name

A required field if the Name Server field is used; otherwise it is an
optional field. Enter the last 3 fields of your Netstation's IP address. For
example, 22.40.11.

Alternate NFS and TFTP

Enable box on right lower corner

Gateway An optional field. This is the default gateway used by the netstation if it
is not on the same network as the host machine.
If you click on Ethernet , you will see the following data fields:
Field Description
IP Address A required field. This is the IP address of the netstation.
Subnet Mask A required field. This is the subnet mask of the netstation.
Terminal Name | A required field. This is the name of the netstation.
6. Using the mouse, choose the Terminal window.
7. The Terminal window appears. Complete the field as described in the
following table.
Field Description
File Enter the name of the Netstation that you are administering. This field
requires a .cfg suffix to the name.
Remote Config | Enable Download .
2-18 StarKeeper IINMS Graphics System Guide, R10.0, Issue 1



Administering the Graphics System

8. Using the mouse, choose Server.

Field Description
Login Choose XDMCP Direct .
Login Host Enter the IP address of your Graphics System host.
X Server from Enable Network (p Series only).
X Server file Leave this field blank (p Series only).
Base Path Enter /usr/lib/X11/700X if it is not already entered in this area

(p Series only).

9. Choose (0K).

Changing your Startup Host

When you initially configure your Netstation you choose a Startup Host. You may
change your Startup Host at any time. To do this, do the following:

Procedure 2-8. Changing Your Startup Host

1. Login to your Startup Host.

2. Press and hold the key until you see the Netstation configuration
window.

Choose Startup from the buttons at the top of the window.
4. Enter the IP address of the new Startup Host in the Startup Host field.

5. Exit HP VUE and when your login prompt is displayed on the screen it will
be for your new Startup Host.

Using your 720/730 as a Netstation

To use your 720/730 as a Netstation, do the following:

Procedure 2-9. Using Your 720/730 as a Netstation

1. From the Login screen at the View environment, choose the No Windows
option.

2. Login as a user.
3. Run/usr/bin/X11/X :0 -query “name of host machine”

4. Log in as a netstation.
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5. To exit, type (_control ) +(__shift ) +(_Break ).

=>» NOTE:

The host machine must be entered in the /etc/hosts file of the 720/730
machine.
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Graphics System

The StarKeeper 1l NMS Graphics System applications are accessed via the HP
Visual User Environment (HP VUE) Front Panel (see Screen 3-1). This chapter
will provide a brief description of how you can access these applications and other
facilities of HP VUE. Refer to the HP document that came with your system titled
Using Your HP Workstation, for detailed information regarding use of your
Graphics System workstation, including use of the Motif GUI, which is the basis of
all Graphics System applications. In addition, extensive on-line help is available in
support of HP VUE; choose the ? icon on the Front Panel to access the HP VUE
Help Manager.

The remainder of this guide assumes that you have a basic understanding of HP
VUE and Motif.

Starting Graphics Applications

After entering your login and password on the HP login screen, the HP VUE Front
Panel will be displayed on your screen.

Screen 3-1. HP VUE Front Panel
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On the right side of the Front Panel is the StarKeeper Il NMS Graphics System
control.

3-2

Screen 3-2. StarKeeper Il NMS Graphics System Control

Click on the arrow above this control to access a subpanel containing controls for
each of the Graphics System applications (see Screen 3-3).
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Clicking on the control icon itself, when a subpanel is available, will invoke the
default (top-most) application on the subpanel.

StarKeeper Il |

Cut—Throug

Screen 3-3. StarKeeper Il NMS Graphics System Subpanel

You can now select the desired application from this subpanel. The subpanel may
be lowered by clicking on the arrow at the base of the subpanel, or it may be
moved to a convenient location by dragging the subpanel by the title bar. Refer to
the appropriate chapters of this guide for details on using individual applications.
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Accessing The OS Environment

To gain access to the command line interface to your operating system, or to a
Co-Resident Core System on your workstation, one or more HP Term windows
can be invoked. Click on the terminal icon on the Front Panel, just below the Help
Manager control. This will bring up a window labeled hpterm which can be used
to interact with the operating system (or Core System).

Alternatively, you can use the Cut-Through Application and request a window for
the local environment (Chapter 6 ).

Printing

Assuming that you have administered your printers as described in Appendix D of
the StarKeeper Il NMS Core System Guide, all printing from Graphics System
applications is handled by the application software. Print requests made for any
application will be directed to the appropriate printer automatically.

Capturing Images

To capture screen images for later printing use the following procedure:

Procedure 3-1. Using the Capture Screen Utility

1. Open the General Toolbox from the Toolbox subpanel accessed via the
Toolbox icon on the HP VUE Front Panel (just to the left of the Trash Can).

2. Open the Utilities folder (double-click on its icon).
Start the XwdCapture application (double-click on its icon).

4. Enter the output filename and click (oK ).

=>» NOTE:
The filename you type must end with .xwd .

5. If you requested a window capture, click the mouse anywhere within the
window you want to capture. The screen will be saved.

Printing XwdCapture Files

To print captured screen images, use the following procedure:
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Procedure 3-2. Printing a File

1. Open an hpterm window.
2. For the XwdCapture file, issue the xpr <filename>.xwd | [p command.
You may determine printing status by clicking on a Printer icon. This will bring up

the SharedPrint/UX-Manager . Refer to your HP VUE documentation for more
details regarding printing.

Accessing Your Directory

Click on the File Manager control (the file cabinet icon) on the Front Panel to
access a window containing a graphical representation of your home directory.
You can use this window to traverse your subdirectories and manipulate files and
folders. Files saved by Graphics System applications will usually be found
somewhere within your own directory structure.

Logging Off

To log off the system, use the Exit control located at the lower right of the Front
Panel. You will be asked to confirm your request. Note that any windows or
applications left up at log-off time may be retained, depending upon the settings
you choose via the Startup control on the Style Manager subpanel.

Special HP VUE and Motif
Capabilities

Although the intent of this chapter is not to provide a comprehensive presentation
of HP VUE and Motif capabilities, some of these will be highlighted below due to
their extensive use in this product or because they provide enhanced functionality
worthy of special mention.

Style Manager

The Style Manager is a set of utilities that controls the way your system looks and
operates. The Style Manager control is located just to the left of the Help Manager
icon. Clicking on this icon displays a subpanel providing access to these utilities
(see Screen 3-4). All settings are maintained on a per-user basis, so you can feel
free to customize your workspace as desired.
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=>» NOTE:

If you set the font size to greater than 12 points, data in some windows may
be truncated.

- Style Manager :

Screen 3-4. Style Manager Control

Workspaces

The array of six buttons in the middle of the Front Panel control which workspace
you want to use at any given time. Each workspace can be considered as an
independent work area that you may move between at any time without affecting
the contents of any of the workspaces. Workspaces may be named using the
control located just below the Style Manager icon. Windows can populate one or
more workspaces by using the appropriate item on the window menu (accessed
via the — window menu icon in the upper left corner of every window).
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Using Scales

Scales are used throughout the Graphics Systems applications for selecting
numerical values from a range. An example of a scale is shown in Screen 3-5.
Scales can be manipulated via the mouse, keyboard or a combination of the two.
These several methods of setting scale values is especially useful when dealing

with large ranges.

25 50 5 100

70

-

Additional Reroute Requests (%)

Screen 3-5. Scale Example

The following table summarizes the ways you can set scale values (The SELECT
button is the left-most button on a right-handed mouse; the ADJUST button is the

middle button):

Action

Effect

Click SELECT on the scale

Moves handle in the direction of the cursor in small increments

Click SELECT on the scale with
depressed

Moves handle in the direction of the cursor in large increments

Click ADJUST on scale

Moves handle to the cursor’s location

Drag handle using SELECT

Moves handle in the direction of drag

Press left/right arrow key

Moves handle left or right in small increments

Press left/right arrow key wit CTRL )
depressed

Moves handle left or right in large increments

Keyboard Shortcuts

All interaction with Graphics System applications can be accomplished via the
keyboard, without use of the mouse. For example, menus and menu items can be
accessed by using the mnemonic identified as the underlined character in the
menu or item name. Holding while pressing the desired mnemonic displays
the associated menu; you can then use the menu item mnemonic (without (AT ))
to execute the associated command. Also, within forms(_728 ) will traverse the
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controls on the form; arrow keys will traverse buttons within a control; will
set a button.

Pop-up command windows will have a default action chosen from among the
command buttons positioned at the base of the window. The default button is
highlighted with a bold outline. You can press to execute a window's
default action.

There are many other keyboard equivalents that you may find useful; refer to your
HP documentation for full details.

Graphics System Applications
HyperHelp

The StarKeeper Il NMS Graphics System provides an on-line Help facility in
support of the Graphics System applications. Help for base windows is accessed
via the Help menu at the top of each of these windows (see Screen 3-6). The
menu provides Help for the current window (On Window), a table of contents for
the current application's Help (Contents), and Help on the Help system itself (On
Help). Help "Version" lets you know what version of the application you are
running.

------ starKeeper || NMS Network Builder

Configure Analyze View Options
Euntents
Enﬂindnw
On Help

Yersion

Screen 3-6. Help Facility Menu

Help for pop-ups is accessed via at the base of each of these windows.
This option places you in the Help system at a location corresponding to the pop-
up from which the request was made.

For all windows, including those that do not have a Help menu or button, can
be used to access the Help system.
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For More Information

For further information on how to use the HyperHelp function, select On Help
from the Graphics System application’s Help menu. Alternatively, whenever the
HyperHelp viewer is displayed, you can select How to Use Help from the viewer’s
Help menu.
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Application

The Bulletin Board application is used to retrieve and display messages sent by
the Graphics System Platform software and the Graphics System applications.
Some messages are informational in content, such as those that indicate normal
status changes. Other messages indicate system problems of varying severity.
Occasionally, messages posted to the Bulletin Board will require the intervention
of the network administrator. As such, the Bulletin Board application provides an
important tool in monitoring the health of the Graphics System.

This chapter describes how to use the Bulletin Board, including how to read
Bulletin Board messages, and how to check the system EVENTLOG to retrieve
old Bulletin Board messages and other system messages.

Starting the Bulletin Board
Application

There are two ways to start the Bulletin Board application. They are given in the
following procedures.

Procedure 4-1. Starting Bulletin Board from the HP VUE Front Panel

1. Click on the StarKeeper Il NMS icon on the HP VUE Front Panel.

Procedure 4-2. Starting Bulletin Board from the StarKeeper 11 NMS
Subpanel

1. Click on the StarKeeper Il NMS menu mark on the HP VUE Front Panel.
This raises the StarKeeper 1l NMS subpanel.

2. Click on the Bulletin Board icon in the StarKeeper Il NMS subpanel.

Upon completion of either procedure, the Bulletin Board Control Window is
displayed.
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The Bulletin Board Control Window

The following screen shows the Bulletin Board Control Window.

e StarkKeeper Il NMS Bulletin Board o

USER: srm
WORKSTATION: paris

Screen 4-1. The Bulletin Board Control Window

The Bulletin Board Control Window consists of a region that displays the login ID
of the user who started the Bulletin Board, and the name of host computer on
which the Graphics System is running. It also contains a raised panel. Whenever
the Graphics System Platform or a Graphics System application posts a message
to the Bulletin Board, a glyph (or graphical symbol) is displayed in the raised panel
region.

The topic of a Bulletin Board message can be determined from the type of glyph
that is displayed. Bulletin Board messages are grouped into four classes, each
with its own distinctive glyph:

= Graphics System host computer resources
= Graphics System file system resources
= Graphics System to Core System communications

= Graphics System application database access

Multiple glyphs may be displayed simultaneously.
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Reading Bulletin Board Messages

When a message is posted to the Bulletin Board, you should read that message
as soon as time permits. The following procedures describe how to read and clear
Bulletin Board messages.

Procedure 4-3. Reading Bulletin Board Messages

1. Toread Bulletin Board messages, click on a glyph in the raised panel of the
Bulletin Board Control Window.

A Message Window appears that contains all of the unread Bulletin Board
messages currently associated with the selected glyph.

2. To clear the messages displayed in the Message Window from the Bulletin
Board, click in the Message Window. This dismisses the window and
removes the glyph from the Bulletin Board. If the glyph does not disappeatr,
then new messages for that class have arrived and this procedure should
be repeated to retrieve and clear them.

3. If you do not wish to clear the messages displayed in the Message Window
from the Bulletin Board, click in the Message Window. This
dismisses the window but does not remove the glyph from the Bulletin
Board. The messages are still considered to be "unread". To retrieve the
messages once again, or to view possibly new messages for that class that
may have arrived, repeat the procedure.

Checking the EVENTLOG

Messages that have been cleared from the Bulletin Board cannot be redisplayed
by the Bulletin Board. However, you can examine cleared messages by reading
the system EVENTLOG. The EVENTLOG tells you if there is anything malfunc-
tioning within the Graphics System. It contains both cleared and uncleared Bulle-
tin Board messages, as well as other, less critical, messages from the Graphics
System Platform and applications.

You can locate the EVENTLOG by using the $EVENTLOG environment variable.
The $EVENTLOG environment variable is defined for all users of the Graphics
System. The $EVENTLOG variable contains the full pathname of the directory in
which EVENTLOG files are stored. A new EVENTLOG file is created each day,
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each time the Graphics System is started, and each time the size of the file
reaches 200,000 bytes.

The name of an EVENTLOG file consists of the date in which it was created fol-
lowed by a "." followed by a suffix which represents the file sequence number. The
first EVENTLOG file created for a given day has the suffix "1", the second has the

suffix "2", and so on.

Procedure 4-4. Checking the EVENTLOG

To check the most recent EVENTLOG file, perform the following procedure:

1. Start the Cut-Through application and open a Cut-Through window to your
Graphics System (See Chapter 6 for information on the Cut-Through
Application).

2. Enter cd $EVENTLOG

3. Enterls-lt]|pg .

4. Ifthereis a: at the bottom of the window, enter q.

5. The most recent EVENTLOG file is the first file listed in the window. The

format of the name of an EVENTLOG file is <yymmdd>.<suffix> where:
<yymmdd> is the numeric representation of the year, month and date in
which the EVENTLOG file was created.

<suffix> is the suffix, or sequence number, of the EVENTLOG file for

that day.

You can use a text editor, such as vi, or a pager, such as pg, to view the contents
of the entire file. If you wish to examine the most recent activity in the EVENTLOG
file, you can use the tail command to look at the last several lines of the file. For
example, to look at the last 24 lines of the file, enter tail -24 <EVENTLOG_FILE>
where <EVENTLOG_FILE> is the name of the EVENTLOG file.
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Administration Application

This chapter teaches you how to operate the Workstation Administration applica-
tion. The application includes the:

mn  StarKeeper || NMS Connections Administration
»n  StarKeeper || NMS Disk Cleaner Administration
n  StarKeeper |l NMS Cut-Through Administration
This chapter teaches you how to use the interface so that you will feel more

comfortable as you complete the procedures in this chapter. See the Glossary at
the end of this guide for definitions to unfamiliar terms.

Starting Workstation Administration

You are now ready to start the Workstation Administration application. The WS
Admin icon will appear on the HP VUE Front Panel if the Workstation Administra-
tor has authorized you for Workstation Administration access by using the
adduser command. This procedure assumes that you have a valid login and
Workstation Administration permissions. If you do not have these permissions,
return to Chapter 2 and complete the procedures presented there before you pro-
ceed further.

Procedure 5-1. Starting Workstation Administration

1. Click on the StarKeeper 1l NMS menu mark of the HP VUE Front Panel.
2. Click on the WS Admin icon.
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The Workstation Administration
Control Window

This section teaches you how to navigate within and use the Workstation Adminis-
tration application user interface.

The Workstation Administration Control Window (shown below) consists of sev-
eral menu options.

Workstation Administration

ﬁdminister Eiew

Screen 5-1. Workstation Administration Control Window

The following sections discuss the characteristics of the Workstation Administra-
tion Control Window.

The Administer Menu

The Administer menu provides access to the administrative processes. This is
shown in the following screen.

e Workstation Administration 2
mﬂdminister View Help
3K Il Connections...  [»
Disk Eleaner...
Cut=Through Apps....
Exit
Screen 5-2. Administer Menu
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As shown, the Administer menu option provides several choices:

SK Il Connections This button allows the Workstation Administrator to establish
connections to remote Core Systems.

Disk Cleaner This button allows the Workstation Administrator to specify
files and directories for automatic cleaning.

Cut-Through Apps This button allows the Workstation Administrator to have simul-
taneous access to several different computers in a network
from a single Graphics System.

Exit This button allows users to exit the Workstation Administration
application.

SK Il Connections Administration

If you plan to install any of the Graphics System applications, you must establish
connections with the remote Core Systems from which you expect to collect node
configuration, alarm or performance data. Note that these connections are differ-
ent from Cut-Through connections. Cut-Through connections allow you to open a
login session on a remote (or local) host computer.

To administer connections to remote systems, choose SK Il Connections from
the Administer menu. A sub-menu is displayed with the following options.

Add/Delete/Modify This button adds, deletes, or modifies connection
entries. This button will be used occasionally.

Synchronize This button updates internal data tables on the
Graphics System that store information about node
connections. It should be used whenever connec-
tion entries are added, deleted, or modified on
remote Core Systems (or on the local machine in
the case of a Co-resident System).

Modify Local Parameters This button administers local parameters to sup-
port connections to Core Systems. This button will
be used rarely.

Adding, Deleting, or Modifying Connections

The Add/Delete/Modify option on the SK Il Connections menu is equivalent to

using the Core System cf command for adding, deleting or modifying connection
entries. The Add/Delete/Modify Connections Data Window is shown in the follow-
ing screen. Click on Add/Delete/Modify from the SK Il Connections menu to
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access the Add/Delete/Modify Connections Data Window. Fields and buttons are
described following the screen.

e Add/Delete/Modify Connections

Connections To

Svstem

Mame: BUPPY

Listener ‘nj/chocolat/GU

Address:
Status
!7 O Active ¥ Inactive
Insert | Deletel Edit
Apply I Reset | Canc:ell Help |
Screen 5-3. Add/Delete/Modify Connections Window

System This field contains the unique name (maximum eight characters) of the

Name Core System.

Listener This field contains the address recognized by the Core System’s listener
Address process. This address must be entered into the database of the node(s)

that provides BNS-2000 VCS Host Interface access to the Core System.
The address is limited to a maximum of four levels (demarcated by a /'
character), and each level can contain up to eight characters. By con-
vention, the last component of a listener address is the machine’s sys-
tem name in all uppercase letters.

Status This field contains settings that indicate whether the connection is active
or inactive.
This button allows you insert a new connection into the list.
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This button allows you to delete a connection from the list.

This button allows you to edit existing connection data.

This button incorporates your final changes. Changes go into effect
immediately.

This button resets the window settings to the last values in effect prior to
applying any changes you may have made.

This button dismisses the window.

The upper part of the window contains a scrolling list (the boxed list) that contains
the System Name of each remote Core System for which connection data has
been entered. This list is identified by the caption Connections To .

Associated with each connection in the scrolling list are three fields of information
— the System Name of the destination machine, the Listener Address , and the
Status setting.

The entries that appear in these three fields are associated with the current con-
nection, that is, the Core System that is highlighted on the scrolling list. The cur-
rent connection is identified by the highlighted System Name that appears in the
scrolling list. To access data for a different connection (that is, to change the cur-
rent connection), choose the desired System Name from the scrolling list.

Procedure 5-2. Using the Modify Connections Data Window

1. To modify the information for a connection already in the list, click on the
entry for that connection in the scrolling list. This brings up the most recent
data for that entry in the data fields below the connection name.

2. Click on the field(s) you want to change (or use the key to traverse
between fields), and modify the text to reflect the new information. To
switch the connection status, click on the setting labeled Active or Inac-
tive . The current status selection is highlighted.

3. When you are finished with your changes, choose to update the data
for the connection to which you have made changes.

4. To delete a connection, click on the System Name for that connection in
the scrolling list, and then choose (Delete). The connection is removed from
the scrolling list.

5. To add a new connection into the scrolling list, enter the System Name and
Listener Address, click on one of the status settings, and then choose
(nsert). The connection is added to the scrolling list.
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6. Click on to save the changes you made since the last Apply opera-
tion. It is at this point that new connections are started and that deleted
connections are terminated. Connections for which entries were modified
are brought down and restarted. See the section Viewing Connection
Status later in this chapter to obtain snapshots of connection status.

7. resets all connection data entries to their states at the time of the
last Apply (or the initial settings if no Apply operation has been per-
formed).

8. To dismiss the window without executing an Apply operation, click on

Cancel

Synchronizing Connection Data

Graphics System applications must know which remote Core Systems are moni-
toring which nodes. As such, the Synchronize option on the SK Il Connections
menu must be used whenever a connection to a node on a remote Core System is
added or deleted, or when the ownership of a node is transferred from one Core
System to another Core System. (On a Core System, these operations are done
using the cf commands.) The Synchronize option should also be used on a
Co-resident system when connections are added or deleted on the local machine.
Using the Synchronize option ensures that the Graphics System applications
have an accurate assessment of the network configuration so they can properly
access all available node data from the Core Systems that monitor the nodes. The
Synchronize option does not need to be executed when the status of a connec-
tion from a Core System to a node changes (for example, when the connection
status changes from inactive to connected, connected to inactive, or disconnected
to connected).

To dismiss the Synchronize Connections Window, click and hold the window
menu icon, then select Close from the menu.

Modifying Local Connection Parameters

The Modify Local Parameters option on the SK Il Connections menu is used to
administer a set of local parameters to support connections to Core Systems,
where local refers to your Graphics System. Click on Modify Local Parameters
from the SK Il Connections menu to access the Modify Local Parameters
Window. The Modify Local Parameters Window is shown in the following screen.
Fields and buttons are described following the screen.
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=atModify Local Machine Connection Parameter:

Local Machine ID: | 108

I

Local Service nj/abra/cadabra
Address:
Local Listener ﬂj fabrafCADﬂBR&
Address:
Apply Reset Cancel Help
Screen 5-4. Modify Local Parameters Window
Local This value must be an integer between 1 and 100, inclusive, and must
Machine ID be unique among other StarKeeper 1l NMS machines within the Star-
Keeper 1l NMS network.
Local This entry must be the fully qualified service address for the local
Service machine (this service address must be entered into the node that
Address provides network connectivity for the local machine). A Local Service
Address can contain up to four levels, with each level containing up to
eight characters or digits.
Local This entry is the address that the listener process on the local machine
Listener responds to when a remote StarKeeper Il NMS attempts to establish a
Address connection to the local machine. The Local Listener Address must be

fully qualified and entered as a service address in the node that pro-
vides network connectivity for the local machine. A Local Listener
Address can contain up to four levels, with each level containing up to
eight characters or digits. By convention, the lowest level of the Local
Listener Address is the system name of the local machine in all capi-
tal letters. You must have root permissions to modify the Local Lis-
tener Address field.
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This button incorporates your final changes and exits the session.
This button resets the window settings to the last values in effect prior

to any changes you may have made.

This button dismisses the window.

In general, these parameters are administered at the time of installation and do
not need to be changed thereafter. However, if they must be changed for some
reason, the new service address or machine ID parameters will not take effect
until the Graphics System software is stopped and restarted. The listener address
takes effect immediately.

Procedure 5-3. Using the Modify Local Parameters Window

1. Choose the field(s) you want to change (or traverse between them using
the key), and modify the text to reflect the new information.

2. Click on Apply to store any edits made. Note that the modified parameters
will not be used by the system until it is restarted.

3. The button resets all connection data entries to reflect their states at
the time of the last Apply operation (or the initial settings if no Apply oper-
ation has been performed).

4. To dismiss the Modify Local Parameters Window without executing an
Apply operation, simply click on (Cancel).

The Disk Cleaner Administration
Window

The Disk Cleaner Administration Window allows a Workstation Administrator to
specify files or directories to be cleaned automatically. A disk-cleaning crontab
process is the method used to accomplish this, where a crontab is a process that
runs automatically at specified times. The crontab is started nightly at a specified
time to remove files/directories automatically according to prescribed retention
intervals.

Click on Disk Cleaner from the Administer menu option to access the Disk
Cleaner Administration Window. The Disk Cleaner Administration Window is
shown in the following screen. Fields and buttons are described following the
screen.

5-8 StarKeeper IINMS Graphics System Guide, R10.0, Issue 1



Using the Workstation Administration Application

—'E Disk Cleaner Administration

Paths

fusrftmp
fusr2/PR/datafiles/pr_srv
Fusr2/PR/datafiles/daily
fusr2/PR/datafiles/weekly
Fusr2/PR/datafiles/monthly

| I

Path: |E,/tmp

Type
!r <> Directory @ File

1 27 51 75 99

1
Ei

Agel(days)

Insert | Delete Edit

Apply I Reset | Cancel | Help I
Screen 5-5. Disk Cleaner Administration Window
Defaults This button resets the window settings to the factory defaults.
Paths This field specifies the directory (including full pathname) or a spe-

cific file that you want to clean (remove).

Type This field is used to prevent you from accidentally cleaning up a
directory instead of a specific file.

Age This field specifies the retention period (in days) for the path you
specify in the Path field. The files in the directory specified by Path
are deleted if they are older than the specified age.

This button inserts a new path into the menu.
This button deletes a path from the menu.
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5-10

This button finalizes any changes made to settings associated with
the selected path.

This button incorporates your final changes and exits the session.
Changes go into effect immediately.

This button resets the window settings to the last values in effect at
the last Apply operation (or the initial setting if no Apply operation
has been performed).

This button dismisses the window.

Procedure 5-4. Using the Disk Cleaner Administration Window

Use the Disk Cleaner Administration Window to customize the pathnames you
want to clean.

1.

To access a specific path in the Paths scrolling list, click on the desired
path in the scrolling list. Pathnames are highlighted as they are chosen.
This brings up the current data for the Path entry you want to edit in the
Path, Type, and Age fields.

. Modify the field value as desired.

. When you have completed your changes, click on to save your

changes. If Path contains an environment variable, it will be expanded.

. To delete a pathname from the Paths scrolling list, choose that entry from

the list. Click on (Delete). The pathname is removed from the scrolling list.

. To insert a new pathname into the Paths scrolling list, enter the new infor-

mation in the Path, Type and Age fields, then click on to insert the
entry into the scrolling list.

. Click on to save the changes you have made since the last Apply

operation. resets the Disk Cleaner Administration Window settings
to their states at the time of the last Apply (or the initial settings if no Apply
operation has been performed).

The Disk Cleaner process is executed each night by the crontab process at
3:00 a.m.
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The Cut-Through Administration
Window

The Cut-Through Administration Window allows a Workstation Administrator to
centrally administer computers that will be available to all HP VUE users on the
Graphics System via the Cut-Through application. Only the Workstation Adminis-
trator will have the ability to modify information about these machines. The Work-
station Administrator may want to centrally administer machine information for
each Core System within the network, so that each HP VUE user may have
access to that Core System via the Cut-Through capability.

To access this feature, click on Cut-Through Apps from the Administer menu.

The following window will be displayed.

,_.E Add—on Computers

Computer Mames

angel — Local Environment o
just_ _ _ _ _ _ _ _ _ _ _ _ _ _
ll:n:1 :

7

Name: |doc

Dial String: |nj/1c/D0OC

Connection Type
!7@ Host Interface <3 Other

Insert | Delete Edit
Apply I Reset | Canl::ell Help |
Screen 5-6. Cut-Through Administration Window

StarKeeper Il NMS Graphics System Guide, R10.0, Issue 1 5-11



Using the Workstation Administration Application

5-12

This button resets the window settings to the factory defaults.
Computer Names This is a scrolling list of machine names that have been adminis-

tered for t