opS Monitor user manual

opb5 Monitor user manual© 5
Version 5.3 Rev 1 op



op5 Monitor user manual
Version 5.3, Rev 2
Author: Martin Kamijo

© 2011 op5 AB

op5, and the op5 logo are trademarks, servicemarks, registered servicemarks or registered trademarks of
op5 AB.

All other trademarks, servicemarks, registered trademarks, and registered servicemarks mentioned herein
may be the property of their respective owner(s). The information contained herein is provided AS IS with
NO WARRANTY OF ANY KIND, INCLUDING THE WARRANTY OF DESIGN, MERCHANTABILITY, AND
FITNESS FOR A PARTICULAR PURPOSE.

op5 web site
www.op5.com

op5 support
www.op5.com/support

op5, and the op5 logo are trademarks, servicemarks, o 5
registered servicemarks or registered trademarks of op5 AB p



Contents

Contents

Introduction
F2Y oY ] 8111 o [1 [ 1o o IS 1
Using this manual ...........oooo s e 2
2N o Lo 103 Qo o Lo (. Lo 4 T oY 3
The GUI

ADOUL ThE GUI ... e e 5
NaVigation ... ————————————————— 6
T T T =N T o TP 6
oY =T g o [N [0 [0 1 U ) 2P 6
=T 0 0= o 7
Hide and show parts of the main menu ............cccoooi 7

Scroll the Main MENU ......eeee e e 7

Hide and show page header ... 8
Hiding the page header ... 8

Showing the page header ... 8
Minimize and expand the main MeNU ..o 9
Pop up graphs and COMMENTS ...........uuviiiiiiiiiiiiiiiiieeeeeeeeeeeeeeee e eeeeees 9
Changing behaviour of the POP UPS ........eeeiiiiieiiiiiiiieeeeee e 9
Keyboard COMMAaNGS ..........uuuiiiiiiiiiiiiiiie et eeeeeeeeenees 10
Multiple host and service commands.............cccoiiececccciiieissecscee e 1
Executing multiple commands ..o 11
SeArChING....cciiiiiiiicrr e ———— 12
SIMPIE SEAICK ... 12
AdVaNCEd SEAICH ......cooiiiiiiiiieeeeeeeeee e 13
Advanced search eXamples..........coooi i 14

Limiting the number of result objects ...........ccccooiiii 15
SANCH rESUIt ..o 16
Refresh time ... 17
Pausing the page refresh ... 17
Editing the refrehs time ............uuuiiiiii s 17
Widgets ..o ————————— 18
Widget Parts ......ooooiiiiiie e 19
Renaming the widget header ... 19

Collapse and EXPANG .........ceeiiiiiiiiiiieceeee et 20

Widget SEHINGS ...oooeiie e 20

HIding WIidget 1 ... 20

HIdiNg WIAQet 2 ... e 21

MOVING WIAQELS ..coevieiiii e e e e e eeees 21
Restoring to factory Settings..........cuuviiiiiiiiiiiii e 22

Create you OWN WIGEtS.......cooiiiiiiiiiiiic e 22



i Contents

Monitoring

ADBOUL MONITONING....ccoiiiiiiii e 23

011 oo 11 Lo i o o SO SP 24
HOStS and SEIVICES.......couviiiiiiieiiiiiiis i 25
Ahostindetail ... 25
Page lINKS ..o 26
Host header information .............ooooiiii e 27
Host state information ... 28
HOSE COMMANAS ...ttt e e e e e e e eeeas 29
COMMENLES .. ettt e e e e e e e e e e et e e e e aaeeennes 30

A service indetall..........eeoiiiiii 31
Page lINKS ..o 32
Service header information ... 33
Service state information ... 34
SErviCe COMMANGS ......uiiiiiiee it e e e e e e e e e eeaae s 35
COMMENLES .. ettt e e e e e e e e e e et e e e e aaeeennes 35
Parenting ..o —————— 36
Host and ServiCe groups..........ceeeieeimmmimmmimmmimmmimsminssissssssssssssssssssssssssssssssssssssnen 37
USING HOSE GrOUPS ...eeeiiieiiiiee ettt e e 37
USING SEIVICE GrOUPS....uvvvveiiiieiieierieieeeereeeeeeereeeeeeeeeererreereeeeeeerrreereerreeereereeees 37

[ oY o1 1= 0 ¢ TN o T T Vo 111 4V S 39
Hard and soft States........cooooriiiii e 39
Alerts and notifications management............................ . 39
Unhandled problems VIEW ............eooiiiiiiiic e 40
Acknowledge problems...........oooiiiii 41
Acknowledging a problem in the GUI ... 41
Acknowledging a problem by SMS ........ooiiiiiiiiiii 42
Removing an ackNOWIEAJE............uuiiiiiiiiiiie e 42
Schedule dOWNtime ... 43
Viewing scheduled dOWNtIMe..........occuiiiiiiiiiii e 43
Scheduling dOWNTIME ......cooiiiii e 44

Remove a scheduled downtime...........ccceevviiiei i 46
Schedule recurring dOWNHIME ..........coiiiiiiiiii e 47
Scheduling a recurring dOWNTIME..........cccuuiiiiiiiieee e 47

Viewing your recurring downtime schedules..............ccocociiiiiiiiiiiiiieeeeeeeee, 47

Editing a recurring downtime ...........eveeiiiiiiie e 48

Deleting a recurring doOWNIME .........evueeeiiiiiiiee e 48

L] - T o 1 49
VIEWING GrapRNS ... 49
Adding graphs for custom plUgins ...........ccoooiiiiiiiiiee e 50
..................................................................................................................... 50
DOKUWIKI c...uceiiiirieiieeecisss s s s s s sr e sssss s s s s e s smm s sss s s s s e e e s s mnss s s s s e e e e nnmmnsssssnssnnnnnnnnnnsnnn 51
AGENES....ci e —————————————— 52

NagVis



Contents

INtrodUCHION ... ————————— 54
Configuration interface..........ccoo———— 55
Main configuration interface ............ccccuuvviiiiiiiiiiiii 55
Configure plain Maps ..., 56

[NV F= T YA T3 4 - o X 57
Manage bacKgroUNdS...........cuuuuuiiiiiieie e eeeeeeees 57
=T = To [N g F=T o< P 59

| =T ol o) o] T=Tox i 4] 1= 1= RPN 64
[CON ODJECES ... 64
LiNE ODJECES .ot 66

N Lo 1T o 69
L€ 7Y o ¢ T T 71
Adding Go0gle API KEY ....cooeeiiieeiieeeeeeeeeeeeeeeeeeeeeeee e 71

RV A= o Lo 1 ] £ 73

0 T= 1T o 1= SRR 74
TSRS 76
L2007 211 o T o T Yo 1= 78

Reporting

PN o Yo 10} g =T o o] ] o Vo S 81
=T o o o 82
S A et e e e e e e e et a e e e e e e e e aannnaanraaaeeaan 82
Creating @ SLA POt ... 82

ST I N =T o Yo o =1 0 U 85
AVAIlaDIlItY .....ooeeiiii 86
Creating an Availability report........ ..o 86
Availability report reSUlt..........c.eeiii i 90

Editing the availability report Settings ..........ccccceeiiiiiii i 91

S F= Y (=T oo £ 92
=NV o =T =Y o To ] o PO URPPTPRRR 93
SChedUIE FEPOIS ... 93
Modifying scheduled reports ... 95
Deleting scheduled reports ........ccovv i e e 95
Debug Availability reports ..........coeii i 95
Events and 10gs.......cccciiiiiimmmmmnssss s 96
Alert summary - Top alert producCers.........coooevvvviiiiiiiiiiiiiieeeee 96
Creating a Top alert producers report........ .o 96

Top alert producCers reSUIt............uuiiiiiii e 97

Saving an Alert SUMMArY rePOI .......cciiiiiiieiiciiiie et e e sreee e e 97
Scheduling an Alert SUMMAry report ..........cooccviieeiiiiiiee e e e 98

TrONAS e 99
Creating @ trend rePOIt..........coiiiiiiiiee e 99

Viewing @ Trend FEPOIT ......ooueiiiiiieee e 100

Y=Y o1 i (o To [ 102
Viewing and filtering 10gS .........ooiiiiiiiii e 102

Configuration

About Configuration .............cooiiiiiiiiiiiiiieeeeeeeeeeeeeeeeee e 105



iv

Contents

INtrodUCHION ... —————————— 106
ViIieW CONFig.. . s 107
Viewing Config.......cooeviiiiiiii 107
Y= T o o T U T RSO 108
Pagination bEN@IVOT ...........ooiiiiiie e 108
The way passive checks are displayed ............cccooiiiiiiiiiiiiiciicccc, 108
What skin to use in the GUI ..........oooiiiiiiiiie e 108
Keyboard commands used inthe GUI...............oevviiiiiiiiiiiiiieiiieeieeeeeeeeeeee, 109
Changing my account SEttNGS.........ccviiiiiiiiiiiiiiiiee e 109
Changing YOUr PASSWOIG ........cccuuuiiiiiiieeeeieiiee e 109
(S Tod (0] o 30 A 2= Lo - Nt 110
Backing up the configuration ... 110
Backup/Restore aCtionS.............uuueuiiuuiiiiiiiiiiiiiiiieeiiieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeees 110

Restoring a configuration backup ..........ccuueiiiiiiiiiii e 111



€ op5

Introduction
About introduction
This chapter covers the following topics:
Subject Page Subsections

Using this manual 2

About op5 Monitor 3
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Using this manual

Using this manual

This manual includes information on how to use and configure op5 Monitor and
its components.

The manual is also written with the goal to give the reader help about how to use
the different parts of op5 Monitor.

This manual is targeted for a technical audience. The manual covers how to use
and configure op5 Monitor through its web interface. For configuration using
direct console access or SSH, see the op5 System manual.
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About op5 Monitor

About op5 Monitor

op5 Monitor is a highly flexible monitoring system for monitoring of IT
infrastructure. op5 Monitor is based on the widely known open source monitoring
system Nagios.

opS Monitor is used and configured in a web interface using any standard
browser. The most common browsers Internet Explorer, Firefox and Opera have
been tested.

The interface is protected by using both authentication ( username and password
) and by SSL which enables a secure manner for accessing the web interface using
encryption.
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The GUI

About The GUI

This chapter covers the following topics:

Subject Page Subsections
Navigation 6 Login and logout on page 6
Main menu on page 7
Minimize and expand the main menu
on page 9
Searching 12 Simple search on page 12
Advanced search on page 13
Search result on page 16
Refresh time 17
Widgets 18 Widget parts on page 19

Moving widgets on page 21

Restoring to factory settings on page
22

Create you own widgets on page 22
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Navigation

Navigation

The new generation GUI in op5 Monitor is made to be as simple as possible to
use. Even if the GUI has a new look and feel it works in many ways as the old
one. You will recognize most of the features from the CGIs.

In-line help

A manual is great but many times you only need to get a fast answer about a
special part of op5 Monitor.

To get information from the in-line help

1 Click the help icon
L7

This gives you a small frame with the help text included in.

2 Click anywhere outside the help text to hide it.

Login and logout

To login to op5 Monitor

First of all you need to login before you can start use op5 Monitor. To login to the
op5 Monitor GUI:

1  Point your browser to the portal page of your op5 Monitor server
( https://youserver/ )

2  Click op5 Monitor:

€, 0op5 Monitor

Usemame

Password

Login

3 Enter login and password'.
4  Click Login

1.Installation default user name / password: monitor / monitor
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Navigation

To logout from op5 Monitor
To logout from op5 Monitor just click Log out in the upper right
corner of the GUI.

Main menu

The navigation in op5 Monitor is simple and in many ways the same as in the old
CGI GUI. But there are a couple of things that is new like:

*  widgets
e Tactical overview made editable
* NagVis

. a search function.

Hide and show parts of the main menu

If you do not want to see the whole main menu you can easily hide parts of it by
clicking on the section header of the section you want to hide.

Hide a section

Let's say you want to hide the Reports section of the menu. Then you should click
on Reports like in the picture below:

Reporting q&)
|~ Trends

Ak Caladila ranacke

Show a section

To show the Reports section again you just have to click on the Reports section
header again.

Scroll the main menu

Sometimes your browser is unable to show the complete main menu.You can
scroll the main menu by using the scroll bar just to the right of the menu, shown
in the picture below:



8

e Gu € opS

Hide and show page header

In many views in op5 Monitor you can hide the page header. This will give you a
bit more space to show the "important™* things on the page.

Note: This is not persistent. This means that if you navigate away from the
current view and back again the header is visible again.

Ifyou take the Unhandled problems as an example the normal page header looks
like the picture below. Under the page header the list of monitored objects is
shown.

Updated: 25 August 2009 13:47.07 *Df
Global Settings
] Hide page header

L] Pause refresh

Edit global refresh rate &0

—-—

Hiding the page header

To hide the page header
1  Click Settings in the top right corner of the gui:

2 Click Hide page header check box and the page header will disappear at
once.

Showing the page header

To show the page header again you just need do one of the follow-
ing

»  Either click on the same menu choice in the main menu.

»  or follow the two steps below:

1  Click Settings icon.
2 Click Hide page header to uncheck the check box.
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Minimize and expand the main menu

It is possible to hide the main menu and only show the icons instead of the icons
plus the captions.

To minimize or expand the main menu you only need to click on the icon the top
of the main menu.

Pop up graphs and comments

In every view where you find the icons for
»  graphs
. comments

You can over the mose pointer over the icon and get a pop up looking like this

* | ACTIONS LAST CHECK * | DURATION + | ATTEMPT =  STATUS INFORMATION
2\ e 2011-03-08 09:31:22 | 11d 14h 2Bm 44s 113 DISK OK - free space: / 119287 MB (87% inode=99%):

A L i

backup-sth Disk
R | ac u.p 5 / Dis us-age i t

A e

A e
a - - - - - - - - - -

A Tue 12:00 Wed 0D:00

aQ [ 16.5310 kMB Last 17.9243 kMB Max 16.5414 kMB Average

O Warning 114568
A lor | M Critical 128889

Default Template =
A\ e Command check_nrpe

a Lo e e e e T I ST e T R T T

Changing behaviour of the pop ups
You might not want to have those pop ups everytime you hover with the mouse
over one of the graph or comment icons. Then you can change that behaviour in
My account.
To change the behaviour of the pop ups
1 Open up My account

2 Seteither a delay or turn the pop ups of completely. The delay time is in ms.

POP UPS
B use pOpUpS Bﬂn Oﬂﬁ
B Fopup delay 1500

3 Click Save.
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Keyboard commands

€ op5

The keyboard commands are shortcuts to some of the features in the opS Monitor
GUI. The following keyboards commands are available:

. search

*  pause

*  paging to the left

*  paging to the right

Table 1  Default keyboards commands

Function Default command | Description

Search Alt+Shift+f Set focus to the search field of the
GUL

Paus Alt+Shift+p Pause or activate the refresh of the
current view in the GUL

Paging to the left | Alt+Shift+left Takes you to the left in a view that
have more than one page.

Paging to the right Alt+Shift+right Takes you to the right in a view that
have more than one page.

By default the keyboard commands are disabled. To enable the keyboard
commands and change their settings take a look at Keyboard commands used in
the GUI on page 109.
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Multiple host and service commands

Multiple host and service commands

In almost every view in the monitoring section you may perform commands on
the objects displayed in the view. This is very usefull if you for instance have a
bigger problem with one or many services you may then acknowledge all of them
at once.

Executing multiple commands

In this example we will send acknowledgements to a larger number of services.

To execute multiple commands

1
2

Open up Unhandled problems view.

Click Select Multiple Items
= Select Multiple Items

(It is located on top of the list.)

Select the services problems you like to acknowledge.
Service Status Detalls For All Hosts: =~ Select Multiple ltems

HOST = * [ sErRviCE $| A

Y nucsevert @ & Dns A
O ¥ re %

9 ¥ nip 4

Chose Acknowledge in Select Action drop down list just below the list
and click Submit.

Select Action ¥  Submit

Type in a comment and click Submit.

Service linux-server!DNS
linux-server!,FTP
linux-gerver!;NTP

Sticky ™
Notify T
Persistent

Author monitor
Comment

Submit  Reset
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Searching
op5 Monitor has got a search functionality that makes it easy to find:
*  hosts
*  services

host groups

service groups.

Note: The search is case insensitive.

The result is limited to maximum 10 result rows per object type.

In the upper right corner of the gui you find the search input field:

L Search

Simple search

To perform a simple search

1

Enter the search string in the input field shown in Searching on page 12 and
press Enter.

While you are typing your search string op5 Monitor will show you a list of
hosts matching the string.

SEry

linux-zerver]
logserverd 327
win-serveri

If you click on a host in the drop down list you will be redirected to the
Service Status Details For Host page for the host you clicked on. The
same happens if the search found only one object matching your search
string.

op5 Monitor will now search for hosts, services, service groups and host groups
matching the search string you entered.
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Searching

The table below shows a list of in what parts of the object types is used in the

search.

Object type Variable

Host host_name
host_alias
host_address
display _name

Service service_description
display name

Host group hostgroup name
alias

Service group servicegroup_name
alias

Advanced search

To make your search more specific you should use the advanced search features.

The following table describes the search parameters that can be used in the search

function:

Short parameter Long parameter Description

h: host: Search for hosts

S: service: Search for services

hg: hostgroup: Search for host groups

sg: servicegroup: Search for service groups

Si: statusinformation: | Search for Status information
using the output from the latest
service / host check.

AND The AND operator is used to
filter records based on more than
one condition

OR The OR operator is used to filter
records based on more than one
condition

Note: Remember to not use any space between the : and the search string
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Advanced search examples

Example 1

Example 2

Example 3

Example 4

Example 5

Search for hosts containing a certain string in the host name.

If you want to search for hosts only containing “server” in the host name
just enter the following in the search field:

h:server

or

host:server

Press enter to perform the search.

Perform a search combining both hosts and services in the query.

In this example we want to find all services caled either ping or http running on
hosts called something like win or 1inux.

The query would then be:

h:win OR linux AND s:ping OR http

Search for Status Information

To search for hosts and services having a certain string in their status output you
shall write a query like this:

si:Connection refused

By using the si: search term and you will search the output from the latest check.

Show all hosts or services

You may also get a list of all services and all hosts from the search funktion.

To get a list showing all services and host you should write the search query like
this:

$:% OR h:%

Show all hosts, services, host groups and service groups

To get a complete list of all hosts, services, host groups and service groups you
only need to write a query like this:

%

This will give you a result with all object types grouped in one page.
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Searching

Limiting the number of result objects

The default search result will is limited to 100 rows. This can be changed in the
search query.

To change the limitation you only need to add limit with the number of lines to
your query like this:

1imit=10
The line above will giv you max 10 rows in the search result.
To return all rows set:

limit=0
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Searching

Search result
No matter if you use the simple or the advanced way to do your search you will
end up with the same type of result list.

As you can see in the search result example below the search will be shown with
one part for each type of object.

Host results for: "web"

=  HOST * | ALIAS = | ADDRESS = STATUS INFORMATION *  DISPLAY = *
HAME
& www opS com | opS weh server 193.201 96.11 1056;2?1?3.201 9611 responds to ICMP. Packet 1, rit L,,,] z\
- . op5 Com weh OK - 193.201 .96 9 responds to ICMP. Packet 1, rit = | @
Y wwwopsorg | oner 193.201969 14 g3gme B
Service results for: "“web"
=  HOST = ¢ | SERVICE * | LAST CHECK * | DISPLAY NAME s *
Web Service 2009-08-2515:59:05 z\
VVeb Service 2003-08-2515:58:19 N
*  ALIAS *
Hostgroup results for: "web™
* | ALIAS *

HOSTGROUP s

Just like in the normal views you can sort all columns in the search result.
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Refresh time

Refresh time

Every view is automatically refreshed after a certain time. You can easily pause
or edit the global refresh time in the GUIL

The default Global refresh time is: 90 seconds.

The Global refresh time is valid for all views that uses auto refresh. So it does not
matter in what view you are pausing or editing.
Pausing the page refresh
To pause the page refresh
1  Click Settings in the top right corner of the gui:
L

2 Click in the Pause refresh check box and the Global refresh time is
paused.

Pause refresh

Editing the refrehs time

To edit the Global refresh time

1  Click on the Settings icon in the top right corner of the gui:
¥
2 Pull the slider to increase or decrease the refresh time.

Edlit global refresh rate 300

Once you have edited the Global refresh time a little notice will show up in the
GUL It tells you that the new Global refresh time is saved and look like the picture
below.

Update ge refresh rate to 300
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Widgets

Widgets

One thing that differ in the new op5 Monitor GUI from the old CGI GUI is the
widgets. Widgets are used to give the user a possibility to customize the Tactical
Overview.

The first thing you will see when you login to op5 Monitor is the Tactical

overview and it looks like this:

Monitoring Performance Ol &)= Hetwork health Ol &)= Geomap ol (=

0.02/10.22 /0.000 sec

Service Check Latency:
0.

o
@ Host Check Execution Time: 1QQO /6
HOSTS
Jr;l erla ?J
@ Disabled checks [=liE-NE Y t:-.lim|
e Mia
e # Passive Host / Service Checks: Acknowledged problems =S
ojo
urt T
Hetwork Outages [=CNES
& 0Blocking Outages
Scheduled downtime [=CYES
T
Hosts [=CNE
DOWH UNREACHABLE up PENDING
tua A Y uw i
Services ola|x
CRITICAL WARHNING UNKHOWHN 0K PENDING
¥J 20 Unhandied Problems ! 5 Unhandled Problems &)/ 31 Unhandied Problems @ 35 0K NIA
Monitoring Features [=CNES
FLAP DETECTION HOTIFICATIONS EVENT HANDLERS ACTIVE CHECKS PASSIVE CHECKS
EMABLED - EMABLED - EMABLED ENABLED - EMABLED -
Al SepuicasEnapbled Al Seryicae-m-=bled B aiCaryices Fnghled— @ All SsrvicesSaabled ¥ 4| Sepuices Enabled

In the Tactical Overview you may:

*  move around the widgets to different places
*  close the widgets

* set individual refresh time for each widget

*  collapse and expand all individual widgets.

Note: All changes you are doing with the widgets are saved per user.
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Below you see an example of what a widget can look like:

Network Owutages O (&) =

ﬁ 0 Blocking Outages

The following table describes the parts of a widget shown in the picture above.

Nr Description

1 Widget header

2 Collapse and Expand icon
3 Widget settings icon

4 Hide widget icon

5 Widget content

Renaming the widget header
The widget header displays the name of the widget.

To change the name in the widget header
1  Double click on the name in the widget header.

2 Type the new name in the text field.

Hetwork Outages Ola)®

3 Click OK to save the new name.
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Widgets

Collapse and expand

If you like to hide the content of a widget but still keep it on the Tactical overview
page just click on the Collapse icon.

To show the widget again
Click on the Expand icon.

Widget settings
In this version of op5 Monitor the only setting you can change on a widget
settings is:

*  Refresh time

To set the refresh time on an individual widget follow the instruc-
tions below:

1 Click Widget settings icon

o

2 Move the slider to increase or decrease the refresh time.
Hetwork Outages O &) =

w Dl Refresh (zec): &0

X

Hiding widget 1
You may hide one or more widgets from the Tactical overview.

Just click on the Hide widget icon to hide the widget completely from the
Tactical overview.
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Widgets

Hiding widget 2
Another way to hide the widgets from the Tactical overview is to click on the
Page settings icon.

tember 2009 08:06:58 ok

Awvailiable Widgets
u| Acknowledged problems

u| Disahled checks

{E}Genmap

And then you just uncheck the widget, you like to hide, from the list.

Note: The widget will only be visually removed from the Tactical overview. It
will not be removed from the software. See Moving widgets on page 21
about how to show the widget again.

Moving widgets
You may move around the widgets shown in the Tactical overview as you like.

To move a widget from one section an other

1 Grab the Widget parts on page 19 and move it to the section you like to

place it in.
2 When you hover a section where you can drop the widget, a frame of dots
are displayed:
Hetwork Outages ﬁl} O af[=

@ 1 Blocking Outages
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Restoring to factory settings

To restore the Tactical overview to factory (default) settings
1 Click Widget settings icon.

0¥

2 Click on the Restore to factory settings button and all widget have
*  been placed back to their original places
*  got their default refresh time set
*  been made visible again

*  been expanded.

Create you own widgets

You may build your own widgets but this is not a subject for this user manual.

You can read more about how to build your own widget in the op5 Monitor
Administrator manual.
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About Monitoring

This chapter covers the following topics:

Subject Page Subsections

Introduction 24 About Monitoring on page 23

Hosts and services 25 A host in detail on page 25
A service in detail on page 31

Host and service groups| 37 Host and service groups on page 37
Using Service groups on page 37

Parenting 36

Problem handling 39 Hard and soft states on page 39
Alerts and notifications management
on page 39
Unhandled problems view on page 40
Acknowledge problems on page 41
Schedule downtime on page 43

48 Viewing graphs on page 49

Adding graphs for custom plugins on
page 50

Dokuwiki 51

Agents 52

23
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Introduction

Introduction

The monitoring section in the web menu is related to problem management and
status of your network.

This here you will spend most of your time when using op5 Monitor. In the
monitoring section you can

view host and service problems
view performance graphs

exectue service and host commands
show objects on maps

handling schedule downtime.

This chapter will give you information about the most common parts of the
monitoring part of opS Monitor.
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Hosts and services

Hosts and services

Hosts and services are the objects that are monitored by op5 Monitor.

A host in detail

A host can be any kind of network device, virtual device and other objects that
you might reach from the op5 Montor server..

Let us take a look at the Host information view and see what parts it is built upon.
In the coming sections we will go through each part and learn how they can be
used.

The picture below shows the Host information view.

View, for this host:

Availa

Address
Parents
Member of
Notifies to

Extra e graph

HOST STATE INFORMATION HOST COMMANDS

Current Status & Up (for 34d 4h 21m 47s) @ Locate Host On Map

Status Information OK - switch1 responds to ICMP. Packet 1, rit 30.195ms &  Disable Active Checks Of This Host
Performance Data pkt=1;0;0;0;5 rta=30.195;2000.000,2000.000;;

Current Atternpt 1/5(HARD state)

Last Check Time 2010-03-18 14:37:41

Check Type @ Active

Check Latency / Duration 0.24 / 0.041 seconds 100 Obseseing O veq TiHs Fios

Next Scheculed Active Check | 2010-03-18 14:42:51 Bl bt e e

Last State Change 2010-02-12 10:19:15

Last MNotification NiA {Motifications 0) =

Is This Host Flapping? Y No {0.00% siate change) v

In Scheduled Downtime? @ No Y

Last Update 2010-03-18 13:38:41 ( 0d 1h 1m 21s ago) |

Active Checks @ Enabled & | Disable Checks Of All Services On This Host
Passive Checks @ Enabled ¥ | Enable Checks Of All Services On This Host
Obsessing ¥ Enabled -

Nofifications ¥ Enabled -}

Event Handler @ Enabled

Flap Detection ¥ Enabled

Host Comments (P L

ENTRY TIME AUTHOR COMMENT 1] PERSISTENT TYPE EXPIRES ACTIONS

This host has no comments associated with it
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The table below describes each part of the Host information view briefly.

Nr | Part Description

1 | Page links Quick links to other information about the host
»  status of all services on this host
* Trends
*  Alerts and notifications for this host
*  Reports

2 | Host information header| Displays brief information about the host and its
surroundings like
e host name and address
e parent host
e extra actions and notes
*  links to configure and graphs.

3 | Host state information | Here you can see status information for the host
like
. current status
. current attempt
» last state changes and notification
*  what is enabled or not on this host.

4 | Host commands Here you can perform different commands for
the host and/or all services on that host.

5 | Comments This is comments you put there either by adding
a scheduled downtime or just a comment of it
own.

Page links

The page links gives you a couple of short cuts to more information about this
host and its services.

View, for this host:  Status detail Alert history Trends  Alert histogram  Awailabilty report  Notifications
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Host header information

Here you will get a short summary of the host.

s Switch 1 (switch1)

Address switch1
Parents monitor

Memboer of L

Notifies to Support-group

. Extra Actions ! Extra Motes "%I:snfigurn: L= Show performance graph

The host header information contains

*  the host address

*  the parent host

*  what host groups it is a member of

*  what group will get the notifications

*  links to extra service actions, service notes and the performance graphs

*  alink to the object in the configuration GUI.
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In this view you get all kind of status information about the host. This is the most
detailed view you can get over a host.

HOST STATE INFORMATION

Current Status

Status Information
Performance Data
Current Attempt

Last Check Time

Check Type

Check Latency ! Duraticn
Mext Scheduled Active Check
Last State Change

Last Motification

Iz This Host Flapping?

In Scheduled Downtime?
Last Update

Active Checks

Passive Checks
Obsessing

Motifications

Event Handler

Flap Detection

@ Up (for 34d 4h 21m 475)

OK - switch1 responds to ICMP. Packet 1, rit 30.195ms
pkt=1;0;0;0;5 rta=30.195,2000.000; 2000.000;;
1/5{HARD state)

2010-03-18 14:37:41

Y Active

0.24 / 0.041 seconds

2010-03-18 14:42:51

2010-02-12 10:19:15

M/A (Notifications 0)

% No (0.00% state change)

Y No

2010-03-18 13:39:41 ({ 0d 1h 1m 215 ago)

¥ Enabled

¥ Enabled

Y Enabled

¥ Enabled

¥ Enabled

¥ Enabled
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Host commands

The host commands part gives you a various commands to handle the host. Here

you can

CCCaCRSC o E

locate the host in a status map

disable and enable active and passive checks
disable and enable notifications

schedule downtime

disable and enable event handlers.

HOST COMMANDS

Locate Host On Map

Disable Active Checks Of This Host
Re-schedule the next check of this host
Submit Passive Gheck Result For This Host

E L 2

Stop Accepting Passive Checks For This Host

 C

Stop Obsessing Over This Host
Disable Notifications For This Host

Send custom host notification

Schedule Downtime For This Host

Disable Notifications For All Services On This Host
Enable Motifications For All Services On This Host
Schedule A Check Of All Services On This Host
Disable Checks Of All Services On This Host
Enable Checks Of All Services On This Host
Disable Event Handler For This Host

Dizable Flap Detectiocn For This Host

Hosts and services
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Comments

There are two types of comments:

* automatically added

*  manually added

Automatically added comments can be
* acknowledged comments

*  scheduled downtime comments

As a manually added comment you can type in almost anything you like.

Host Comments = 'J"\dd anew comment 7 Delete all comments

ENTRY TIME AUTHOR COMMENT D PERSISTENT TYPE EXPIRES ACTIONS

This host has no comments associated with it
Comments are designed to be short texts. If you like to add documentation, longer
descriptions and so on you should consider using the do Dokuwiki on page 51 that
is included in op5 Monitor.
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A service in detail

A service is practically anything that can be measured, most be connected to a
host.

Let us take a look at the Service information view and see what parts it is built

upon. In the coming sections we will go through each part and learn how they can

be used.

The picture below shows the Service information view.

View, for this service:  Information for this Host  Status detail for this Host  Alerthistory  Trends  Alert histogram  Avalabilty report  Notifications

(PING)

On Host envircnment! (envirenment1)

Address environment!

Member of Mo servicegroups

Notifies to support-group

Notes This is just a small test note

[ ExtraActions -~ ExtraMotes % Configure L= Show performanca graph

SERVICE STATE INFORMATION
Current Status

SERVICE COMMANDS

¥ Ok (for 13h 23m 4s)
OK - environment1: rta 11.024ms, lost 0%
rta=11.024ms;100.000,500.000,0; pl=0%;20,70;;

Status Infarmation Re-schedule the next check of this service

Performance Data
Submit Passive Check Result For This Service

Current Attemnpt 1/3 (HARD state)
Last Check Time 2010-03-29 12:09:02 & st
Chack Type ¥ Active &' Stop Obsessing Over This Service
Check Latency / Duration 0.233/ 0.478 seconds D
Next Scheduled Check 2010-03-29 12:14:02 -; T T ———
Last State Change 2010-03-28 22:49.02
£ Schedule Downti For This Set
LsstNalifcation N/A (Notfications 0) SR oTecin Do ine For This Sevine:
Is This Service Flapping? ¥ No (0.00% state change) & Disable Event Handler For This Service
In Scheduled Downtime? ¥ No & Disable Flap Detection For This Service
Last Update 2010-03-28 17:36:52 (0d 18h 35m 14s ago)
Active Checks ¥ Enabled
Passive Ghecks ¥ Enabled
Obsessing ¥ Enabled
Notifications ©/ Enabled
Event Handler ¥ Enabled
Flap Detection ¥ Enabled
Service Comments ;
ENTRY TIME AUTHOR COMMENT D PERSISTENT TYPE EXPIRES ACTIONS
This service has no comments associated with it
Nr | Part Description

Quick links to other information about the
service and the host it is connected to.

1 | Page links

. Information the host
. Status details for the host
. Alerts and notifications for this service

*  Reports
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Nr

Part

Description

Service information
header

Displays brief information about the service,
host and its surroundings like

e host name and address
«  what service groups the service belongs to
e extra actions and notes

*  links to configure and graphs.

Service state information

Here you can see status information for the
service like

. current status
. current attempt
* last state changes and notification

. what is enabled or not on this service.

Service commands

Here you can perform different commands for
the service.

Comments

These are comments you put there either by
adding a scheduled downtime or just a comment
of it own.

Page links

The page links gives you a couple of short cuts to more information about this
service and the host it is connected to.

View, for this service:  Information for this Host  Status detailfor this Host  Alerthistory  Trends  Alert histogram  Availability report  Notifications
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Service header information

Here you will get a short summary of the service.

(PING)

On Host

Address environment

Member of Mo servicegroups

Notifles to support-group

Notes This is just a small test note

Extra Actions —/ Extra Notes % Configure L= Show performance graph

Here you may see things like

»  what host it belongs to

»  the service groups it is a member of

»  what contact groups that will get the notifications

*  service notes

* links to extra service actions, service notes and performance graphs

» alink to the object in the configuration GUI.



34 Monitoring 0 Op5

Hosts and services

Service state information

In this view you get all kind of status information about the host. This is the most
detailed view you can get over a service.

SERVICE STATE INFORMATION

Current Status ¥ Ok (for 13h 23m 4s)

Status Information OK - environment1: rta 11.024ms, lost 0%
Performance Data rta=11.024ms; 100.000;500.000,0; pl=0%;20,70;;
Current Attempt 1/3 (HARD state)

Last Check Time 2010-03-29 12:09:02

Check Type W Active

Check Latency / Duration 0,233/ 0.478 seconds

Next Scheduled Check 2010-03-29 12:14:02

Last State Change 2010-03-28 22:49:02

Last Notification MNiA (Motifications 0)

Is This Service Flapping? @ Mo (0.00% state change)

In Scheduled Downtime? Y No

Last Update 2010-03-28 17:36:52 (0d 18h 35m 14s ago)
Active Checks %/ Enabled

Passive Checks ¥ Enabled

Obsessing & Enabled

Notifications ¥ Enabled

Event Handler & Enablad

Flap Detection ¥ Enabled
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Service commands

The sercice commands part gives you a various commands to handle the service.
Here you can

» disable and enable active and passive checks
»  reschedule the service check

» disable and enable notifications

»  schedule downtime

. disable and enable event handlers.

SERVICE COMMANDS

&7 | Disable Active Checks Of This Service
Re-schedule the next check of this service
Submit Passive Check Result For This Service
Q Stop Accepting Passive Checks For This Service
a' Stop Obsessing Over This Service
Disable Motifications For This Service
_';_ Send customn service notification
H | Schedule Downtime For This Service
& Disable Event Handler For This Service
&’ | Disable Flap Detection For This Service
Comments

There are two types of comments:

*  automatically added

*  manually added

Automatically added comments can be
* acknowledged comments

*  scheduled downtime comments

As a manually added comment you can type in almost anything you like.

Host Comments #] Add a new comment T Delete.

ENTRY TIME AUTHOR COMMENT D PERSISTENT TYPE EXPIRES ACTIONS
This host has no comments associated with it

Comments are designed to be short texts. If you like to add documentation, longer
descriptions and so on you should consider using the do Dokuwiki on page 51 that
is included in op5 Monitor.
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Parenting

Parenting in op5 Monitor is used to determine whether a host is down or
unreachable.

A host is
. down if the host is the first one it can not reach in the “tree”

. unreachable if the host is after the host described above.

Example 1 This example describes how the parenting works in practice

The picture below shows how a network looks like from the monitor servers point
of view.

switch-02 i

switch-01 ]

op5-monitor

...........

-----------

As you can se everything starts with the op5-monitor server. If fw-01 is down, as
shown in the picture above, all child hosts of fw-01 is considered as unreachable.

The example above shows that you can use parenting to exclude a lot of
unnecessary alerts and notifications. This because you can tell op5S Monitor not to
send any notifications on host unreachable. That means you will only get
notification about fw-01 in this case, not the hosts “below” fw-01.
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Host and service groups

Using Host groups

A host is normally placed in one or more host groups. A host group can contains
any kind of hosts in any way you want to. You can use host groups to

»  group hosts from the same geographic area in the same host group.
*  put the same type of hosts in the same host group

»  place all hosts in a special service in the same group

*  place a customer’s host in a host group of its own.

Beside just being a way of sorting hosts in you can use host groups to decide what
user is supposed to be able to see what hosts. More about that in Access rights on
page 118.

Using host groups makes it easy to find hosts that got something in common. Let
us say you have a whole bunch of

Using Service groups

Example 2

One of the most useful things with service groups is to group them by what useful
service they are giving the users.

A service group example

Let us say you have a mail service for you customers. This mail service needs the
following components to be working as it should:

+ DNS

+ MTA

+ IMAP-/POP-server
*  Webmail

»  Storage

On the hosts listed above there are services that must be working otherwise your
customer will not be able to user the email service you shall deliver to them.

Place all the important services in one service group and you can then easily see
if an alert and/or notification says anything about the email service in the
example.

Another good way to use service groups is to create Service Level Agreement
(SLA) reports based on service groups. If you take the example above and create
a SLA report from it you will directly see if you can deliver your service the way
you promised your customers.
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Problem handling

Much of your work with op5 Monitor is about problem handling. In the beginning
when you start working with op5 Monitor normally most of the time is about
configuring, tweaking and fixing problems. After a while you will see that you
can start work in a proactive way instead of how it used to be.

In this section we will take a look at how you can work effectively with op5
Monitor as a great help during your problem handling.

Hard and soft states

A problem is classified as a soft problem until the number of checks has reached
the configured

max_check attempts value. When max_check_attempts is reached the problem
is reclassified as hard and normally op5 Monitor will send out a notification about
the problem. Soft problems does not result in a notification.

Alerts and notifications management

Alerts and notifications are two of the most important things for you as an system
administrator who depend almost all your work on a monitoring tool like op5
Monitor.

Alerts, alarm, notifications are called different things in most monitoring system.
Here in op5 Monitor we define them like this:

Description

Alerts An alert is when any kind of status changes on a host or
a service, like:

*  hostup

e host down

e service critical
«  service ok

and so on.
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Description

Notifications

Notifications is the messages sent out to the contacts
associated with the object the notification is sent about.

Notifications are sent out on state changes. A notification
is sent during one of the following alets:

*  any service or host problem or recovery
* acknowledgements

» flapping started, stoped and disabled

+ downtime started, stoped and canceled

Notifications can be sent by almost anything. The
following are included by default in op5 Monitor:

e email
e sms
o dialup

Of course there are a lot of other ways to send
notifications like sending them to a database, ticket
handling system etc.

An alert can happens any time and it does not necessary needs to be associated
with a notification but a notification is always associated to an alert.

Unhandled problems view

As you can see in the GUI there are many views in op5 Monitor to show you host
and service status in. One of the most useful, for a system administrator, is the
unhandled problems view.
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DISPLAY FILTERS
Host Status Types Al
Host Properties

Service Status Types Pending | Unknown | Warning | Criical

Service Properties

Service Status Details For All Hosts

HOST
a localhost10

¥ Pora SIP

Y v

In this view you will only find unacknowledged problems. From here it is easy to

@ u

«

L)

o

SERVICE *
Disk usage / (o)

Disk usage just
DNS resolv
PING

IF 1: 5c0 Errors

IF 1: sc0 Status

IF 1: 5c0 Traffic

IF 56: 10/100 utp
eihernet cat /5 Errors

IF 56: 10/100 utp
sthernat cat 5 Status

Acknowledge problems

When a new problem is discovered you need to take care of it. The first thing you
should do is to acknowledge the problem. There are many ways to acknowledge

a problem.

Not In Scheduled Downtime & Has Not Been Acknowledged

Host Status Totals

G 2up ]
Not In Scheduled Downtime & Has Not Been Acknowledged

1 Unreachable

ACTIONS LAST CHECK * DURATION

N\ L
N
A\ b

A\ L

2010-03-11 11:24:35  21d 21h28s
2010-04-01 11:41:20  48d 22m 42s
2010-04-01 11:40:41 35d 20h 36m 53s
2010-04-01 11:40:33  6h 47m 31s
2010-04-01 11:41:10  13d 21h 7Tm 14s
2010-04-01 11:42:43  13d 21h 6m 24s
2010-04-01 11:40:35  13d 21h 5m 34s
2010-04-01 11:42:17  13d 21h 4m 443
2010-04-01 11:42:52  13d 21h 3m 54s

BOAMNANA 194120 174 24k Am de

When you acknowledge a problem you will

. make sure no more notifications are sent out

* by this show other users that you have seen the problem and are aware of it.
We will here take a look at two of them, acknowledge by
»  the GUI

« SMS

Acknowledging a problem in the GUI

The most common way to acknowledge a problem is to do it in the GUI. This is
easy and you will also be able to add a comment to your acknowledge. It is also

Problem handling

Service Status Totals ola
4 Down & 1350k ¥ | 5Warning
0 Pending 4 Unknown & 22 Critical
It 0 Pending O 188 Services
31 Problems
26 entriesipage LR Go| €1 >

* ATTEMPT + STATUS INFORMATION

DISK WARNING - free space: / 874 MB (18%
inode=32%):

NRPE: Command ‘usr_disk’ not defined

DNS WARNING - 0.098 seconds response time
(Server not found in ANSWER SECTION)
WARNING - 41.221.1.195: rta 217.031ms, lost
0%

Timeout: No response from gw (community
public)

UNKNOWN: Unable o resoive UDP/IPv4
address ‘qw’

SNMP ERROR: No data recaived from host
Timeout: No response from qw (community:
public)

UNKNOWN: Unable to rescive UDP/IPv4
address ‘qw’

SRR FRROR: N Aata rarahsad fram ket

the same routine no matter if it is a host or service problem you are about to
acknowledge.

To acknowledge a host problem:

1 Look up the host in the GUI and click on the host name.

2 Click on Acknowledge This host problem in Service commands.

2  Acknowledge This Host Problem
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3 Fill in a comment and click Submit.

NAME OPTION

Host www.sunet.se H
Sticky ™

Notify o

Persistent Iﬂ

Author monitor

Add a comment here

Comment

Submit  Reset

4  Click Done and you will be directed back to the host you where on when
you started.

Acknowledging a problem by sms

If you have received your notification by sms you can acknowledge it by sending
a sms back to the op5 Monitor server.

To acknowledge a problem by sms
1 Pick up the notification sms in your mobile phone.

2 Forward it to the op5 Monitor server (you must forward the complete sms
just the way it looked like when you got it).

If you now take a look at the host or service you will see that it has been
acknowledged and a small comment is placed in the comment part for the object.

Removing an acknowledge

Sometimes you might need to remove an acknowledge. Maybe you
acknowledged the wrong problem or you for some reason need to stop working
on it but you like more notifications to be sent out.

1 To remove an acknowledge for a host
2 Pick up the host or service in the gui.
3  Click on Remove Problem acknowledgement

ﬁ Remove Problem Acknowledgement

Now the notifications will continue as it is setup for the object.

Note: The comment for the acknowledge is not removed.
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Schedule downtime

Using scheduled downtime enables you to plan for system work ahead. When a
host or service is scheduled for downtime op5 Monitor suppresses alarms for that
host or service. Furthermore op5 Monitor informs you about when a host or
service is scheduled for downtime through the web interface. Information about
the scheduled downtime is also stored so that planned system work does not affect
availability reports.

It is possible to schedule downtime for
*  hosts

e services

* all members of a host group

+ all members of a service group.

You can also configure triggered downtime for hosts located below a host
currently in scheduled downtime. To do this you need to have your parenting
configured correctly. Read more about Parenting on page 36.

Viewing scheduled downtime

Basically the Schedule Downtime view is a summary of all currently configured
scheduled downtime for hosts and services.

& senetule hest downtime
Seheduled Host Downtime.

HOST NAME ENTRY TIME AUTHOR COMMENT START TIME END TIME TYPE DURATION TRIGGER ID ACTIONS
172.27.76.202 2010-04-04 12:34:30 monitar Just a test 2010-04-04 14:34:15 Z010-04-04 14:44:05 Fited  9m50s NIA 3

£ schedule service downtme
Scheduled Service Downtime

:2:; SERVICE ENTRY TIME AUTHOR COMMENT START TIME END TIME TYPE DURATION ITI;“GGER ACTIONS
1722776202 check_portstatus 2010-04-04 12-34:30  monitor Justatest | 2010.04.04 14:34:15 2010.04.04 144405 Feced  Bm 50s MR -
1722776202 PING 2010-04-04 12:34:30  monitor Justatost  2010-04-04 14:34:15 2010-04.04 14:44:05 Ficed  6m 50s MIA 3
AT22776.202  IF 56 107100 utp othernat cat IS Traffic = 2010-04-04 12:34:30  monitor Justatost | 2010-04-04 14:34:15 2010-04-04 144405 Ficod  Bm 50s MNiA "
1722776202 IF 56: 10/100 utp etheenat cat 375 Status | 2010-04-04 12:34:30  monitor Justatest | 2010-04-04 14:34:15 2010-04-04 14:44:05 Ficed Om 50s MNiA :
1722776202 IF 56: 101100 utp ethernet cat 35 Errors | 2010-04-04 123430 monitor | Justatest | 2010-04-08 14:34:15  2010-04-04 14:44:05 Ficed  9m 50s MIA =
17227.76.202  F 1: seD Traffic 2010-04-04 123430 monitor | Justatest  2010-04-04 18:34:15 2010-04-04 14:44:05 Faed  Om 508 MIA L3
1722776202 F 1: scD Status 2010-04-04 123430 montor | Justatest | 2090-04-D4 14:34:15 2010-04-04 14:44:05 Fied  Bm 508 NIA L
17227 76.202 IF 1: sc0 Errors 2010-04-04 12:34:30  monitor Justatest  2010-04-04 14:34:15 2010-04-04 144405 Fixed  Bm 50s NIA -

In this view you can
e schedule new downtime
e remove scheduled downtime

e  view all scheduled downtimes.
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To view all scheduled downtime

1  Click Schedule downtime in the main menu under Monitoring.

EH Schedule downtime

It is however easier to schedule downtime from the views Host Information,
Service Information, Hostgroup Information and Servicegroup Information.

Scheduling downtime

As you have seen we can schedule downtime for both hosts and services. Now we
will take a look at how to schedule downtime for a host and a host group. The
procedure is the same for services and service groups.

You can not add a scheduled town time back in time. So if you missed
to add one when you took down the host or service you can not repair
it by adding scheduled downtime afterwards.

When the scheduled downtime starts a notification is sent saying that the
scheduled downtime has started.
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To schedule downtime for a host

1  Find the host you like to schedule downtime for and pick up the host
information page (4 host in detail on page 25).

2 Inthe Host commands click Schedule Downtime For This Host.

2 | Schedule Downtime For This Host

3 Fill in the form

NAME OPTION
Host switchi H
Start Time 2010-04-04 13:27:51
End Time 2010-04-04 15:27:41
Fixed T}
V' | Triggerad By M $
W | Duration 20
Author manitor
Comment
e
) Schedule triggered i
Child Hosts e H
Schedule downtime for services too E

Submit Reset

a Enter start and end time

b  Choose between fixed or flexible.

¢ Choose what this downtime is triggered by', if any.

d Ifyou chosen flexible in b then type in how long the scheduled

downtime is supposed to be active.
e Add a comment about this scheduled downtime.
Choose what to do with the child host of this host (if there are any).

g Check Schedule downtime for services too if you like to do so. |
you uncheck this check button the services on this host will not be set
into scheduled downtime.

4  Click Submit.
5 Click Done.

1.This option is set if you want this scheduled downtime depending on an other
scheduled downtime.
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To schedule downtime for a host group

1

Locate the host group you like to schedule downtime for by clicking on
Hostgroup summary in the main menu under Monitoring.

Hestgroup summary

Click on the hostgroup alias (the one between the parenthesis, in the picture
below)

HOST GROUP HOST STATUS SUMMARY

Environment {Environment) W 1UP

Click Schedule downtime for all hosts in this Hostgroup in the list of

Hostgroup Commands.
Hostgroup Commands for: Envirenment (Enviranment)

& Schedule downtime for all hosts in this Hostgroup

Follow a-g (except for f) in step 3 in To schedule downtime for a host on
page 45.

Click Submit.
Click Done.

Remove a scheduled downtime

Sometimes it is necessary to remove a scheduled downtime. This can be done
both before the scheduled downtime has started and during the downtime. If the
scheduled downtime has been canceled before it has reached its end time a
notification will be sent saying that the scheduled downtime have been canceled.

Removing a scheduled downtime

To remove a scheduled downtime

1

Open up the scheduled downtime view by follow the instructions in 7o view
all scheduled downtime on page 44.

Click the delete icon under Actions.

ACTIONS
Click Submit.
NAME OPTION
ID: 52, Host
W  Triggered By “www.google.de’ starting H]
@ 2010-04-05 13:27.51

Submit = Reset
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Now the scheduled downtime and the comment saved when you created the
scheduled downtime is removed.

Schedule recurring downtime

As a good practice you shall put your hosts and services in scheduled downtime
when you are planing to take them down. Many downtime events are recurring
and it is pretty easy to forget to put your objects in scheduled downtime.

It is now when schedule Recurring Downtime is a great help for you.

Scheduling a recurring downtime
Let us say that you are using Citrix and you need to reboot your citrix servers once
per week. This is a perfect case of when you should use a recurring downtime
schedule.
To add a recurring downtime
1  Click Recurring downtime.

2 Choose the object type.

Hostgroups * | Select

3 Chose objects to use, in this case the citrix host group.

Available Hostgroups Selected Hostgroups
netwark
printers
UNX-SErVers

win-servers

Add a comment.

5  Set start and end time.
Start Time (hbumm) *  Duration (hh:mm) ©
23:.00 23:30

6 Choose day of week and months of the year this scheudule shall be used.
7  Click Add schedule.

Viewing your recurring downtime schedules

Once you have created a recurring downtime schedule you may

. view it
o editit
. delete it.

This is done from the Schedules tab.
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The view looks like this

Create new Schedules

Recurring Hostgroup Downtime

HOSTGROUP NAME AUTHOR COMMENT TIME DURATION WEEKDAYS MONTHS ACTIONS
citrix_servers moniter Restart of citrix servers  23:00  23:30 Sun Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov, Dec L 3

Editing a recurring downtime

To edit a recurring downtime
1 Click Recurring downtime and then Schedules.
2 Click Edit.

L

3  Edit the fields you like to change and click Add schedule.

Deleting a recurring downtime

To edit a recurring downtime
1 Click Recurring downtime and then Schedules.
2  Click Delete.

L=

3  Click Ok.
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Graphs

op5 Monitor includes support for graphing what's known as "performance data"
returned by check plugins that support this feature.

Performance data can be anything that gives a more detailed picture of a particular
check's performance characteristics than the OK/WARNING/CRITICAL levels
that Monitor reacts to.

For example, check ping returns performance data for packet loss and round trip
times. This data is stored by Monitor and used to create graphs for different time
periods, such as the last 24 hours and past week. This feature can be very helpful
in identifying trends or potential problems in a network.

Viewing graphs
From most of the views in op5 Monitor you can find the graph icon looking like
this:
Lo

To view the graphs for a service or a host click on the graph icon and you will get
the graph view.

Service Overview

4 Hours ( 06.04.10 9:03 - 06.04.10 13:03 ) Search: 2w
Datasource: Round Trip Times -
g % g @D ML =
Ping times for switchl'/ PING > @ 3 ‘@

20 [

Host: switchi

RTA

10 Service: PING

Hoststate: UP [HARD]

09:20 09:40 10:00 10:20 18:40 11:08 11:20 Servicestate: OK [HARD]
B Round Trip Times 1.25 ms last 21.29 ms max
W Warning 100.000ms3.15 ms avg M Critical 500.008ms

Created: 06.04.10 13:01

: Host Perfdata

Datasource: Packets Lost

. .
Packets lost for switchl / PING & Interface 1 Errors

. 120] Interface 1 Traffic

S PING

o7 1]

8 60

% 10

i 20

09:20 09:40 10:00 10:20 18:40 11:60 11:200
B Packets lost 0% last 0% max O % avg
O Warning 20% B Critical 60%
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The table below describes the parts of the service overview which is where all
graphs are being displayed.

Nr | Description

1 | The graphs. Except for the graphs in it self they shows information like
*  host and service name
*  warning and critical levels

* last, average and max values.

2 | Here you can quickly get the graphs of an other host. Just type in the
correct name of the host and press Enter.

Note: This is not a search field.

3 | Exports and calendar.
Click the icons to
*  export to PDF or XML

*  open up the calendar to view old data.

4 | Zooming and reports

Click the icons to

*  zoom in the graph

»  show most resent alert for this time period for this host

»  create an availability report for this time period for this host.

5 | Host information

Here you see a short information about the host. Click the host or service
name to get extended details.

6 | Other graphs on this host

The list shows the rest of the graphs available for this host. Just click on
one of them to view the graphs of an other service.

Adding graphs for custom plugins

Sometimes you find a plugin you like to use but there are no graphs made from
the output of the plugin. Then you need to create your own template.

To create a template of your own follow the HOWTO that can be found in the
documentation area of the support part at www.op5.com.


http://www.op5.com
http://www.op5.com
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Dokuwiki

op5 Monitor comes with an dokuwiki that gives you a great way of document both
your environments and things needed to know about your monitored system.

Of course you can also use this dokuwiki to save other kind of related information
in too. This makes it easy to reach and you will ensure you have all documentation
in the same place.

More information about how to use the dokuwiki in op5 Monitor can be found at

http://www.dokuwiki.org/manual
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op5 Monitor can do a lot on its own. But to get the most out of op5 monitor you

should use our agents.

The following agents are available from the download section in the support
section at www.op5.com/support/downloads.

*  op5 NSClient++
« NRPE
*  MRTGEXT

*  Windows syslogAgent

The table describes each agent briefly

Name Description

op5 NSClient++ This is the agent used for monitoring Microsoft Windows
operating systems.
You can use it to monitor things like
*  CPU, memory and disk usage
e services, windows events and files
You can also use the built-in NRPE support to create your
own commands for opS NSClient++

NRPE This is the most commonly used agent for Linux and
Unix systems. NRPE is used to execute plugins on an
remote machine and then send the results back to op5
Monitor.
You may also send arguments to the NRPE daemon on
the remote machine to make it a bit more flexible. This
must be turned on before you use the feature.

MRTGEXT MRTGEXT was originally written as an NLM for Novell

Netware to obtain values used with the widely known
MRTG (predecessor of cacti, which is the base of OP5
Statistics), but it can also be used to poll values from op5
Monitor.

op5 SyslogAgent

op5 SyslogAgent runs as a service under Windows 2000,
Windows XP and Windows 2003. It formats all types of
Windows Event log entries into syslog format and sends
them to a syslog host (The op5 Monitor server or the op5
LogServer).

The agent can also forward plaintext log-files.

More information about the agents can be found in the op5 Monitor administrator

manual.


http://www.op5.com/support/downloads/
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About NagVis

This chapter covers the following topics:

Subject Page Subsections
Introduction 54 About NagVis on page 53
Configuration interface | 55 Main configuration interface on page
55
Configure plain maps on page 56
NagVis maps 57 Manage backgrounds on page 57
Manage maps on page 59
Map object types on page 64
Icon objects on page 64
Line objects on page 66
Automap 69
Geomap 71 Adding Google API Key on page 71
View points on page 73
Locations on page 74
Links on page 76
Rotation pools 78

53
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Introduction

Introduction

NagVis is a visualization add-on for Nagios and it is used to visualize Nagios
data, e.g. to display IT processes like a mail system or a network infrastructure.

In this chapter each type of map will be described. You will also learn how to
complete the most common tasks like how to

* add, edit and delete maps
* add, edit and delete objects
*  change global configuration

The first thing you will see when you open up NagVis in Ninja is a few default
demo maps, Automap and Geomap.

The picture below shows an example of how the view may look like.

Maps (configure)

Demo-server @' Demo-map e/x Automap

NagVis Demo

Rotation pools

It is from this view you can display and manage you maps.
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Configuration interface

All settings are administrated through the Configuration Interface . The
Configuration Interface can be reached either from the configuration link at the
top of the default view or from the edit buttons in the header of all plain maps in
the thumbnail view on NagVis first page.

Main configuration interface

To open up the Configuration Interface

1

Click on NagVis in the main menu of Ninja.
4] NagVis

Click on the (Configure) link at the top of the page.

Maps (configure)

Right click anywhere in the page and the Configuration Interface will show
up.

NagVis
Welcome to Nangs WUI W, Nagvis.org

This is the Magvis web configuration interface. You can use it to
configure Magivis or build your own Nagwis maps via browser,

To start just right click on this background image,
a context menu should open.

Hawe fun using MNagwvis, please report problems or bugs.

From here you may now:

change the global configuration
add, edit and delete map and objects
add and delete background images
add, edit and delete shapes

configure the backend.
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Configure plain maps

To configure a plain NagVis map

1
2

Click on NagVis in the main menu of Ninja.

€ op5

Click on the (Configure) icon in the header at the top of every plain NagVis

map.

demo2

L E ;

i

Right click anywhere on the map and the Configuration Interface will show

up.

Open map
Open in NagVis

Restore
Options
Acld object

Mag'is configuration

Manage
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NagVis maps

As you have seen there are a couple of demo maps in the default configuration.
They are included so you have something to start with when you are using NagVis
for the first time.

Manage backgrounds

When you start to create your own maps you will need to have a background
image. The background image can be what ever you want.

The following image types are supported:

*  Jjpeg
* png
o gif

Add

To add a new background image

1 Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

2 Right click anywhere in the map and choose Manage -> Backgrounds

Open map b

Open in NagVis b

Restore

Options

Add object ]

MagVis configuration
Maps
Shapes
Backends

3  Click in the text field or Browse in the “Upload background image and
choose the image to upload.

Upload background image

Choose an image I | Browse... |

| Upload |




58 NagVis 0 op5
NagVis maps

4 4. Click Upload. Now your background image is ready to use.
Delete

To delete a background image

1  Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

2 Right click anywhere in the map and choose Manage -> Backgrounds

Open map *

Open in NagVis 2

Restore

Options

Add object ]

Mag'is configuration
Maps
Shapes
Backends

3 Under Delete background image choose the background image you like to
remove and click Delete.

Delete background image

Choose an image demo_background.png ;I
| Delete
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Manage maps

Add

There Add are two ways to add a new map to NagVis.
To add a new map

Alt. 1

1  Onthe NagVis default page type in the name of the new map in the Create
Map box:

Create map

2  Click Create.

ﬁ The map name can not contain any spaces

Alt. 2

1  Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

2 Right click somewhere in the map and choose Manage -> Maps

Open map k
Open in MagVis k
Restore

Options

Add object k
Mag'is configuration

Backgrounds
Shapes

Backends
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3 Now fill in the following fields:

€ op5

Create map

Map name

Email-Service

User with read permissions

EVERYOMNE

User with write permissions

EVERYOME

Map Iconset

Background Eemail_serviceznaguiszmap.pniTI
| Create
Option Description
Map name The map name without space in the

name. ?

User with read permissions

The users how shall be able to view
the map. b

User with write permissions

Users who shall be able to modify the
map. b

Map Iconset

Choose what iconset you like to use.

Background

Choose what background image you
like to use.

a.This will be the name of the map and used both in URLs and it will be the name
of the configuration file in the file system

b.EVERYONE or usernames separated with a comma (,)

with objects.

Click on the ’Create” button and your map is created and ready to be filled
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Change options
Since the Add new map window is pretty limited you probably want to change
some of the options for your newly created map.
To find the Option window for your map.

1  Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface. Remember to chose what map
to edit.

2 Right click anywhere in the map and click Options

Open map »
Open in NagVis k
Restare

| Options E\ |
Add object »

Mag'is configuration
Manage 3

The number of options is large. For more information about the options please
read more in the official NagVis Manual at:

http://www.nagvis.org/documentation
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Deleting a map

There are two ways to delete a map.
To delete a map

Alt. 1
1  Click delete icon in the header of a plain NagVis map

demo2 o &]

2  Click Ok and the map is deleted.

Alt. 2

1 Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

2 Right click anywhere in the map and choose Manage -> Maps

Open map F

-

Open in Nag\is

Restare

Options

Add object 3

Mag'fis configuration
Backgrounds
Shapes
Backends

3 Under Delete map choose the map you like to remove and click Delete.

Delete map

Select map Edemu ;I
| Delete

4  Click Ok in the java script dialog that shows up and the map will be deleted.

Once the map is removed you will be redirected to the NagVis WUI page. From
here you may open up the Configuration Interface by right click on the page.
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Renaming a map

To rename a map

1 Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

2 Right click somewhere in the map and choose Manage -> Maps

Open map k

-

Open in NagVis

Restore
Options
Acdd object »

Mag'ie configuration

Backgrounds

Shapes

Backends

3 Select the map you like to rename.

Rename map

Select map

Hew name

| Renm

4 Type the new name in the New name text field and click Rename.

5  Click Ok in the java script dialog that shows up and the map will be deleted.
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Map object types
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A map can have three types of objects. See the list of objects below:

. Icon
. Line
*  Special

Each object type consist of a number of objects that may be used in a map. The
table below briefly describes what objects each type includes:

Object Type

Objects

Icon

Host

Service
Hostgroup
Servicegroup
Map

Line

Host
Service
Hostgroup

Servicegroup

Special

Textbox

Shape

If a host is in a problem state or a service on that host is in a problem state the host
will be displayed in a non-green color (red, yellow or grey).

If you hover the mouse over an object you will get a summary of how the current

object.

Icon objects

As you can see in the table in Map object types on page 64 the type Icon consists
of five different objects. All of them are icons that displays status of a certain
object in op5 Monitor. They will change color depending of the status of the
corresponding object in op5 Monitor.
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Adding a host icon

To add a host icon

1

Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

Right click somewhere in the map and choose: Add object -> Icon -> Host

Open map k
Open in NagVis F
Restare
Options

Line 4 Service
Mag\is configuration Special k Hostgroup
Manage » | Servicegroup

Map

You will now get a mouse pointer looking like a cross:

Click on the map where you like to add your host.

A box with the host options is now shown.

TITLE

host_name

The options marked with red text are mandatory. So the host name is the
only one you have to change for now.

Click Save and your object is saved on the map.
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Line objects

A line object is a printed line between two objects. It can symbolize a connection
between two icon objects and be associated with a Nagios object.

Adding a line

Here we will add a line between two hosts and connect it to a PING service.

To add a line

1  Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

2 Right click anywhere in the map and chose: Add object -> Line -> Service

Open map k

-

Open in MagVis

Restore
Options
lzon ¥ |
Host
Mag\vis configuration Special b *
Manage k Hostgroup ™

Servicegroup

3 Place the line between your objects like this:

a Click on the host icon you like to start your line from.
b Drag the mouse to the other host you like to connect the line to.

¢ Click where you like to end the line.
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4 A box with the line options is now shown.

TITLE

host_name

-
service_description A» Manual Input... *
X 237472

¥

—eai———r

FISW_wp e

line_type

lin i - PR ————

[T

The options marked with red text and line type are mandatory. So the host
name, service descriptions and line type the only one you have to change for
now.

5 Click Save and your object is saved on the map.

Deleting objects

To delete an object

1  Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

2 Hover your mouse pointer over the object icon and the following dialog is
shown

i F Modify @ Delete
Configured

type host
object_id 2
host_name switchl-gbg
Ed 404
" 206
label_show 1
label_text Switch 01 Gbg
label_y +30
label_background |#ffffff
url [htrmlegi]lfnagvis/view/switchi-gbg

3 Click Delete and the object is removed.
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Modifying objects

To modify an object

1 Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

2 Hover your mouse pointer over the object icon and the following dialog is
shown.

g Maodify @ Delete
Configured

type host
object_id 2
host_name switchl-gbg
kS 404
¥ 206
label_shaow 1
label_text Switch 01 Gbg
label_y +30
label_background |#ff
url [htrnlcgil/nagvis/view/switchl-gbg

3 Click Modify and the object option box is shown.
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Automap

Example 1

When you take a look at the Automap for the first time you will see the complete
tree, including all your hosts. If you only like to see one part of the tree you have
to change the following configuration setting:

defaultroot

Defaultroot tells Nagvis what host to start your tree with.

Example of how the defaultroot works in NagVis Automap

In this example we have the following tree in op5 Monitor.

Ld

weew e ample . net

L%
E b2
wenw.opS com E
Fwwill
/ "
/ mai k1
7
it hl-gbg \\\
E / \ hd
.rn-:-nit-r wmai
7 Ld
e do0l

As you can see here the monitor host is marked with a line around it. That mark
indicates that monitor is set to defaultroot and all of its children are displayed.

If you set the host fw01 as defaultroot in Nagvis the automap only display fw01
and it’s children (www.example.net and www.op5.com). The picture below
shows how it would look like:

L

we'w example . net
Ed

wnw.opd com
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Setting defaultroot

This is done when you have one of the maps in Edit mode.

To set defaultroot.

1 Follow the instructions in Main configuration interface on page 55 about
how to open up the Configuration Interface.

2 Right click somewhere in the map and choose: Nagvis configuration

Open map F

-

Open in Nag\is

Restare
Options
Add object 3
Manage Y

3 Scroll down to Automap and type in the complete host name in the text

box:
automap
defaultparams G |
defaultroot O |f'NUl
graphvizpath O |
showinlists O | %I
_______,.___,.-—-—_--——_in:lnl__._.-—-__._._r-—-_____._.—_
P2 ST i =g L |1_r||=
| Sawe—|

4  Click Save and the new setting has been saved.
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Geomap

The Geomap is a special map that use Google Maps to create the map. To be able
to use the Geomap you must to have a connection to the Internet.

Note: Your nagios server must have access to the internet to get the address
search to work because that part is done on the nagios server.

When you open up the geomap for the first time it will look like this:

Initialization failed: please check the API key,

swf location, version and network availability.

You are here informed that you need a Google API Key to be able to start use the
geomap. You can read about how to Adding Google API Key on page 71.

Once you have the Google API Key in place you can start adding objects to the
Geomap.

Adding Google API Key

First of all you need a Google Account to be able to get the Google APl Key. All
about how to get a Google Account can be found at:

https://www.google.com/accounts/

When you have your Google Account ready you only have to follow the
instructions below to get your own Google APl Key and add it to the Geomap.

1 Open up the Geomap from the NagVis default view described in 3.
2 Click Settings tab to the right in Geomap:

(o


https://www.google.com/accounts/
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Geomap

3 Click Get Google Maps Key.

-
":..E'..i" Settings )

z

w
= 2
§’ =]
o r.f"f:' Get Google Maps Key &’ -
Apply |

AN

A new window/tab will be opened in your browser with the Sign Up page

in.
4  Scroll down to the bottom of this page and enter the address to your op5

Monitor server

Remember to use https if your op5 Monitor server is supposed

A to be reached via HTTPS.

If you use http and the address to your server is 192.168.1.192 then you
should fill in the form like this:

| have read and agree with the terms and conditions (printable versior

My web site URL: [http://192.168.1.192 |

Tip: Signing up a key for http:Avourdomain. com is usually the hest
practice, as it will work for all subdomains and directories. See this

FAQ for more information.

[ Generate API Key ]

5 Click Generate API Key.
6 Now copy the entire line shown in green text below. This is the key Google

generated for you.

Thank You for Signing Up for a Google Maps APl Key!

Your key is:

ABQIAAAAKAWLXazDmttzI 22MDpc TWET TmTQx2TWD 1

B

(<] m [
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7  Paste your key in the text field in the Setting box in the Geomap.

-
i._..f Settings ]
fakfdaif4432kfa-fakfadifdaf-
-
E kfdiafakflf324-43-fka-GIKAS39-19
= z
g 2
o .-’J Y Get Google Maps Key £
Apply
L

8 Click Apply to save your key.

View points
View points are sort of shortcuts to predefined views in your Geomap. You can
add and delete your own view points.

After you have added view points to your Geomap you can reach them just by
clicking on the ”view point™ tab to the right in the Geomap.

Adding a viewpoint
From start there are no view points in the Geomap.

To add a view point
1 Open up the Geomap from the NagVis default view described in the
Introduction on page 54.

2 Navigate and zoom to the view you like to save.

3 Click on the "view point“ tab to the right in the Geomap:

E

4  Enter the name of the new view point in the text field at the bottom of the
“view point“ tab and click on the ”Save* button.

p
* view Points ()

[Su:uuth of Sweden ]l Savek__]l Delete J
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Now you may reach your view point quick and easy no matter where you are in
the map.

Deleting a viewpoint

To remove a view point

1 Open up the Geomap from the NagVis default view described in the
Introduction on page 54.

2 Click on the ”View point® tab to the right in the Geomap:

E

3 Mark the view point in the list in the view point tab and click Delete.

-
# view Points ()
Woarld
Europe
Gothenburg
[Gc\thenburg ]l Save JI DE'EtE&_J

.,

Locations

Before Geomap is useful you have to add locations to the map. Each location can
be associated with a Nagios object. The following object types can be used:

* Host

*  Service

*  Host Group

*  Service Group

You can also decide what action Geomap shall take when you double click on a
location.
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Adding a location

Here we will add a new location. First we need to locate where on the map we
want to put it. Then we save the location with some basic settings.

To add the location

1

Open up the Geomap from the NagVis default view described in the
Introduction on page 54.

Click on the Address Search tab to the right in the Geomap:

(&

Type in an address in the text field and click Locate:

-
'*uéh Address Search (B

[Fﬁl'ita Linggatan 19, Géteborg

Locate

a

If the Geomap has found one or more locations it will display a “bubble”
for each hit like this:

o
5,

A
(i~ Suomi
Finland
Sverlge

BdEn )

Mo

[T

Uinited g

Ingdom . Palska W
Paoland E

Click on the “bubble” and the Locations tab will show up like this:

[5?.599?238 ][11.94499?? ]
: 8
Férsta Langgatan 19, 413 3
c
Gothenburg, Sweden s g
B g5 g
: HE
@ HEIE
Add
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5  Give the location a name by typing it into the name text field in the
locations box.

Add

6  Click on the vertical bar, in the locations tab, called Monitored object here
we add a nagios object to the location.

-

%. [ Location TJ )
[] — Associate with

| v

Object:

Momne

Monitored Object

| Description

| General
Actions

Add

a Click on the Type drop down list and choose Host group.
b  Click in the Object field and then click on Browse....

Select the host group you would like to associate with your location
and click Select.

7  Click Add to save your new location to the Geomap.

Links

When you have added a couple of locations to your Geomap you might want to
add a link between them. This can easily be done by associating a service to a so
called link object.
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Geomap

Here we will use two locations called:

Gothenburg
Stockholm

The locations listed above are associated with one host each.

Now we will add a link between the two locations and associate it with a service
that will symbolize the link between the both locations.

To add the link

1

Open up the Geomap from the NagVis default view described in the
Introduction on page 54.

Click on the Link tab to the right in the Geomap:

Choose locations, in the two drop down lists, that you will add a link
between.

-
g [ Link - Create Mew L J (k)
Locations :
: - g
l )| 3
£l=
o HEIE:
Connect
p.

A white line will now appear on your Geomap between the chosen
locations.

Click on the vertical bar, in the locations tab, called Monitored object here
we add an nagios object to the link.

a Click on the Type drop down list and choose Service.
b Click in the Object field and then click Browse....

¢ Select the service you would like to associate with your link and click
Select.

Click Connect to save your link.
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Rotation pools

The Rotation pools are just sets of NagVis maps that are used to rotate between.
So you can open up a rotate pool to have your maps shown for a certain time and
then the rotate function will switch to the next map in the pool.

Note: Neither automap nor Geomap kan be used in a rotation pool.
There is no GUI to use for administration of the rotate pools. You have to edit the
nagvis.ini.php file that is located here:

/opt/monitor/op5/nagvis/etc/nagvis.ini.php

Adding a rotation pool

To add a new rotation pool you have to edit nagvis.ini.php. Look in the file for
the following section:

; Rotation pool definitions

To add a rotation pool

1 1. Logon to your op5 Monitor server, as root, via ssh or directly at the
console.

2 2.0Openup nagvis.ini.php in your favorite editor.

3. Go down to the ”Rotation pool definitions* and add the following lines:
[rotation demo]

rotationid="demo"

maps="demo, Demo2:demo2"

interval=15

The table below describes the options shown above:

Option Description

[rotation NAME] NAME is the displayed name of this
rotation pool on NagVis default
page.

rotationid="NAME” NAME is the ID of this rotation

pool, need to be the same as NAME
in [rotation NAME].

maps="mapl, map?:Maps” The Maps 1s a label which is being
displayed in the index pages rotation
list.

interval=15 15 is the rotation time in seconds

between the maps.
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c Maps must be named exactly the same as the corresponding cfg file.

4 Save and quit your editor.

5 Go back to your browser and reload the NagVis default page
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About Reporting

This chapter covers the following topics:

Subject

Page

Subsections

Reports

82

SLA on page 82

Availability on page 86
Save reports on page 92
Schedule reports on page 93

Modifying scheduled reports on page
95

Deleting scheduled reports on page
95

Debug Availability reports on page
95

Events and logs

96

Alert summary - Top alert producers
on page 96

Trends on page 99
Event log on page 102

The logs are grouped by hours to
make it a bit easier to find what you
are looking for. on page 102

81
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SLA

The Monitoring headline basically covers everything in opS Monitor that is
happening in real time. It shows you the status on your hosts and services right
now. The Reporting headline is about letting the user create historical reports
from the information that op5 Monitor has collected.

A monitoring system receives a huge amount of data from your IT environment.
op5 Monitor has a powerful but yet very easy built-in report generator.

Reports are made from events that have occurred in time, by elements, services
or specific groups.

The reports in op5 Monitor can be mapped against unique Service Level
Agreements. This means that you can directly see and follow-up both your
internal and external SLAs.

Creating a SLA report

You can either do it a fast an easy way and only follow step 1-3 and 11 in the
following guide. By doing that you will use default values in almost all settings.

The complete instruction describes all settings.
To create a SLA report
1  In the main menu to the left click SLA Reporting

i SLA Reporting

And the répbrt setup page is displayed
SLA report
 Switch to Avaiabiy report

¥ Report type

Hestgroups 4+ | Select
Available Hostgroups Selected Hostgroups

Environment

Webservers

network =

printers

unix-servers <

win-servers
¥ Reporting period ¥ Report time: period

This Year o N
¥ SLA calculation method

Group availability (SLA) H
¥ [ Count scheduled downtime as uptime V[0 usealias
L1 MAssumc states during program downtime
ﬂgnssumc initial states (’glr:\udu soft states
W First assumed host state W First assumed service state

First Real State ¥ First Real State +

W[ save report W Cluster mode

W Enter SLA

.V Jan .V Feb ) Mar _ Apr ¥ May M dJun W dul M Aug . Sep M Oct .V Now J Dec

% % % % % % % % % % % %
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Choose Report type (what type of objects to base your reports on).

V' Report type
Hostgroups s | Select

We use hostgroups in this guide.

Select the objects you like to base the report on and move them from
Available hostgroups to Selected hostgroups.
Awailable Hostgroups Selected Hostgroups

Webservers Environment
network
printers
UNK-Servers
Win-servers

Select Reporting period and Report timeperiod. If you leave Report
timeperiod empty it will be the same as 24/7.
¥ Reporting period ¥ Report time period
This Year ]

L]

Choose what SLA calculation method to use.

W SLA calculation method
Group availability [SLA) H

You may choose between !

*  Group availability (SLA)
*  Average

Set the desired values in the following options or go directly to step 7 and
leave the settings with their default value.

a Choose if you like to count scheduled downtime as uptime.
¥ | count scheduled downtime as uptime
b  Choose whether you like to see the alias instead of the host name in the
generated report.
¥ [ use alias

¢ Choose whether to assume state during op5 Monitor downtime.?

L Eﬁ.ssume states during program downtime

1.Traditional Availability reports are based on group availability (worst case). An al-

ternative way is to use average values for the group or object in question. Note that

using average values are by some, considered not to be actual SLA.
2.If the application is not running for some time during a report period we can by this
option decide to assume states for hosts and services during the downtime.
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d  Choose whether to assume if the system is logging initial states or not.
op5 Monitor does by default so if you have not changed anything in the
nagios.cfg file leave the default value as it is.

O ™ assume initial states

e Choose whether to include soft states or only use hard states in the
report.

O ™ Include soft states

7  How to assume first host and service state.!

WV First assumed host state V First assumed service state
First Real State H First Real State

L2

Choose between:
*  Current state
The state the host or service has at the moment when the report is

created.
*  Unspecified
No value given at all.

» First Real state
Here the first real state (OK or not) found in the logs will be used.

*  Host UP / Service OK
This force the first state to be assumed to be UP or OK, depending of
if it is a host or service.
Host Down / Service Critical or Warning

This force the first state to be assumed to be Down or Critical/
Warning, depending of if it is a host or service.
*  Host Unreachable / Service Unknown

This force the first state to be assumed to be Unreachable or Unknown,
depending of if it is a host or service.

8 Ifyou like to save your report already here in this state check the Save
report box and type in the name of the report. This can be done later.

¥ [ save report

9  Check Cluster mode to create the report where the group logic is reversed
so that the OK/UP time is calculated using the most positive service/host
state of the selected objects.

W [ cluster mode

1.If there is no information about the host or service in the current log file, opS Mon-
itor can assume status of the host/service.
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10 Type in the SLA values with values from 0.00 to 100.00.
¥ Enter SLA

Click on the icon in front of the name of the months to copy the value to the
other months that are available !.

11 Click Create report.

SLA report result

When you have created your report you will get a result page looking like this.

SLA breakdown ( ) =i gl &
Reporting period: thisyear (2010-01-01 to 2010-04-07) = b

To scheduile this report, save it first
W SLA breakdown for: Environment

100 b 1

o

]
i Jan Feb Mar
l:l SLA Compliance

B Breached sia [ Furfitied sLa Period
W SLA breakdown for: Environment
JAN FEB MAR
SLA 99.000 % 98.000 % 99.000 %
Real 100% 9 99.999 % ¥ 100% @

i) Group members
ENVIRONMENT
environment1

The table below describes the parts of the result page

Nr Description

1 The icons gives you the possibility to
*  save the report
*  save the report as a pdf

e print the report.

1.0nly the months that is included in the report and where data is found will be avail-
able.
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Nr Description

2 The report graphs.

Click on the numbers on top of every bar and you will get a detailed
report for that month.

3 The report result in numbers.

4 A list of every object included in the report. Click on the object name to
get a SLA report for each and every object.

Availability
The availability report shows availability of host groups, service groups, hosts or
services during a selected report period.

op5 Monitor comes with two different kinds of availability reports. The standard
one that comes with Nagios and a new one with extended functionality and nicer
presentation. As default the op5 availability report is used but you can reach the
old CGI reports by clicking on the Old Availability link.

Creating an Availability report

You can either do it a fast an easy way and only follow step 1-3 and 10 in the
following guide. By doing that you will use default values in almost all settings.

The complete instruction describes all settings.
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To create an Availability report

1

In the main menu to the left click Availability

& Availability

And the report setup page is displayed

Availability report
il switch to SLA report

V' Report type
Hostgroups

Available Hostgroups

Environment
Webservers
network
printers
Unix-servers
Win-servers

V' Reporting period
Last 7 Days

W sLa calculation method
Group availability [SLA)

W [ Count scheduled downtime as uptirme
L EASsume states during program downtime
O ™ Assume initial states

W First assumed host state
First Real State

¥ [ save report

Create report

-
-

L L

ik

ik

Select

Selected Hostgroups

VU Report time period

V[ use alias
i D Output in CSV format
O ™ include soft states

¥ First assumed service state
First Real State

¥ [ cluster mode

Reports

s

Choose Report type (what type of objects to base your reports on).

V' Report type
Hostgroups + | Select

We use hostgroups in this guide.

Select the objects you like to base the report on and move them from
Available hostgroups to Selected hostgroups.

Available Hostgroups

Webservers
network
printers
Unx-servers
Win-servers <

Selected Hostgroups
Environment
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Select Reporting period and Report timeperiod. If you leave Report
timeperiod empty it will be the same as 24/7.
¥ Reporting peried ¥ Report time period
This Year H

L]

Choose what SLA calculation method to use.

V' SLA calculation method
Group availability (SLA) ]

You may choose between !

*  Group availability (SLA)
*  Average

Set the desired values in the following options or go directly to step 7 and
leave the settings with their default value.
a Choose if you like to count scheduled downtime as uptime.
¥ ] count scheduled downtime as uptime
b  Choose whether you like to see the alias instead of the host name in the
generated report.
W[ Use alias

¢ Choose whether to assume state during opS Monitor downtime.?

v E.ﬂ.ssume states during program downtime

d  Check this check box if you like to have the report output in CSV
format instead of the ordinary graphical result.
¥ ] output in CSV format

e Choose whether to assume if the system is logging initial states or not.
op5 Monitor does by default so if you have not changed anything in the
nagios.cfg file leave the default value as it is.

O ™ assume initial states

f  Choose whether to include soft states or only use hard states in the
report.

O ™ Include soft states

1.Traditional Availability reports are based on group availability (worst case). An al-
ternative way is to use average values for the group or object in question. Note that
using average values are by some, considered not to be actual SLA.

2.If the application is not running for some time during a report period we can by this
option decide to assume states for hosts and services during the downtime.
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How to assume first host and service state. !

V First assumed host state V First assumed service state
First Real State H First Real State

e

Choose between:

*  Current state
The state the host or service has at the moment when the report is
created.

*  Unspecified
No value given at all.

+ First Real state
Here the first real state (OK or not) found in the logs will be used.

* Host UP / Service OK
This force the first state to be assumed to be UP or OK, depending of
if it is a host or service.
Host Down / Service Critical or Warning

This force the first state to be assumed to be Down or Critical/
Warning, depending of if it is a host or service.

« Host Unreachable / Service Unknown

This force the first state to be assumed to be Unreachable or Unknown,
depending of if it is a host or service.

If you like to save your report already here in this state check the Save
report box and type in the name of the report. This can be done later.

¥ [ save report

Check Cluster mode to create the report where the group logic is reversed
so that the OK/UP time is calculated using the most positive service/host
state of the selected objects.

W [ cluster mode

10 Click Create report.

1.If there is no information about the host or service in the current log file, opS Mon-
itor can assume status of the host/service.
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Availability report result

When you have created your report you will get a result page looking like this.

Hostgroup breakdown =
F{epnrt?'u; peF:iDd: lastfdays (2010-03-31 to 2010-04-07) E ﬁ / lll.- E y E y =
' WEBSERVERS UP UNREACHABLE DOWN UNDETERMINED

99,770 % & 0% | 0230% Y 0%

100 % & 0% 0% 0%

100 % & 0% 0% 0%

100 % & 0% 0% 0%

99,943 % Y 0% 0057 %@ 0%

Group availability [SLA) 90.770 % & 0% 0.230% @ 0%
Make testcase

0/ STATUS OVERVIEW : WEBSERVERS

99.5%

m P
m DOWN

The table below describes the different parts of the result page.

Nr | Description

1 | The action icons gives you the possibility to change and save the report.
From left to right, those are the icons:

»  Save it to be able to create a scheduled report
»  Edit some report settings in a popup frame

*  View the same timeperiod with the same objects in the old CGI
availability report.

*  Download the report as a CSV file.
*  Show the report as an PDF.
*  Print the report.
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Nr | Description

2 | This is the actual result. You can here see how much time each object
has been in the different states.

Click on the object names in the list to get a more detailed report.

There are two summary rows in the bottom of the table:

* Average
This is the average value for a group of hosts/services. It is
calculated by adding the % Time for each host/service and then
divide the total value with the amount of hosts/services in the
group.

*  Group Availability (SLA)
This value is only calculated for UP and PROBLEM states (for
services OK and PROBLEM states). It displays the amount of time

where all hosts/services in the group has been UP/OK or in a
PROBLEM state at the same time.

3 | The Make testcase button creates debug information to send to the
developers at op5 if needed for any support case.

Read more in Debug Availability reports on page 95

4 | A pie chart displaying the result in a graphical way.

Editing the availability report settings

You do not have to create a totally new report if you only like to change a minor
settings of the one you just created.

To edit the settings
1  Click edit settings.

&+
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2 Edit the settings you like to change in the dialog shown below. All options
are described in Creating an Availability report on page 86.

Q

S
Report settings

Reporting period
Last 7 Days

-

SLA calculation method
Group availability {SLA)

-

E Count scheduled downtime as uptime
[ Assume initial states
[ Cluster mode
First assumed host state
First Real State

a

First assumed service state
First Real State

an

[ save report
Update report

3 Click Update report to save the new values.

Save reports

There are two reasons for saving a report:
» Itis easy to reach the same report the next time you like to see it.

*  You can automate the report by scheduling it to be sent to you or anybody
else in an email.

As you saw in Creating a SLA report on page 82 and Creating an Availability
report on page 86 and you are able to save the report already when creating it from
the beginning. Many times you like to see the result first and maybe edit some
settings before you save the report.

The procedure is the same for both SLA reports and Availability reports. In the
guide below we will use a SLA report.
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Saving a report

To save a report
1  Create a new report as in Creating an Availability report on page 86.

2 In the result page click Save report.
=

3 Give the report a name.

(¢

Save report

Save report
Webservers this year

Save

4 Click Save.

Schedule reports

When you want to have the reports on regularly basis and do not want to get it
through the op5 Monitor GUI each time it is a good idea to schedule the report.

Before you schedule a report you ned to create it ( Creating a SLA report on page

82 or Availability report result on page 90) and then save it (Save reports on page
92).

Scheduling reports can be done from two places in the GUI:
* In the result page
*  From the page where you create the report.

In the guides below we will schedule a SLA report but it is done exactly the same
way for the availability reports.
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To schedule a report from the result page

1
2
3

Create the report as shown in Creating a SLA report on page 82.
Save the repot as shown in Saving a report on page 93.

Click create schedule icon.

Fill in the options in the the new window.

New schedule

Report Interval
Weekly

Recipients

Filename

Description

Save Clear

Choose Report Interval. This will be how often the report is suposed to
be sent.

Add Recipients email addresses, separated by a comma.

Give the report a file name. This is the name that the pdf file will have
when it arrives in your mailbox.

5 Click Save.
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Modifying scheduled reports

To modify a scheduled report

1  Click Schedule reports in the main menu.
@ Schedule reports

2 Double click on any field you like to modify.

SLA Reports
INTERVAL REPORT RECIPIENTS FILENAME DESCRIPTION ACTIONS
Weekly Webservers this year john.doe@example.org Webservers_this_year.pdf | Double click to edit | | ﬁ

3 Click OK to save.

RECIPIENTS
john.doe@example.org

Deleting scheduled reports

To modify a scheduled report
1  Click Schedule reports in the main menu.

) Schedule reports

2  Click delete icon on the schedule you like to delete.

=

3 Click OK.

Debug Availability reports

Sometimes things does not work as they are supposed to do. There fore we have
built in a debug button for the Availability reports. This makes it easy to send the
needed data to the op5 developers.

To send debug data to op5
1  Create your report as shown in Creating an Availability report on page 86.
2  Click Make testcase.
Make testcase
3  Save the file report-test.txt

4  Send an email to op5 Support with the report-test.txt file attached to
the email.
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Alert summary - Top alert producers

One of the most useful things when working with op5 Monitor is the Top alert
producers report. This report is created from the Alert summary.

The Top alert producers reports makes it easy to identify the biggest problem
producers in your environment monitored by op5 Monitor.

There are a few predefined alert summary reports included in op5 monitor but to
get the top alert producers we need to create a custom report.

Creating a Top alert producers report

To create a Top alert producers report

1  Click Alert summary in the main menu.

Alert summary

2 Select custom report mode.

Report Mode
":.3 Standard E} Custom

3 Select all hostgroups.

Available Hostgroups Selected Hostgroups

Environment
network
printers
uUnix-sern'ers
Webservers
Win-servers

4  Seclect Report period I

Report Pericd
Last 31 Days ]

5 Select Report type and set it to Top alert producers.

Report Type
Top Alert Producers H

6 Leave the Alert Types with the default value.

Alert Types
Host and Service Alerts 5

1.Since this is the first time we generate this report we use the last 31 days. When you
use this on, for example, weekly basis you could use the last 7 days.
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7 Choose Hard states for State Types, we are only interested in the real
problems.

State Types
Hard States H

8 Choose only problems sate for both hosts and services.

Host States Service States
Host Problem States H Service Problem States H

9  Set the number of items to show in the resulting report. !
ltems to show
50

10 Click Create Summary Report.

Top alert producers result

Now we have a report ready to be examined.
Top hard alert producers

2010-03-08 12:13:54 to 2010-04-08 12:13:54
Duration: 30d 23h Om Os

SERVICE TOTAL ALERTS
148

103

61

10

RANK PRODUCER TYPE
Service
Service
Service
Service

i

LR RE R R

The reason for doing this is to minimize the number of false alerts and false
notifications. Now start working with the problems. The sooner the better. You
do not want to end up with a monitoring system you do not think you can trust.

Saving an Alert summary report

Alert summary reports are usefull from time to time. So when you have created a
new one you will probably like to use that one an other time. Then it is a good idea
to save it.

To save an Alert summary report.

1  Create an Alert summary report like you did in Creating a Top alert
producers report on page 96 and before you gennerate the report:

2 Click Save report.
[ =ave report

3 Enter a name for the report and click Create Summary Report.

1.If you have a large environment with a lots of host you might want to increase the
number of shown items.
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Scheduling an Alert summary report
For the exact same reason as it is to schedule an availability report or a SLA report
you might want to schedule an alert summary report.
To schedule an alert summary report

1  Create an Alert summary report like you did in Creating a Top alert
producers report on page 96.

2 Click the plus icon at the right top of the page
+

3 Chose:
Report interval
Recipients (email address separated by a comma)
Filename (the name of the pdf that will be sent to the recipients)

(x)

' New schedule

Report Interval Recipients Filerame
Weekhy v

Description

Save | Clear

4 Click Save.
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Trends

Trends display a graphic view of status on a host or a service during a selected
time period. This graphical view can also be reached from Availability reports.

Creating a trend report

To create a trend report
1  Click Trend in the main menu.

Trends

2 Select the objects you like to base the report on and move them from
Available hostgroups to Selected hostgroups.
Ayailable Hostgroups Selected Hostgroups

Webservers Environment
network
printers
UnX-servers
Win-servers =

3 Select Reporting period
V' Reporting period
This Year ¥

4  Set the desired values in the following options or go directly to step 7 and
leave the settings with their default value.

a  Choose whether to assume state during op5 Monitor downtime.!

L Eﬁ.ssume states during program downtime
b  Choose whether to assume if the system is logging initial states or not.

op5 Monitor does by default so if you have not changed anything in the
nagios.cfg file leave the default value as it is.

O ™ assume initial states

¢ Choose whether to include soft states or only use hard states in the
report.

O ™ include soft states

1.If the application is not running for some time during a report period we can by this
option decide to assume states for hosts and services during the downtime.



100 Reporting ‘ op5

Events and logs

5 How to assume first host and service state.’

WV First assumed host state V First assumed service state
First Real State H First Real State

L2

Choose between:
e Current state

The state the host or service has at the moment when the report is
created.

*  Unspecified
No value given at all.

+ First Real state
Here the first real state (OK or not) found in the logs will be used.

* Host UP / Service OK

This force the first state to be assumed to be UP or OK, depending of
if it is a host or service.

Host Down / Service Critical or Warning

This force the first state to be assumed to be Down or Critical/
Warning, depending of if it is a host or service.

* Host Unreachable / Service Unknown

This force the first state to be assumed to be Unreachable or Unknown,
depending of if it is a host or service.

6 Click Create report.

Viewing a Trend report
The Trend report result is actually divided into two parts.
*  The upper part that contains the trend line.

*  The lower part containing an availability report.

1.If there is no information about the host or service in the current log file, opS Mon-
itor can assume status of the host/service.
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The picture below shows the result page.

State History for Hostgroup(s): Webservers ﬂ Start: 2010-04-04 21:18, End: 2010-04- ﬁ
2010-04-01 14:34:25 - 2010-04-08 14:34:25, 04 21:20, Duration: 1m 10s, Output:
Reporting period: last24hours (Duration: 7d) www belmonttools .com went from 0 to 1 @f

2010-04-08 2010-04-07

@ View corresponding Availability report

WEBSERVERS @ ACTIO UP UNREACHABLE  DOWN UNDETERMINED
www beimontioois.com | [=] €2 €5 [ (gl se7E2% @ 0% 0218% 0%
www google.de EE® A 1% 0% 0% 0%
Bee i 100%9 0% 0% 0%
www.sunet.se EEe A 1% 0% 0% 0%
Average 99.945 % & 0% 0055%% 0%
Group availability (SLA) 98.782% & 0% | 0218% ¥ 0%

The table below describes the different parts of the trend reports result page.

Nr | Description

1 | This is the trend graph showing you when the objects has been Up/OK
or in a problem state.

2 | Hover your mouse pointer over any of the sections of the trend graph and
you will get a small popup showing more detailed information about the
section.

3 | Click edit settings icon to change some of the settings of the graph.

4 | This whole part of the result page show you the corresponding
availability report breakdown for the objects in the trend report.

5 | Clicking the action icons and you will get other useful information about

each and one of the hosts included in this report.

From left to right this is the actions that can be performed here:
The action icons gives you

*  service information for this host

* availability report for this host

+  alert history for this host

* alist of notifications for this host

+  alert histogram for this host
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Event log

Events is actually a long list of all evens that has occurred on a host. It shows you
everything from alerts and notifications to op5 Monitor service restartings. In
other words this is a log viewer for the main op5 Monitor log.

Viewing and filtering logs

In the op5 Monitor event log you can
*  view every event that took place in op5 Monitor
» filter out any kind of events you do not want to see

*  set the start and end time of the logs you like to view.

To view the event log
Click Event log icon in the main menu and there you go.
=|| Event log

As you can see in the picture below everything except for Initial and logrotation
states are shown by default.

State type options Host state options Service state options General options
E] Soft states @ Host down @ Service waming [J Hide flapping alerts
@ Hard states E Host unreachable @ Service unknown [JHide downtime alerts
@ Host recovery @ Service critical [JHide process messages
@ Sernvice recovery @ Hide initial and logrotation states

[JHide external commands
] Cider entries first

First time Last time
(Click calendar to select date) (Click calendar to select date)
Update

2010-04-09 12:00

49 [2010-04-08 12:47:54] SERVICE ALERT: www.op5.comHTTF Server,OK;SOFT,3HTTP OK: HTTR/M .1 200 OK -
[2010-04-08 12:47:04] SERVICE ALERT: www.op5.comHTTF Server,CRITICAL,SOFT,2,CRITICAL - Socket tim
[2010-04-08 12:46:04] SERVICE ALERT: www.op5.comHTTF Server,CRITICAL,SOFT;1;CRITICAL - Socket tim

2010-04-09 11:00

g [2010-04-09 11:48:34] SERVICE ALERT: router1;IF 10: ipsecO Traffic,OK;HARD,3;0K - Avg Traffic: 278.03 Kbit's

The event log view is divided into two parts
» filtering
* logs

In the filtering you can change what type of events you like to show and also
between what dates you like to view logs for.

The logs are grouped by hours to make it a bit easier to find what you are looking
for.
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About Configuration

This chapter covers the following topics:

Subject Page Subsections

Introduction 106

View config 107 Viewing config on page 107

My account 108

Backup / Restore 110 Backing up the configuration on page

110
Backup/Restore actions on page 110

Restoring a configuration backup on
page 111

105
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Introduction

Introduction

The Configuration head line in op5 Monitor is all about configuring op5 Monitor.
Everything from you own password to hosts, services, notification escalations
and so on is done here.

The Configuration head line is divided into the following parts
*  View config

*  Change password

*  Backup / Restore

»  Configure, will be covered in the chapter op5 Monitor configuration tool on
page 105.
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View config

In many times you only need to view the configuration without changing it. Then
you should use View config instead of the op5 Monitor configuration tool. This
is a lot easier to get a more complete view of all objects of the same types.

Viewing config

Example 1 In this example we are going to view the hostgroups ordered by description.

1 Click View config in the main menu.

View conflg

As default hosts are shown.

H] Enter text to filter

Object type: || Hosts H]
Hosts
HOST NAME =  ALIAS/DESCRIPTION = | ADDRESS *  PARENT F MAX
HOSTS CHECK
ATTEMPTS
172.27.76.202 172.27.76.202 172.27.76.202 router! 5
down-1 down-1 1234 switch1 5

2 Change Object type to host groups

Object type: | Host Groups H E

3  Click on the sort arrows in the description column

-
-
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My account

My account contains a few settings, including the possibillity to change your
password.

Here you may set

*  pagination behavior

*  how to display passive checks

*  what skinn to use in the GUI

*  keyboard commands used in the GUI.

Pagination behaivor

Paginations are used in almost every view under the Monitoring section. You can
set pagination

e  limit
. step

Table 1  pagination settings

Setting Description

limit Sets the maximum number of items to display on each
page

step Sets the value is used to generate drop-down for nr of
items per page to show.

The way passive checks are displayed

A service which is only recieving passive check results is normally displayed as
inactive. This gives you an icon looking like this:

]

Here you may change how that service is displayed. To change this behavior you
only need to set

Show Passive as Active = On

Then the passive only checks will appear as they were active.

What skin to use in the GUI

In op5 Monitor you are able to create your own skin to use in the GUIL. How to
create your own skin is described in the op5 Monitor adminstrator manual.

Here you may chose what skin you like to use.
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Keyboard commands used in the GUI

You may use your own chortcuts to your keyboard commands. You need to set
one or more modifier key plus any other key.

Possible Modifier keys are

Alt
+  sShift
Ctrl
Modifier keys should be entered in alphabetical order.

Add a combination of keys with a + sign between like
Alt+Shift-£
without any spaces. All keys are case insensitive.

Changing my account settings

To change my account settings

1 Click My account.

2 Make the changes you need to do (password is saved separately).
3  Click Save.

Changing your password

To change your password
1 Click Change password in the top right corner of the My account page
2 Type current password and the new password two times

Change password

Current Password — [ssessss
New Password  [sesssssases
Confirm Password  (sessssseses

Change password

3 Click Change password.

Next time you login you have to use the new password.
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Backup / Restore

The op5 Monitor GUI has got a built-in backup feature. This is not supposed to
be a replacement to op5-backup.

The configuration backup is only backing up the op5 Monitor
A configuration, nothing else.

Backing up the configuration

To backup your op5 Monitor configuration
1  Click Backup/Restore in the main menu.

Backup/Restore

2 Click Save your current op5 Monitor configuration.

o) Save your current ops Monitor configuration

3  Now your backup is created and can be restored at any time you like.
Backup/Restore

A backup of the current configuration has been created
o/ Save your current opS Monitor configuration

BACKUPS ACTIONS
backup-2010-04-10 17.12 S| T

=] [ aew

4  Click the backup archive name to download and save the backup archive
somewhere else.

Backup/Restore actions

In the list of backups the second column is called ACTIONS. This is the functions
you will find there, from the left to the right:

*  View what files are included in the backup.
*  Restor the backup
*  Delete the backup.
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Restoring a configuration backup

To restor a op5 Monitor configuration backup

1  Click Backup/Restore in the main menu.

Backup/Restore

2 Click restor icon on the configuration backup you like to restore.

hr 1

Now the backup has been restored.
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