
Input to conventional computer systems has been
limited to the user’s explicit actions through the mouse and
the keyboard. These input channels are rather impover-
ished in comparison to the increasingly rich multimedia
output of computer systems, resulting in the asymmetrical
bandwidth problem [3]. In
such systems a single mouse-
driven cursor conveys the
user’s attention, goal, action, and perhaps, even his or her
frustration. This situation is likely to change in future
Attentive User Interfaces (AUIs) with new channels of
computer input based on computer vision and
other technologies. AUIs may sense and

track the user’s presence, movement, body posture, head direction, and
other environmental information (See the sidebar “How to Track What
People Do”). A particularly rich source of information for AUIs is the user’s visual
attention as indicated by his or her eye gaze. Our hypothesis is that where the user
looks contextualizes much of that user’s action and hence can be applied to facilitate
human-computer interaction (HCI).

� By Shumin Zhai
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Eye-tracking systems hold
some of the greatest 

potential among AUIs.
Here, two systems that

focus on eye gazing
demonstrate how this
simple form of visual

attention can perform a
level of common 
interactive tasks. 

More on the Eye
The eye is both a servomechanism and a mécanisme de cerveau

And sometimes it does its own thing and sometimes it goes where the brain wants it to go.

The eyes are the window to the mind and the mind’s window to the scene

So that one is never quite sure whether it’s the world or the mind

That makes the eyes shift to where they’re going from where they’ve been.

You can watch the eyes and sometimes catch the thought

While it’s so hot that the mind hasn’t had it yet.

With a mind of its own the eye looks at the place best calculated 

to let the mind’s eye see what the mind wants to see.

And then all the world rushes in to be reduced

To common sense and percept before the next saccade is loosed.

—John W.  Senders;  “Visual Scanning Processes” (1983). 

What’s in the EYES
for Attentive Input
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Opening more input channels to the computer
brings us only halfway to actually enriching the
user’s computing experience. A critical challenge
lies in integrating these new channels of informa-
tion with the user’s explicit input (see [1] for
related challenges raised). We need to design unob-
trusive, transparent, and subtle turn-taking
processes that coordinate attentive input with the
user’s explicit input in order to contribute to the
user’s goal without the burden of explicit dialogues.

This article explores such mechanisms for
exploiting one type of attentive input—visual
attention as indicated by eye gaze—to perform a
class of common interaction tasks: manual input
control and target selection encountered in select-
ing menu items, entering and editing text, clicking
Web links, and other low-level interaction activities.

Eyes Provide Context for Action
John Senders’ poem (see the previous page) on eye
movement elegantly and humorously captures
both the potential value and possible pitfalls in
using eye gaze as a source of HCI information.
Because of the prominence of visual attention in
human behavior, a great deal of user activity can be
understood by observing the user’s gaze. However,
because eye movement can be involuntary, infer-
ring the user’s intention from eye gaze and apply-
ing the results to interaction is a tricky task.

An eye tracker (see the sidebar “Eye Detection
with Dual Light Sources”) can be used as an atten-
tive input device that senses the characteristics of
the user’s eye movements, such as fixations, sac-
cades (rapid intermittent eye movements between
fixations), and history. We use eye tracking in com-
bination with other sources of information, such as
the current interaction task and the location of
screen objects that might capture user attention,
with the ultimate goal of integrating this informa-
tion with manual control actions.

In mediating the use of eye-gaze information
and user manual control action, we observe the fol-
lowing principles:

• The hands and eyes tend to work in combina-
tion.

• The eye gaze of a user tends to provide the con-
text within which actions take place. As such,
the use of the eyes for control input should be
implicit.

• The hands of the user tend to act within the
context of where the user looks. As such, the
use of the hands for control input should be
explicit.

Here, we describe two systems that illustrate
how mechanisms based on these principles can be
designed to seamlessly mediate an extremely subtle
turn-taking process between the user and the
attentive computer at almost subconscious levels of
action and perception.  

MAGIC Pointing
Eye control has long been a topic of interest in
HCI (for example [2, 3, 5]), particularly for on-
screen target pointing. Achieving “what you look
at is what you get” without hand control clearly
has much appeal. Apart from challenges in eye-
tracking precision, there are two fundamental
shortcomings to gaze-pointing techniques in which
the entire control process is based on gaze tracking.
First, pointing in HCI consists of two parts—mov-
ing a cursor to the target then activating the target
(for example, with a mouse click). The second
component is very difficult to handle with eye
input alone. One obvious choice is to use eye blinks
to click. The problem is we blink subconsciously
most of the time. Another choice is to use gaze
dwell time—setting a threshold of time duration
beyond which the gazed object is activated. The
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By augmenting rooms with cameras, we can create an
attentive environment that can automatically extract
information about users’ behaviors beyond their eye
movements. We track multiple people using a network
of ceiling-mounted stereo video cameras [1]. Our sys-
tem outputs a time-dependant floor plan view of peo-
ple in the space. At each time instance, each person’s
location along with their body posture, hand position,
and head orientation are computed. Figure 1a shows a
standard color image in the top left, a distance or
range image computed from the stereo system in the
top middle, and an example of a detected person’s sil-
houette shown in light blue in the top right image. The
silhouette is automatically extracted using both color
and range background models. A 3D silhouette-Ghost
is created using the 2D silhouette and the range data.
The silhouette-Ghost is shown in white in lower image
of Figure 1a. Using the silhouette-Ghost, the head and
shoulder regions are identified using the constrained
anatomical structure of the human body. By calibrat-
ing multiple cameras in 3D we can augment 

larger spaces and track multiple people as shown in
Figure 1b. 

An earlier version of this system was used to extract
social shopping groups of people as they waited in a
checkout line or service counter [2]. Once a person is
detected, an appearance model based on color and
edge density in conjunction with a mean-shift tracker
is used to recover the person’s trajectory. People are
grouped together as a shopping group by analyzing
inter-body distances. 

New data collection techniques using intelligent
stereo cameras, along with sophisticated database
mining algorithms, will transform the study of human
behavior, enabling the world to be a laboratory for
human behavior analysis.
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How to Track What People Do 

problem with this method is that users have to be con-
scious of where and for how long they are gazing, in
order to avoid triggering actions unintentionally.

Second and more generally, the use of eye gaze in
humans to perform control tasks does not tend to
occur naturally. The eye, as a primary perceptual
organ, does not function very well as a control organ.
As mentioned earlier, eye movements are not always
under voluntary control. To load the visual perception
channel with a motor-control task seems fundamen-
tally at odds with natural behavior in which the eye
searches for and takes in information from the world
and in which the hand manipulates objects in that

world. Other than for disabled users, the direct use of
eye gaze for pointing does not appear very promising.

Given the natural division of function between the
eyes and the hand, it is therefore important to use eye
gaze as an implicit source of information about the
user’s visual attention during tasks such as pointing.
In this approach, instead of controlling the cursor
location directly with the eyes, we dynamically opti-
mize the cursor’s start position according to the user’s
gaze at the start of pointing. We then let the user
manually guide the cursor to its final destination.
Such an attentive pointing system would contain the
following subsystems (see Figure 1):

Figure 1a. Output of our tracking system. Figure 1b. Ghosts from the multiple cameras and multiple people.

By Ismail Haritaoglu, David Beymer, and Myron Flickner
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• Track the user’s eye gaze in relation to the computer
screen using computer vision. Separate moments
where the eye fixates (fixations) from moments
where the eye moves (saccades). Estimate current
location of the user’s gaze on a screen.

• Track and analyze interactive context, including the
state of the user’s activity based on interaction his-
tory, location of user interface objects, and their
probabilities of being the next target (hot spots).

• Observe, manage, and control the pointing process,
including identification of the states of a pointing
trial, particularly the beginning of a pointing ges-
ture. The system places the cursor at the estimated
current gaze point, which is typically on or near a
target. If a hot spot with high target probability is
identified in the vicinity of the estimated gaze point,
the system should place the cursor on the spot.
Through this process, the system tries to optimize

pointing by gauging the
object of the user’s attention
based on eye gaze and mod-
eling the available attention
attractors on the screen.

Once the cursor’s start
position is defined, the user
needs only to make minor
adjustments of the cursor
using a manual input device
to reach the target. This is
called Manual and Gaze
Input Cascaded pointing
(MAGIC, also for Manual
Acquisition with Gaze Initiated Cursor, see Figure 2.)
Because the user typically looks at a target on the screen
to acquire it before pointing, it seems as if the MAGIC
pointing cursor simply appears where the user’s task needs
it to be. A critical property of MAGIC pointing is the user
need not be aware of the role of eye gaze, since it is used
only implicitly. 

To mediate between eye-gaze-based input and the
user’s manual control, we designed both liberal and
conservative approaches to trigger the MAGIC cursor.
In the liberal approach, the cursor (new) home posi-
tion is defined by every new object at which the user
looks. A new object is defined by its distance (for
example, 120 pixels) from the current cursor position.
The liberal approach may appear proactive, as the cur-
sor waits readily on or in the vicinity of every potential
target. However, such an overactive cursor may be dis-
tracting to the user, and can be detrimental to his or
her attentive focus. In the future, it is conceivable the
system could include functions that decide if a new
cursor should be placed according to the context of
interactions. If the user is reading text, for example, a

MAGIC cursor should not be moved.
The more conservative MAGIC pointing technique

does not place a cursor at a target until the manual
input device has been actuated. To minimize direc-
tional uncertainty, the cursor home position is offset in
the opposite direction of the hand stroke (or force vec-
tor in case of a pointing force stick) rather than placed
at the center of the gaze area. This means that once
warped, the cursor is likely to appear in motion toward
the target, regardless of the direction in which the user
actuated the manual input device. This conservative
approach would never be overactive since it does not
allow the cursor to jump to a target the user does not
intend to acquire. However, it may be slower than the
liberal approach.

The first advantage of MAGIC pointing is the user
can select objects of arbitrary size, which traditional
eye-gaze control cannot, using only a short cursor

movement and a button
press. MAGIC pointing is
therefore well suited for
small, finger-operated
input devices such as
touchpads or the pointing
sticks embedded in key-
boards, since both can be
easily optimized for small
precise movement. Second,
the user never loses the cur-
sor—the cursor appears in
the fovea of the user’s eye
with every new pointing
gesture. Furthermore, it
does not impose any addi-

tional burden or fatigue on the eye since eye-gaze infor-
mation is only used implicitly and unconsciously. The
eye must look at the target of interest with or without
MAGIC pointing.

To test the feasibility of MAGIC pointing, we
implemented an experimental system using an eye
tracker developed in our laboratory based on a dual
infrared illumination method (see the “Eye Detection
with Dual Light Source” sidebar). We conducted an
experiment [6] in which the two MAGIC-pointing
techniques were tested against a pure manual pointing
method. The results show that both MAGIC-pointing
techniques are promising alternatives to manual point-
ing. All participants completed the tasks successfully.
On average, completion time was 1.4 seconds with the
standard manual control technique, 1.52 seconds with
conservative MAGIC pointing, and 1.33 seconds with
liberal MAGIC pointing. Although by the end of the
experiment, participants had fewer than 10 minutes of
exposure with each of the two novel MAGIC tech-

1. Eye-Gaze
tracking

2. Context
observer

Graphical
user interface3. MAGIC

pointing
control
function

Figure 1. Gaze-attentive system
for manual control.



niques, they were able to use these at a speed similar to
that of well-practiced manual control on average, but
with less manual work. The conservative MAGIC
technique showed a trend of further
improvement during the course of
the experiment. Furthermore, the
best trial performances in the experi-
ment were consistently achieved with
the MAGIC-pointing techniques,
showing their potential if eye-track-
ing technologies were faster and
more stable.

Our experimental eye tracker
operated at only 30 frames per sec-
ond. Since capturing a fixation point may take
more than two samples, the eye-tracking
speed in the experiment may have limited the
advantage of MAGIC. With a higher-speed
eye tracker (for example, 100Hz), more speed
advantage is expected from MAGIC pointing. 

Subjectively, participants enjoyed the fact that the
MAGIC-pointing system attended to their needs by
placing the cursor at or near where it should be. Some

participants were clearly disappointed when moving
from a MAGIC pointing session to a purely manual ses-
sion as they realized the cursor would no longer magi-

cally appear in the vicinity of the target.

EASE Chinese Input
Text entry is another one of the most
frequent HCI tasks. Although
progress has been made toward speech
and handwriting recognition, type-
writing remains and will likely be the
main text-entry method in the future.
Once learned, touch-typing has two
critical advantages: rapid speed and

low attention demand. A skilled typist can
type 60 words per minute, much faster than
our potential for handwriting. Another,
more important property is that touch-typ-
ing frees the user’s visual attention so users

can focus their attention completely on the visual dis-
play. It is interesting to study how attentive input
devices such as eye trackers may aid this process. 

Numerous difficulties arise when the user’s language
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Before you can track gaze you must first find the eyes
in the image. One simple way to do this is to exploit
the “red eye” effect commonly seen in flash photog-
raphy. Most mammalian eyes are retro-reflectors—
light from a source will be returned in the direction of
the source. Changing the geometric relationship of the
camera and the light source can intentionally induce
or avoid bright pupils, or red eyes. The IBM PupilCam
[2] uses two light sources synchronized to the video

fields. The bright pupil image is subtracted from the
dark pupil image and adaptively thresholded to create
a computationally simple eye detector [1].
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Eye Detection with Dual Light Sources 

Figure 2. MAGIC 
pointing on screen.
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is Chinese (or many other nonalphabetic languages).
Currently, the most popular method used for Chinese
text input in Mainland China is pinyin input. Pinyin is
the official Chinese phonetic alphabet based on Roman
characters. The complication of pinyin input, however,
is that most Chinese characters are homophonic. In
Mandarin Chinese, each syllable corresponds to 16.8
Chinese characters on average. As a result, when a user
types the pinyin of a character, the computer software
displays many candidate characters with the same pro-
nunciation, together with identifying numbers, typi-
cally in a one-line graphical window. For example, the
first eight candidate characters for “zhong” could be

which corresponds to eight different meanings. The
user must then select one of the multiple candidates
by typing the identifier number, such as “1.” Often,
this requires the user to look away from the screen in
order to identify the location of the number on their
keyboard. Furthermore, when the candidates  are dis-
played on more than one line, the user must scroll to
another line of candidates by hitting a page key. 

We designed and implemented a prototype sys-
tem called Eye Assisted Selection and Entry (EASE)
for Chinese text input [4] based on an approach sim-
ilar to MAGIC’s—implicit use of eye input for
determining the possible focus of user attention,
rather than for direct control, and use of this atten-
tive input to introduce a seamless, subconscious
turn-taking process between the user and the com-
puter. With EASE, the user types pinyin as usual but
presses the spacebar as soon as he or she sees the
intended target character in the list. Because the sys-
tem attends to the user’s eye gaze, it correctly selects
the intended character (the one closest to the user’s
current gaze location) when the space bar is pressed. 

A user study showed people successfully used the
EASE system for Chinese typing [4]. Without prac-
tice, users could complete their typing task with
EASE as fast as the conventional method. More
importantly, the study shows that users could select
the intended target character with EASE faster than
with the traditional numeric keying method. The
study also showed that EASE allowed users to
employ their visual attention on the screen more
optimally by eliminating the need to look at their
numeric keys, thus reducing the cognitive load asso-
ciated with this task. EASE is a clear example of how
an AUI may help optimize low-level skill-based rou-
tines and visual attention within the confines of a
traditional GUI.

Conclusion
How to effectively combine attentive input with more
explicit user input actions is a critical challenge in our
research toward AUIs. MAGIC and EASE demonstrate
it is possible to find appropriate places within interac-
tion to integrate the two input streams for each specific
task, even at the tightly closed-loop perceptual motor
level of HCI. In both cases, eye gaze was used to pro-
vide the possible context of user attention, which was
implicitly combined with the user’s manual action.
Thus, MAGIC and EASE take advantage of the user’s
natural behavior—paying attention to the target object
of interaction before manipulating it. Because of the
dominance of the hand in current interface control
tasks, we have discussed manual input only, but the
same principle also applies to commands issued by foot,
lip, and tongue movement or speech. MAGIC and
EASE demonstrate the great potential of AUIs in opti-
mizing such tasks.

In prototyping and experimenting with MAGIC and
EASE we experienced some of the limitations of current
eye-tracking technologies that may conceal the potential
of these novel methods. Efforts are being made by
researchers and companies all over the world to improve
the speed, reliability, and range of eye-tracking devices.
Finally, it is important to note there is more to attentive
input than meets the eye. In an effort toward ubiquitous
computer vision of overall behavior of the user’s body,
we have implemented a tracking system that measures
user presence, position, orientation, and movement
path (see the “How to Track What People Do” sidebar).
Given the rapid progress in camera- and image-process-
ing hardware and in computer vision algorithms and
software, we foresee a time when attentive computing
devices that utilize information of the eyes, head, and
body of users will become commonplace.  
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