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Using this document

This document provides a description of the Muster software suite, its installation procedure,
derived tasks and workflows for using your hardware and software equipment.

Muster has been created as an external plug-in for professional 3D content creation packages.
This manual gives an in-deep explanation on all of its features but doesn’t explain any argument
related to 3D production or third-party software specific tasks.

This document assumes that you have a good working knowledge of 3D common procedures and
terms meaning as well as a basic knowledge of network environment and basic configuration
procedures. It also assumes that you are familiar with the basic concepts related to using
operative systems, Windows NT Administration, Unix shell operations and simple management.

Technical support
Muster includes unlimited free technical support via email. With technical support, you can get

help when installing or using Muster. We do not normally provide telephone support or training.

Technical support can be requested on our e-mail address vvsupport@vvertex.com. We suggest

you to check the validity of the e-mail address visiting our site at http://www.vvertex.com and

clicking on the support section.

Muster includes free upgrades for a period of 30 days after the date of the purchase. Releases of
patches are available for free to all the registered users of the patch family version.

At the time of this writing, Muster is sold only in electronic form. We suggest you to save in a safe
place any installer and patch for your registered version.



Getting started

Muster is a suite of applications specifically designed to manage complex and multi-platform
render farms. In the digital content creation industry, the term render farm is used to describe a
set of computers fully or partially dedicated to the creation of digital images. This process is
commonly called "rendering" and the resulting images "rendered images".

The rendering is typically the last stage in 3D animation and 2D compositing software workflow
and is a CPU intensive task; the time required for the generation of a single image can range from
minutes to hours. In video or motion picture productions where contents are made by several
minutes of digital effects, several days may be required to complete the production phase .

Spreading the render of image sequences on a set of computers dedicated to this task, helps
reducing rendering times but tracking their status and managing errors can be really complicated.
It’s here that comes Muster. Muster is a client/server suite of applications that provides
production’s supervisor the right tools to manage their render farm made by hundreds or a
bunch of computers.

Muster relies on a client/server architecture. A centralized server takes care of controlling several
slave modules. There are two client modules groups:

1. The Render Client service installed on every computer in the render farm allows Muster
to manage the computer for you. It basically receives commands from the Dispatcher
service, starts and stops the Rendering process on behalf of it.

2. The management/notification modules, that connects using socket connections to the
Dispatcher service and allows monitoring and management on Muster itself.

The next figure shows a typical implementation:

Dispatcher Server Renderfarm
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Muster Console
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This is a complete list of the modules available in a Muster installation:

e Dispatcher service

e Render client service

e Notificator applet

e Console, real time graphical frontend to Muster

e Direct Muster connector for Maya version 6 or greater (tested up to version 2010)
This is a brief explanation for each module:

Dispatcher Service: The Dispatcher service is the most important component of the whole suite.
It manages connections with every client, retains a job queue, accepts commands from external
client applications and sends notifications to the users. It may run in the background as a
Windows Service or as UNIX daemon.

Render client Service: This is a service that must be installed on each render farm node. It retains
a connection with the dispatcher service, waits for server commands and starts the scheduled
render jobs. It may run in the background as a Windows Service or as a UNIX daemon.

Notificator: This is a very simple component that gathers notifications from the dispatcher when
jobs are completed. Based on the user preferences, it will warn logged users about jobs
completion. (Windows only)

Console: The Muster console is a complete graphical front-end to the Dispatcher service. It’s
basically the Muster most used module. It allows the user to schedule jobs, change their order,
manage and configure connected render clients and configure the dispatcher service.

Connectors: Those are plug-ins for external software allowing job submissions from within the
software's GUI. At present the connector is available for Maya 6.0 or greater (tested up to version
2010).



Choosing your server

An important concept to take into account at the beginning of your installation is choosing the
right machine to dedicate to the dispatching process. Before going further, we’ll take a look at
the roles of the dispatcher service and the way it interacts with your network, distributed file
systems and the hosts in your render farm.

As seen before, the main role of the dispatcher service is to retain a pool of persistent
connections with your render farm hosts. The connections are performed using the TCP/IP
protocol. The decision of using TCP involves several pros and cons. This guarantees messages
order and consistency but requires a higher network usage than UDP. This configuration requires
a clever pre-setup brainstorming and in some cases, changes to the network routing and
configurations.

Before going further, we must clarify an important concept. The data flow sent between
dispatcher and render farm hosts is composed by synchronization and management messages.
This means that the files used in your scheduled jobs are not transferred through this
connection.

How content composed by scene files, textures and renderings is transferred across hosts? Files
are read and written using the standard network shares. This means that a machine that has
enough disk space must be dedicated for this task. Depending on your network configurations
and your bandwidth, you can dedicate the same machine running the dispatcher service or a big
file repository running on a file server with a big disk array.

Of course choosing the 0S, disk configurations and physical layouts depends on personal
preferences and budget limits. The flexibility of this system allows further expansions and
rearrangements even during productions phases. Just keep in mind those important key
concepts:

e If you choose a Windows machine to host files, keep in mind that each host accessing
files uses a new connection to the file server. Microsoft operating systems that are not
part of the SERVER family, allows only 10 concurrent connections to a shared folder. In a
production environment, sometimes a few connections remains opened and this means
that we strongly suggest using a maximum of 7-8 client hosts.

e When working on a mixed platforms environment, you should be sure that the shared file
system is exportable using a network protocol supported on every system. A typical
implementation could be made by client tools (like Samba clients to access a Windows
shared folder from UNIX machines) or server services like NFS for Windows. Our
suggested solution is setting up a dedicated file server running Linux with SAMBA and
NFS support.

e If available, switch your network to Gigabit or better technology.
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Windows installation

) Muster 7.0.0 - InstallShield Wizard e e

Welcome to the InstallShield Wizard for
Muster 7.0.0

The Installshield(R) Wizard will install Muster 7.0.0 an your
computer. To continue, dick Mext.

WARMING: This program is protected by copyright law and
international treaties.

< Back | Next > | [ Cancel l

Muster comes with a standard Windows Installer package. By clicking the .msi file you got from
the web, you start the installer as shown below.

21 Muster 7.0.0 - InstallShield Wizard 5

Destination Folder 5 . 7
Click Next to install to this folder, or dick Change to install to a different folder. .

Install Muster 7.0.0 to:

_.--/ C:\Program Files\yirtual Vertex\Muster 74 Change...

InstallShield

< Back |[ Next > ] | Cancel

In the first you’re asked to specify the final destination for Muster files. This may be left untouched
unless you need to install it in a different location.
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i ]
) Muster 7.0.0 - InstallShield Wizard [

Setup Type B ~ /
Choose the setup type that best suits your needs,

Flease select a setup type.

g Full installation of bath services [Dispatcher and Renderclient] plus
— command line and GUI tools

~) Render node with GUI and command line tools

_ Dispatcher only {no GUI and tools)

_) Render node with no additional tools

1 Customn getup

InstallShield

[ < Back ][ Mext = ] [ Cancel ]

The next steps asks you to select which Muster components will be installed. Select the option that
best suits your needs.

P hl
%) Muster 7.0.0 - InstallShield Wizard =

Services configuration i b /

Choose installation of services or console applications

‘You are going to install at least one Windows Service (Renderdient ar Dispatcher].

Muster let you choose to install the components as Windows NT system services or console
application to launch manually after the logon,

While console applications use credentials available to the logoed user, system services
requires extra steps to setup the login rights. On the other side, installing system services
let you run Muster independently from the logged users.

@) Install as system services _ Install as console applications

InstallShield

[ < Badk ][ Mext = ] [ Cancel ]

Muster is able to run as a system service. A system service is an executable application that runs
into the background. If you choose to start Muster as a system service, you won’t need later to
logon on the machine and start the software manually, it will be up and running as soon as your
boot sequence reaches the login window. Having the software installed as system service requires
an additional step later in the setup sequence. Considering it won’t be bound to any logged user, a
service requires its own user setting in order to access the network and be recognized by servers.
Installing Muster as a system service is more complicated compared to the standard installation,
but allows you to have independent modules.
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Logon Information

Specify a user name and password

Spedfy the user name and password of the user account that will logon to use this application. The
user account must be in the form DOMAIMYUsername.

User name:

| Erowse...

Password:

Select the button below to specify information about a new user that wil
be created during the installation.

l MNew User Information...

Installshield

['E_;'Use Local System Acr_ount]

If services is your choice, this is the window you’ll get during the installation process to configure
the user assigned to the Muster services. You can either configure a user now or choose Use Local
System Account. This will install the services with a default user. The setup will continue, but this
user won’t be probably able to access the network content in most cases, so you'll need to
configure the user later as explained in the last part of the setup section of this manual.

Clients components configuration

Configure dients connections parameters

The Renderdient service must know the destination address of the Dispatcher service to
be able to communicate with it:

Dispatcher IP address or host name: |12?.I:I.EI. 1

You can also change the default network ports used by the TCP/IF protocol. Be sure to
reflect the changes on the Dispatcher service configuration of your server:

Renderdient port: 9630 Explorer port: 9631
Motification port: 9633 Client management port: 9635

The Renderdient can be automatically discovered by the Management console. You can
also set a password for management operations. Leaving it blank, disables the protection.

Enable auto discovery Management password: | |

Installshield

If you choose to install the render client service, the installer will prompt you for changes in the
default configuration. Unless you’ve a deep knowledge of network topics, the only field you should
change is Dispatcher IP address or host name. This is where you need to enter the IP Address or
the host name of the host where you installed the Dispatcher service. If you’re installing both the
Dispatcher and the Client, just type the local system name in the IP Address field.
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Dispatcher configuration g A" ,
Configure Dispatcher connection parameters e g

The current installation indudes the setup of the Dispatcher service. You can change the
underlaying database used to store the Dispatcher status:

Database engine: | Sglite (ocal file) | Address: |12}".EI.D.1

DE Username: muster Password: |
Data DB Mame:; ister.db Histary: |musher_hisb:-ry.db

You can also change the default ports used by the TCP/IP protocol:

Renderdient port:  [9630 Integrated Web HTTF port: 9590
Explorer port: 9631 Integrated Web HTTPS port: 9591

Motificator port: 9683

Installshield

[ < Back ][ Next = ] [ Cancel ]

If you choose to install the dispatcher service, the installer will prompt you for changes in the
default configuration. Unless you’ve a deep knowledge of network topics, you should not change
the network ports settings. In this window, you can also choose the way the Dispatcher stores its
data. If you want to store the data in an external database, change the settings according,
otherwise, leave them unchanged.

Customer Information . /7

Please enter your information.

If you own & valid Muster license to unlock the Dispatcher service on this host, please
provide registration information in the fields below:

User Mame:

|Lennardc- Bernardini
Organization:
|'l.l'irb_|al Vertex s.r.l.

Hostid (required for licensing):  000c292b9c03

InstallShield

[ < Back ][ MNext = ] ’ Cancel ]

If you choose to install the dispatcher service you can track down the HOST ID prompted by the
installer from this window, you may need it later to request the license through our website.



Engines configuration
Configure paths to locally installed render engines

Muster will start the scan for active engines on this workstation

The operation may take a quite long time depending on the depth of your filesystem. By
default, the installer searches for applications inside the Program Files folder of the boot
hard drive. You can check the “full scan™ checkbox to scan inside any local drive. If so,

the scan may take a longer time. You can alternatively push the "Skip™ button to skip the

automatic configuration and configure the dient later using the management console.

["|perform a full scan on any local drive

InstallShield

Skip

If you choose to install the renderclient service, you can tell the installer to look for known
applications in your local file system and registry. Remember that this process may require a
certain amount of time and will scan in know locations on your system drive or your entire file
system or your entire file system, if you choose “perform a full scan on any local drive”. You can
always skip this step and configure the paths to the render engines later through the Console.

Pressing the “next” button, the installer will start the installation process. It will copy the files in
your file system, starts the services if required, and then completes. If you did not configure a
user for the services, read carefully the next section about services users rights.

15



Defining Windows Services user rights on your network

A key concept of Muster is the understanding of how it works on the network and the steps
you’ve to perform to avoid common pitfalls related to network access from the services.

When you work on a shared folder, the process that requests a file must supply valid credentials
to the file server. "Credentials” means at least a valid username and password pair that’s valid on
both side of the communication (the client running the process and the server hosting the files).

When you access files on your network, the entire process is hidden to the user. The client sends
the login and password pair of the user running the current process to the server.

To gain full access, a user should be successfully authenticated by the server (this means that he
should be available on the server’s user list and its password should match with the one stored
on the server).

In case of failure, depending on network policies, the system could pop up a dialog that asks for
the user password and retries the connection.

The Muster Render Client Service must be able to access the network resources but its behaviour
is a bit more complex. Windows services are basically software modules that run independently
from the logged user.

The next figure shows the services installed by Muster. Depending on installed features, you will
find at least one of the services listed below:

Services run even if no user is currently logged on the machine. For this reason, they have a
dedicated configuration window where is possible to specify which user the service have to
impersonate.

When a service impersonates a particular user, it runs as it was started from the user desktop
and supply user credential to the various file servers.

16



The next picture shows the services properties window where you can configure the service
properties and the service log on properties:

Puster Dizpatchzr Service T Nropertes fLocel Computer) [555 | Mustor Dizaatcher Service 7 Mropertics fLacal Corputer) ==
Gereral | Log O [ Nacovery | Dapendsncics General |{ L2800 Necovery | Deperconzios

Service nane: [T 7 Legon as:

Display name:  Muster Dispatsher Sarvice 7 Locd Sestern account
. Alowr servise to intoract with docktop
Diesciption berssler e Crrver Senvicn

- @ This accaunt wvertey.comntadnir PR

Path o sresutabls: Passaud soe
"ChMrocran Messyfitual Vertes'vAuste: 7hdispalcher. exe” -5

Confimpassnord,  seseessesnssans
Startup bpg Automnatic —

Help me ecnfigure user accownt og on options.

Help e cunifivue sevvice slalup uplivers,

Service stalus: Sartzd
Start | Stap | Fauze Fesc.me

“'ou can spzcily the stak paramesers that apply when Lou start the zervice
from here.

| K | Zancel | Aprly akK | Cancel H Apply |

During the setup process, Muster installer will prompt for the username and password used to
install the services or alternatively you can select to use the local system account. Even this
account will let you to start the services, it won’t give any rights to the services to access the
external network. That’s why you may need to manually create a dedicated account.

There are two scenarios: creating the user on a Windows Domain or creating it on a Windows
Workgroup. You should refer to your network Administrator to obtain information about your
current setup.

This is a description of the basic differences when setting up Muster on Domains or Workgroups:

e Workgroup based networks: A Workgroup is basically a group of Windows computers
that must share the same user accounts to allow access through each one. This means
that there’s no server hosting a common list of users and their relative permissions.
When a user tries to access a folder on another host, the authentication function simply
checks that the user exists on the remote machines and that its credential matches. For
this reason, the Muster installer, when detects a workgroup, creates the same user
account of every host with same credentials and assign it to the Administrator group of
the machine. In this way, each host can authenticate the Muster account and allow
read/write access to the shared folders.

. Domain based networks: The situation on a domain network is a bit different and much
easier. A Domain is a group of computers that shares a server that hosts information
about user accounts and permissions (the Primary Domain Controller). As you can image,
setting up Muster in this configuration requires to just create the user on the Domain
Controller. Automatically all the machines will recognize the user and will give access to
it. The only important thing to be aware is that each machine must recognize the user as
a member of the local Administrator group. This is different from the Domain
Administrator group. In you decide to customize user creation or the Muster installer is



unable to perform the setup for some domain policy, you should do this setup manually
on each machine even if you assign the user to the Domain Administrators user group.

When you perform the default installation, Services should be already configured by the Muster
installer. If you skip the user creation, depending on your Windows version, you should open the
Services Control Panel applet and assign log on information to the installed services.

After configuring the user account the next step consists in performing a final check to verify that
the Muster account is able to access your shared folders. From now on, we’ll assume that we
have created a shared folder, located on a file repository server called MASTER and that the
server exports a share called RENDERFARM.

Logon a random machine where you’ve installed Muster and configured the account. Instead of
your personal account, use the Muster account. If you’ve created a custom account, use it.

After logging in, try to open the shared folder (i.e. \\MASTER\RENDERFARM) , create some files
inside it, try to rename them and finally try to delete them. If everything was successful, you have
well configured well the user account and it’s able to access your file server.
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Apple MAC OS X installation

Muster comes on the MAC OS X platform as a self-mounting .dmg compressed image. Once you
double-click the .dmg image, the following window will appear:

anNo || Muster =)

> 2 items, 362,6 ME availabl —Or

e

N\

AILEME] ABLLBX

If you’re not going to upgrade your existing installation, the only required step to install Muster n
the MAC OS X platform is dragging the Muster folder inside your Application folder.

If you’re going to upgrade an existing installation, please be sure that your existing services are
stopped through the Services applet.

Once you copy the Muster folder inside the Application folder, locate it using the Finder:
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then start the Services application that lets you start and stop the services, and install them as
persistent system services:
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From the Services applet, you can even configure some basic parameters before starting the
services like the Dispatcher database and the network ports. If you’re not going to install the
Dispatcher, just move to the Render client tab.
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To install the Render client persistently, just click the Install Service button.

You can tell Muster to scan the local workstation for installed batch renders just clicking the
“Rescan local applications”. Remember that this process may be time consuming and will scan in
know locations on your system drive or your entire file system if you choose “perform a full scan
on any local drive”. You can always skip this step and configure the paths to the render engines
later through the Console.

After the service installation and configuring the engines, check the IP address of your Dispatcher
and then click Start Service.

The services control panel applet can be minimized. It will stay in the Finder bar and can be
recalled on demand right clicking on the icon.

20



Linux installation

Muster comes on the linux platform as a gzip compressed tar file. Assuming you downloaded
Muster on a temporary folder inside your home folder, open your shell and type:

tar —xvf Muster7.0.0.x32.1inux.gz

This will explode the archive into your current directory. Now you can start the textual installer
with the following command:

sudo .Zinstall

The installer will prompt you for the modules you’re interested in and copy the required files in
the installation directory:

Muster 7 Copyright 2000-2009 Virtual Vertex

Welcome to the installation script for Muster 7

The script will attempt to install Muster on your local filesystem
Pay attention. The destination directory will be overwritten!
Where do you want to install Muster?[/usr/local/muster6]

Creating directory /usr/local/muster6

Do you want to install the Dispatcher service?[yes]
Do you want to install the Renderclient service and the client components?[yes]

Copying content to /usr/local/muster6. ..

If you choose to install the Dispatcher service, you’ll be prompted for Dispatcher installation
properties:

Do you want to configure the Dispatcher service?[y]

Do you want to start the Dispatcher engine on service startup?[y]

Do you want to enable the Dispatcher integrated web server?[y]

Which database engine you want to use for the Muster queue?[sqlite/mysqgl]
Please provide the filename for your local database[muster.db]

Please provide the filename for your local history database[muster_history.db]
Do you want to configure Dispatcher network ports?[no]

Writing Dispatcher configuration file to /usr/local/muster6/dispatcher.conf

If your choose to install the Render client service, you’ll be prompted for Render client
installation properties:

Do you want to configure the Renderclient service?[y]

How many instances do you want to spawn?[1]

Please insert the IP address of your Dispatcher service[127.0.0.1]

Please insert the Renderclient network port configured on your Dispatcher
service[8680]

Please insert the Renderclient network port used for management
connections[8685]
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Do you want to let the client broadcast its presence on the network to allow
automatic discovery?[y]

IT you want to protect incoming management connection with a password, type it
now[]

Do you want to start the Renderclient service in paused status?[y]

What selection priority do you want to give to the Renderclient?[1]

Where do you want to store the processes log files?[/usr/local/muster6/logs]

Writing Renderclient configuration file to /usr/local/muster6/rc.conf

After configuring the Render client properties, the installer will ask you to scan the local file
system for installed batch renders. Remember that this process may be time consuming and will
scan in know locations on your system drive or your entire file system if you choose “perform a
full scan on any local drive”. You can always skip this step and configure the paths to the render
engines later through the Console:

The Renderclient configuration file needs to be configured with the paths to
external processes.This may be done automatically by this installations script
but it may take a long time depending on your filesystem.

Do you want to scan your local Ffilesystem for known applications and configure
the Renderclient templates?[y] n

The last step will setup the required file permissions and copy if available, the init.d scripts for
automatic services startup. At the time of this writing, we provide init.d scripts for Fedora, Suse
and Debian distributions. Some distributions are direct forks of those ones, so there’s a chance
that our scripts will work in a different distribution.

Setting files permissions...
Do you want to install and configure init.d startup scripts for the installed
Muster daemons?[yes]

Copying ./scripts/fedora/muster6d to /etc/init.d/muster6d
Enabling runlevels...

Copying ./scripts/fedora/muster6red to /etc/init_.d/muster6rcd
Enabling runlevels...

Installation completed. You can start Muster with /usr/local/muster6/dispatcher,
/usr/local/muster6/rc or invoking the muster6d and muster6rcd init.d scripts.

Muster Console GUI can be started with Zusr/local/muster6/xConsole and the
Services applet with Zusr/local/muster6/xServiceControl

Depending on the script availability and your choice, you may end with automatically started
services, or you may need to start them from the command line. Just follow the paths and hints
that the installer will provide at the end of the installation process.
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Cross platform setup scenario

This section explains the steps required to setup a full cross platform environment. The following
picture shows the setup of our fake render farm, remember to swap the names of the shares
with the ones matching your environment:

Client host running Muster Cansole Client host running Muster Console Client host running Muster Console
on Windows on Mac on Linux

Dispatcher server and file
server
Running on Windows. The
server exporls
a share using the
Windows filesystem -
under “"WSERVERO1\Data” L

6
-7 éa.

Windows based rendering hosts. Mac OS X based Linux based
They see the server's share with the rendering hosts. They see the rendering hosts. They see the
same export path "WSERVERO 1! server's share under Nolumes/Data server's share under /mnt/Data
Data" or through a network drive
mapping (Z:)

As you can see from the picture, we have a full set of mixed platforms, each one accessing a
common shared folder hosted by a Windows server machine. In our example, the same machine
also runs the Dispatcher server but the components may be on two distinct hosts.

The first step requires the mounting of the shared file system on each client. Beginning with
Windows, there’s very little to do, considering the Dispatcher is running on Windows too. If we
want to support an additional path through a drive mapping, the Z drive must be configured on
each client and on the Dispatcher. This is done exclusively through the Muster preferences of
each module in the Drive mappings section. There’s no relation between what you map through
the interface while you’re logged on the machine, and the network drives available to Muster.
The Muster service lives in its own space and has the visibility over the shares created by a user.

The following picture shows how the preferences should be configured on the clients and on the
dispatcher:
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Dispatcher configuration

Remember that after each configuration, you need to restart the services to activate the changes.

The second step requires the configuration of the Mac platforms. First, you need to mount the
shares to make it visible on the Mac. Assuming 192.168.0.100 as the IP address of the network
shares, the following pictures shows how to mount it using the Finder Connect to Server option:

800 Connect to Server
Server Address
smb://192.168.0.100 [+] [©,]

Favorite Serves:

[ Browsa | Ewa

@ Remove

Connect to the server
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Shares is now available in the /Volumes folder

As you can see from the last picture, the Data share is now available under /Volumes/Data.

If you’re going to run Muster as a Mac service, you need to mount the volume in a different way.

Considering Muster will run even with no users logged at all, if you restart your Mac, the share
will be unmounted and won’t be available until someone remount it. That’s why you require a
static mount, where the Mac will take care of mounting back the volume each time it performs
the boot sequence. There’re several ways to do that on a Mac platform, the most reliable we
found until now is changing the /etc/auto_master file. This is a fast walk-trough:

To start with open up the Terminal application as an administrative user and then use sudo to
create a bash shell:

sudo bash (enter)
You will be prompted to enter your administrator password at this point.

We will now create a file entitled auto.smb in the /etc/ directory to hold our server details

pico /etc/auto.smb (enter)

In this file enter the following line (add more lines for extra servers/shares)

$Sharename -fstype=smbfs ://$Username:$Password@$Server/$Share

Where:

25



SSharename = the name you want to give the mount point
SUsername = the user to connect to the server as
SPassword = password of the user

SServer = the name of the server (dns/wins entry)

SShare = the name of the share on the server

That means, considering our scenario:
Data -fstype=smbfs ://$Username:$Password@192.168.0.100/Data

As this file stores the username and password to the server in plain text set the permissions of
the file so that only the root user can read it.

chmod 600 /etc/auto.smb (enter)

Now edit the /etc/auto_master file and append the auto.smb record at the end of the file. The
auto_master file controls all the automounts for the system, leave everything about this file
alone except for the extra line at the end.

pico /etc/auto_master (enter)

#

# Automounter master map

#

+auto_master # Use directory service
/net -hosts -nobrowse,nosuid

/home auto_home -nobrowse
/Network/Servers -fstab

/- -static

/Volumes auto.smb

This will tell the automounter to mount the shares defined in the /etc/auto.smb file under the
/Volumes directory. You can force an automout update with: automount -vc (enter)

The next step requires a similar work on the linux platform. You can mount a share manually
using the “mount —t cifs” command line syntax but we would like to do is have the share
mounted statically. You can accomplish this task by editing the /etc/fstab file and adding this line:

//192.168.0.100/Data /mnt/data smbfs
username=$Username, password=$Password 0 0O

Remember to change the SUsername and SPassword placeholders with your network
credentials.

Ok, we almost done the work. We have the shares ready and mounted on each platform. The last
step to perform requires the configuration of Muster to tell it how the shares are visible on each
platform so it can exchange paths when required. This is done through the Configure paths voice



in the Management menu. Once you open the dialog, you have to create a path like the one
shown in the next picture:

Substitition paths m X
Shypos $schiusidenssiindownioldoimkidniolds Sianioikiemsss APy CHANEE
(__Remove )
4] [ D
Path name: [Network - 1 | Path scops:
Server side: [\Render01\Data )
Windows:  [WRender01\Data )
Linux: [fmnt/Data )
Mac: [Wolumes/Data J

As you can see, we are telling Muster how paths are seen for each platform. The Server side field
is a Dispatcher side path. Considering we’re running the Dispatcher on Windows, the path
matches with the Windows one. If we had installed the Dispatcher on a different platform, the
field should have been configured according.

We almost done. Remember the Windows drive mapping ? If you want the freedom of using it as
well as the direct network paths, you have to add an additional substitution rule:

Substitution paths BX
_Path name | Type (Senerside  Windowsside | Linux side Applychanges
Network - 1 Global W\Render01\Data  WRender01\Data /mnyData 5

(_reroe_)
4] | (]
Path name; (Mapped Drive | Path scope:
Senver side: (Z. ]
Windows: [Z: Jl
Linux: [/mnt/sharename )
Mac: (Wolumes/Data |

That's all. Restart the Dispatcher service and start submitting and rendering cross platform!



Preparing a job for Network Rendering

The next step will be preparing a test scene for network rendering. You can use a scene built for
this example following the instructions or you can adapt an existing scene taken from your works.

The most important concept to take care when launching networked jobs is file referencing.

When you link any external file in your scene, you should check carefully that it’s linked in a
relative way. A relative link basically means that the path refers to the file assuming the project
path prefix. Let’s make an example with Maya:

Open Maya and create a new project called MusterTest. For this example we’ll assume that the
project has been created inside C:\MayaProjects.

Create a test texture with your favourite painting software and save it as MusterTexture.tga on
the root of your C drive.

Next, open Maya and create a NURBS Sphere, open the Hypershade and create a basic Phong
shader. Create a new texture node on the color channel of the shader and select
MusterTexture.tga on the root of your drive.

As you can see, after selecting the texture, Maya store the path to the file as an absolute path.
This happened because the file is not inside the project structure but lives on an external path.

If we try to render this scene using Muster, the render won’t be able to load the texture, unless
you launch it from the workstation that generated the files and contains the files in their original
position. You’ll end with an incorrect result on the others nodes because they won’t be able to
load the files from their root drive.

You can solve the problem copying the textures inside the sourceimages folder of the Maya
project or create a dedicated folder that must be inside the project structure like
C:\MayaProjects\MusterTest.

At this time, if we delete the file node and create a new one, when selecting the file, Maya will
link it as sourceimages\MusterTexture.tga. THIS IS A RELATIVE PATH!

Key concept: Check always that your textures are linked in a relative way. There are several
scripts on the web that do exactly this. Some of them allows you to automatically move an out-
of-the-project texture inside the project structure. In Maya, our Connector script does this
automatically.

Even if we link our textures in a relative way, we must be sure that the rendering hosts will be
able to access the entire project structure. If we leave it on the C drive of our workstation, it will
be impossible for the hosts to access the project. So the next step requires to copy the entire
MusterTest folder on our file repository, \\MASTER\RENDERFARM for this example.
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Because we want to render an animation , animate the rotation of the ball across 10 frames and
then save the scene as test.mb inside the SCENES folder. You are ready to start network
rendering with Maya and Muster.

Those concepts applies for any rendering application. What we call a project may be called in a
different way but the concept is always the same. Some applications are also able to
automatically relocate the external references if they are inside the same or a child path of the
job file.

We strongly suggest to read the batch rendering documentation of the software you’re going to
use with Muster for further information.
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Muster Console walk trough

Muster Console is the graphical interface to the Dispatcher Service. Each operation on the render
farm and on the queue is performed through it.

Launch the Console. This can be done from the Start menu in Windows, from the Application
folder in OS X and from a command line in Linux. You should see something like this:
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The first thing you need to do is to log in on the dispatcher service, so click on the first icon on
the left side of the toolbar. A connection window will appear:

Lot 1o Lvspsletisr suniee. . ®
Nispearher aderess: TEP pom TR teww fiser:
127009 = | | Deabled )
Login:
admin

Fassword.

Insert your dispatcher service host name or IP address, put admin as username and leave the
password field blank, then click on Connect.



If the connection is successfully, you’ll get the Console interface:
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The Muster Console interface is made by four different view panels:

The Instances/hosts view: This is the upper view in the screenshot above. This is basically a list of
your available and unavailable rendering instances and can be configured in Instance or Host

view mode. Consider an host like a physical machine, while an instance is an entity inside Muster.

One host is able to spawn multiple instances. In this way, you can have simultaneous batch
renders running on the same host and use multi core and multi processors machines even the
batch render doesn’t support it. In Instance view mode, each instance has its own entry in the
list, while in host view mode, instances are grouped under their host node. Operations that are
pertinent to a single instance can be done in Instance view mode, while operations that are
pertinent to the host, like starting and stopping services, are permitted in host view mode only.

This is an image of a typical view in host mode:

Instances view O %= B X
» Netwark flow: (_Enabled ) View mode: (Hosts [+ Platiorm: (_Nat fitered ) Status: (_Not fitered ) Paol: (Entire Farm = LELE@OGO@®OPE
Instance name o] Ip Address Platform | Progress er sage | Cpuusage S TIJIL[ D Process Priority | Prioriy  Staws | [ 4]
v g IMacProwin 127.00.1 Windows. DOCDORO0D e
+ IMacProwin(1] 127.0.0.1 Windows 000DOB00D 5 Normal ! Paused
< IMacProwin[2] 127.0.0.1 Windows DO0DoE00D 6 Normal 1 Paused
+ IMacProWin[3] 127001 Windows 000DOE00D 7 Normal | Paused
«+ MacProwin(4] 127.0.0.1 Windows DO0DoE00D 8 Normal 1 Paused
) iMacProwin[5] 127.0.0.1 Windows DOo0DERoD ] Normal 1 Paused =
4] | 0]

While this is an image of a typical view in instance mode:
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Instances view & R ==X

» Network flow: (_Enabled ) View mode: (Instances | = | Platform: (_Not filered ) Status: [_Not fitered ) Paol: (Entire Farm - LEL4I@0@2@0 76
Insiance name A Ip Address Platiorm Progress Memory usage Cpu usage S| fd -l iD Process Priority Priority | Status Current
IMacProwin[ 1] 127.0.0.1 Windows DO0Do0R0D 5 Normal 1 Paused Free
iMacProWin(2] 127.00.1 Windows 000oLeD0n 8 Normal 1 Paused Fres
IMacProwin(s) 127.00.1 Windows DO0DoR0D B Normal 1 Paused Free
IMacProwin[6) 127.00.1 Windows 000oDeD0n 10 Normal 1 Paused Free
© IMacProwin(3) 127.00.1 Windows [280% )(_52% ) (JO0D0000 7 Norrmal 1 Idie Frag
© IMacProwin4] 127.00.1 Windows [280% ) 52% ) DD0DO000D 8 Normal 1 Idle Free
Al | o

The colored dot at the left of each instance shows the actual status of the machine. When the
machine is idle and ready to render, it is green. When it’s idle but paused, it’s yellow. When it’s
rendering, it’s red. After your first installation, you should have at least one instance with a green
dot. If it’s yellow, you may have configured the client to start paused. You’ll change its status
later.

The instances/hosts views can be filtered using the combo controls at the top of the view itself.
You can also customize the columns by right-clicking on the view headers. If you’re working on a
custom workspace (see the workspaces section) , each change you make in the view, will be
stored persistently and left untouched at the next Console startup! This allows you to build your
very customized workspace with multiple views filtered in different ways!

Before going further, we'll check that the hosts we are going to use have the correct paths
configured. Just switch to host view mode, right click on a node and select Configuration-
>Configure. Once you get the configuration window, move to the Engines section, locate the
Maya sw template we are going to use for this test, and verify that it’s correctly pointing to the
Render.exe file required to launch Maya batch renders. Also check that it points to the correct
Maya version, the one that you used to produce the scene file and that’s enabled with a
checkmark near the engine name. Click on Ok and your configuration will be stored persistently
on the host.
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As said before, this configuration will apply to any instance belonging to the host and does not
require a restart of the service. Your changes will be available immediately.

The next view, the one shown in the central pane contains the dispatcher job queue and it’s
called Queue view. Jobs can be organized inside folders so it’s possible to have collapsed or
expanded nodes. The icon on the left of the node shows the status of the node itself and in case
of a folder, the overall status of the childs.

This is a typical queue view:

Queue view L% =8= X
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4 snot4_portaleNo... 36 1 0(0)  Derivedfromp... Derived fromp.. 0 Maya.. 28/10/1112.50 [_Completed|

4 snhot4_portaleNa... a7 1 0}  Derivedfromp... Derived fromp.. 0 Maya... | 28/10/11 1251 ([ Completed|

4 shot4_portaleNo.... ] 1 0(0)  Derived fromp... Derived fromp.. o Maya.. 28/10/11 1251 [ Completed|

4 shot4_portaleNo... 39 1 0(0)  Derivedfromp... Derived fromp.. 0 Maya... | 28/10/11 1253 |(_Completed|

4 snot4_portaleNo... 1 0(0) Derived from p... Derived from p... 0 Maya.. 28/10/1112.55 [ Completed —|

4 snot4_portaleNo... 41 1 0(0)  Derivedfromp... Derived fromp.. 0 Maya...  28/10/11 12,57 [ Completed
(W .. musterTest 1 00y Entire Farm

< 18812009 8 1 0(0)  Derivedfromp... Derived fromp.. 0 Maya... | 03/11/1115.28 |(iCOmpleed

< testM? 9 1 0(0)  Derivedfromp... Derived fromp.. 0 Maya... 27/10/1113.30 gj
£l \ 3]

After your first installation, this view will be empty. You will need to submit some jobs to
populate it.

The bottom pane contains the dispatcher internal log. It’s a resume of the most important events
happened on the Dispatcher service. This is a typical log view:
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|Lags view o &
t Network flow: (_Enabled ) Source: (_Not filtered ) ( Clear log ) (_Exportlog )

1
o1

B - [

Event Time Source IP Source Hostname User Event
5 08/11/11 16.06 127.0.041 iMacProWin Service Dispatcher engine initialized successfully
B 071111222 127.0.0.1 musterserver Service Frame check on job shot1_canelloneMakingOf gligliato(52) started
® 071111 1222 127.0.0.1 musterserver Service  Processing of job shot1_cartelloneMakingOf gligliato completed
& 071111 1222 127.0.0.1 musterserver Service  Chunk 1 belonging to job shot1_cartelloneMakingOf gligliato{52) successfully processed by host render2.youar..
® 071111 1222 127.0.0.1 musterserver Service  Chunk 2 belonging te job shot1_cartelloneMakingOf gligliato{52) successfully processed by host render.youar...
& 07111111220 127.0.0.1 musterserver Service Chunk 3 belonging to job shot1_cartelloneMakingOf gligliato{52) successfully processed by host render3.youar..
= 07111 12.19 192.168.0.11 MAYA1 michele  Removed job(s} ID 51
B 07111111219 127.0.0.1 musterserver Service Chunk 1 belonging to job shot1_cartelloneMakingGi gligliato{52) assigned to host render2 youare.net
= 07111 12.19 182.168.0.11 MAYA1 michele  new job shot1_carielloneMakingOf gligliato(52) submitted
B 07111111219 127.0.0.1 musterserver Service Chunk 3 belonging to job shot1_cartelloneMakingOf gligliato{52) assigned to host render3.youare.net
B 0711111219 127001 musterserver Service Chunk 2 belonging to job shot1_cartelloneMakingQt gligliato{52) assigned to host render 1 youare.net ‘3

You should always take a look at the log during the rendering process. Every error reported
from render clients or directly from the dispatcher will be logged here and is your primary error
detection tool.

The last pane, the one on the right, is the submission view. From this window you can submit
new jobs, inspect parameters related to jobs inside the queue, load and save presets. The
Submission view is a dynamic property sheet. It will change contents depending on the currently
selected render engine:
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You can configure the submission panel to automatically load the jobs selected in a particular
gueue view. Just enable the Load selection from view option at the top of the submission dialog.

To explain its functionalities, we will submit our first job!
Before doing that, we have to check that the internal Dispatcher engine is running.

The Dispatcher engine is the abstract object made by its internal functionalities. By stopping the
Dispatcher engine, you stop any kind of future activity on the Dispatcher. It won’t stop any
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render in progress but will prevent the submission of new ones. Stopping the Dispatcher may be
useful in those situations where you need to configure something on the Dispatcher itself and
you don’t want any activity until you complete the configuration.

You can immediately check the activity of the Dispatcher by looking at the lower right corner of
the Console. If you see a blue moving bar, the Dispatcher is active. If not, just start it by pressing
the F10 key, or selecting the Change Engine Status menu entry in the Management menu.

Now check that our instances are available for rendering. If some of them have a yellow ball, it
means they are paused. Just select them, right click on one and select Resume. They should
change to the idle status and show a green ball.

As a last step, we want to exactly check what’s outputted from the instances during their render,
so right-click on the instance you’re going to use, and select Realtime Log Streaming -> Enable
and Open view. By selecting this menu item, Muster Console will open an output window that
will dump the output from the processes spawned on the remote host:

Realtime log streaming from instance iMacProWin(1] (192.168.7.53) noOX

File read in 1 seconds =
Result: C;/Users/leo/Desktop/Maya_Test_Projects/scenes/light_reflection_scene.mb
Total Elapsed Time Since Start Of Maya (hh:mm:ss): 00:00:10

Resource Usage At Start Of Rendering

32710 Page faults
123434 Mb  Max resident size
122,531 Mb Peak total size(Estimated)
7.514 Mb Peak arena size

123.434 Mb  Current

6.875 Mb MEL

0.063 Mb Arrays

0.124 Mb NURBS Surface Shapes
0.002 Mb arguments

0.328 Mb Data Blocks

0.124 Mb Transforms

Rendering using 8 threads
Automatic near/far clipping values: 6456748, 81 1367 B

[ Clear J

We are ready to select our rendering engine from the submission view. In the general section,
locate the Engine combo box, and select “Maya sw” as the render engine. This will tell Muster to
render using the Maya software rendering.

Next, select the job file by clicking the button on the right of the Maya scene filename field, in the
Maya Sw section of the submission panel (notice that this section has been dynamically built if
you had a different render engine selected).

Pick up the file from the network, you should have something like
\\MASTER\RENDERFARM\MUSTERTEST\SCENES\TEST.MB inside the field. Muster will detect
automatically the project path and will set it to \\MASTER\RENDERFARM\MUSTERTEST.

Set the starting frame to 1 and the ending frame to 10. Because we want to send the job to an
high number of instances, set the packet size to 1.

The packet size value controls how many frames are assigned to a single instance for each render
session (a chunk). Under production, a value of 4 is often a good compromise.

Click on submit and you should immediately see the job appear in the queue. If it has a yellow
ball, just right click on it and select Resume.



Congratulations, you’ve sent your first render job. In a few minutes, you should get all your
instances back to idle and the frames successfully rendered inside the images folder of your

project.

During this example, you watched the output from the batch renders using the real time log
feature. But what about checking the logs of completed packets ? No problem, just open the
Workstation Logs menu item right clicking on your host and you'll get the Log’s inspector:

Remote logs of host iMacProWin( 192. 168.7.53) ooX

Job Time | Chunk ID | Ins’tance Fi Iename [Pmcmes _]

IE!SIZDG& 2B/100° 1 17.10 2 IMECProWIn 61 l.31‘394|8543 2 IMa:F'rcM'infﬁl '[eST.EUGﬂ
[3‘[&5!2[)[}8 26/10/°1 17.1C 1 IMacProWin[5] 1319541853.3.1.iIMazProWin[5].1est2008
(2]Untitled 28/10/'1 17.1C 2 iMacProWin[&] 131954 1803.2.2.iIMacProWin[6].Untitled 2
(2 Untitled 26/10/°1 17.10 1 iMacProWin[5] 1318654180532, 1.iMazProWin[5]. Untitled “Refresn list
(2Untitled 26/10/°1 17.25 2 testwork_pd_pm[6]  1319542730.2.2.1estvork_pd_pm[6].Untitled
(2Untitled 26/10/°1 17.26 1 testwork_pd_pm([5]  1319542730.2.1.1estwork_pd_pmi5].Untitled ( Inspect J
(3test2008 26/10/°1 17.26 2 testwork_pd_pmi[6] | 1319542775.3.2 tastvork_pd_pm[6]tast2008
(3)test2008 26/10/° 1 17.26 1 testwork_pd_pm[5]  1319542775.3.1.testwork_pd_pm[5]1est20(8 | [ Deletz |

Malata All

[MUSTER]Spewning process CiMrogram Files\AutoceskiMayaz012'bin\Nender.exe inside CA\Program Fles\Autcdeski\Maya2012\pin using
the folowing command line fIa&

[MUSTER]-r sw -n 0 proj "C:\Users\lec\Deskiop\Maya_Test_Projects’ -5 1.000 -e 1.000 -b 1.000 -rfs 1 -rfb 1 -pad 1 'C:
\Userg\leo\Deskiop\Maya Test Projectsisceresilight reflection scene.mb’

[ F)

Starting "C:\Program Files\Aulodesk\Maya2012\pin\rayabatch.exe”

File read in 1 seconds.

Result C:/Usersflea/CeskiopMaya_Test Proectsfsoenesﬂl?mref,ecuon scene.mb
Total Elapsed Time Since Stat Gf Maya (hh:mm:ss): 00:00

32710 Page faulis

123.434 Mb  Max residenl size

122.531 Mb  Peak total size(Estimated)
7.514 Mb Peak arena size

=
Find text: [ ] (_ Open in extzrnal ecitor |

The logs have the solution to your problem. Muster is not able to always understand
what’s going on during a batch rendering process. The output from the batch render
always contains enough hints to understand why a particular job is failing!

You can start playing with the various Muster parameters or move to the reference section of
each module to gain a deeper knowledge of the software.

If something went wrong, we suggest you to check carefully each section of this chapter and
verify your steps. If you still can’t get a valid result, check the Troubleshooting section at the end

of this manual.
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Muster Console Reference

Interface components

The following section will give a brief over the interface components provided by Muster
Console, the complete real time graphical front end to the Muster Dispatcher Service.

The Muster Console window has a menu, a toolbar and five view types:
e The instances/host views
e The job queue views
e The log views
e The submission views

The Muster menus offer the same functionalities of the icons in the toolbar but divided in logical
groups:

The file menu has the following options:

<3 Disconnect Ctrl+Shift+C

& Preferences Ctrl+ShifisP

® Import Ctrl+Shift+l
® Export Ctrl+Shift=E
i ouit AltsF4

e Connect/Disconnect — Shows the connection dialog or terminates an active connection
e Preferences — Opens the Console preferences window

e Import - Imports a queue snapshot into the Dispatcher queue

e Export — Exports a snapshot of the current queue

e Quit — Exits from the Console application
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The management menu has the following options:

| i Configure Dispatcher Cirl+Shifi+M
_ & Configure Users Ctri+Shift+U
1% Configure Pools Ctrl+Shift+0
g Configure Paths Crri+Shift+A
. Confizure Mails Ctrl+Shiftsl
% Edittemplates Ctrl+ShiftsT

e Configure Dispatcher — Opens the Dispatcher configuration dialog that lets you change
the Dispatcher server options

e Configure Users — Opens the Users configuration dialog to manage the Dispatcher server
internal users database

e Configure Pools - Opens the Pools configuration dialog to manage the Pools database.

e Configure Paths — Opens the Substitution paths configuration dialog that lets you change
the paths used to apply the substitutions between different hosts and platforms.

e Configure Mails — Opens the mail configuration dialog that lets you define distribution
lists to be used with the Dispatcher mailing notification system

o Edit templates — Opens the templates editing dialog that lets you change and propagate
the templates on the fly

e Change Engine status — Starts and stops the Dispatcher internal engine

e Soft-restart Dispatcher — Perform a soft restart of the Dispatcher service forcing a reload
of the configuration and a reconnection with the slaves

The action menu has the following options:

= Change password Ctrl+Shift+W
¢ Register host(s) Cerl+Shift+H
#® Scan for hosts Ctrl+Shift+N

e Change password — Shows a dialog that lets you change the password for the currently
logged user

e Register host(s) — Shows a dialog that lets you add a new host to the hosts/instances
views

e Scan for hosts — Tells the Dispatcher to start a scan and find unregistered hosts in the
current hosts/instances views



The view menu has the following options:

4 Resyncview »

9 Create new view 3

Dispatcher remote logs Ctrl+Shift+,
o Statistics view Ctrl+Shifts.

o) History view Ctrl+Shift+

e Resync view — Reloads the selected views
e Create new view — Creates a new view and associate it to the current workspace
o Dispatcher remote logs — Opens a dialog that let you browse the logs on the Dispatcher

e Statistics view — Opens the statistics view dialog that lets you browse the Dispatcher
statistics in real time and eventually export them

e History view — Opens the history view dialog that lets you browse the history of the
Dispatcher activity and eventually, export and import the data.

The help menu has the following options:

© Help Eil

# Licensing

“d Buyonline

. Request a license
® virtual Vertex site

% Check for a newer release

4 About

e Help — Launches Acrobat Reader and opens the user’s manual

e Licensing — Opens a dialog that lets you change the current license

e Buy online — Connects to the Virtual Vertex store

e Request a license — Connects to the Virtual Vertex license requesting page
e Virtual Vertex site — Connects to the Virtual Vertex home page

e Check for a newer release — Check if a newer release is available online

e About - Shows the about screen



The instances/hosts view

The next figure shows a typical hosts/instances view in instances view mode. The view shows the

connected and unconnected slaves instances, and their relative status will be immediately visible

during their activity.

Instances view O %= B X
» Network flow: (_Enabled ) View mode: (Instances |~ | Platform: (_Not filered ) Status: [_Not fitered ) Paol: (Entire Farm = LEL4I@0@2@0 46
Insiance name A Ip Address Platiorm Progress Memory usage Cpu usage S d - iD Process Priority Priority | Status Current
iMacProwin{1] 127.0.0.1 Windows mm Uoo00LEo0n & Normal 1 Paused Free
iMacProWin[2] 127.0.0.1 Windows mm LoooDe0nD 6 Normal 1 Paused Free]
iMacProwin[5] 127.0.0.1 Windows 9 Normal 1 Paused Free
iMacProwin[6) 127.0.0.1 Windows 10 Normal 1 Paused Free
© MacProWin[3] 127.0.0.1 Windows 7 Normal 1 Idle Free
© MacProwin[4] 127.00.1 Windows [‘ﬁe—]i_sﬁ_j DDDDDDDD 8 Normal 1 Idle Free
[ | 0

Each column of this view shows a specific property of the connected instance. The columns

headers can also be used to sort the information. Just click on one of them and the view will be

resorted. The default sorting is priority based.

The meaning of each column follows:

¢ Instance name: This is the name assigned to the machine. It can be the Netbios name on
Windows or the name returned by gethostname() on Unix machines. When multiple
instances are started on the client, an instance number is appended to the standard
name. More information on instances are contained in the render client reference
section. In addition to the host name, the icon on the left shows the current status of the
machine. It can assume the following states in instance view mode:

6 The instance is idle and waiting for jobs
The instance is paused
a The instance is busy processing a job
6 The instance is disconnected
%)  Theinstance is connected but unavailable by configuration rules
; The instance is connected but reserved by a logged user

or the following states in hosts view mode on the host nodes:

%= Console is actually directly connected to the host
&3 Console is not connected to the host

,@.}" Console is attempting a connection to the host
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IP address: This is the IP address of each machine. Multiple instances of the same client
will share the column value

Platform: Operative system running on the client
Memory usage: This is the actual usage of RAM and swap file on the host
Cpu usage: This is the actual usage of processors on the host

Procs: This is the number of virtual processing units on the host. Hyper threading
machines report multiple virtual units

S: This is used in host view mode only and reports the status of the Render client service
on the host. It can assume the following states:

&.ﬁ Service is up and running
;j The Service status has not been queried yet
é,@ Service is stopped

The service is starting

= Youdo not have the rights to query the remote service

;( Service is either uninstalled or an unknown error happened querying the service

T and J: If you see a red cross < in this column, it means that one or more templates or
jobs have been add to the client exclusion list. The exclusion list prevents further
assignment of the job to the client to avoid infinite loops on faulty jobs

L: Shows the status of the real time log. When it’s enabled, you’ll see a log icon &l in this
column

ID: This is the internal identification number assigned by the Dispatcher to each host.
Process priority: This is the scheduling priority for each process launched on the host.

Priority: This is a priority number assigned to each instance. When idle, instances with
the higher priority will be selected first in the job assignment logic.

Status: Shows a textual status of the instance
Current job: If busy, this field shows which job is currently assigned to the instance
Current chunk: If busy with a multi frame job, this column shows the current job’s chunk

Notes: Shows notes assigned to the instance
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e Mac Address: Shows the MAC address of the NIC of the node. If you have multiple NICs
installed, you’ll see multiple addresses separated by a pipe (|)

e Command line: If busy, shows the command line sent to start the current process

If you want to filter the view contents, you can use the options on the filtering bar:

Metwaork Flow: Enabled .| Wiew mode: PlatForm: Mot filkered | Status: [Notfiltered ,] Pool: [EntireFarm |vJ

e Network flow: Enable or disable data flow to the view. If you disable the network flow,
each host view will be disabled and you’ll reduce the amount of network traffic between
the Dispatcher and the Console. You should always disable a certain view network flow if
you don’t need the windows to be constantly updated

e View mode: Changes between hosts and instances view mode
e Platform: Filters the contents by looking the instance’s platform
e Status: Filters the contents with the status value

e Pool: Filters the contents showing only instances belonging to a certain pool

Settings of the filtering bar will be stored persistently if you’re working on a custom
workspace. If you're working with the default, the settings will be reset on the next
session. Check the workspaces section to learn more

Remember to disable the network flow on views you’re not interested in. This will
reduce the amount of traffic between Console and the Dispatcher!
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Managing the hosts/instances
By right-clicking on a host or instance in the instances view, you get a popup menu that allows
you to perform different actions. The same applies to groups if you select multiple items:

Refresh CTRL+B
Pause CTRL+P

Process priority »
Setnotes CTRL+F
Realtime log streaming »
Workstation logs CTRL+J

Alarms

Purge temolates exclusion list

Purge jobs exclusion list

Select job in exclusion list

Supperted templates CTRL+L
Soft restart CTRL+M
Configuration 3
Service >
System evants 3
Remete Control CTRL+N
Details

v rvFwvow

This is a brief explanation of each option:
o Refresh: Forces a refresh of the instance’s status
e Pause: Pauses the instance
e Resume: Resumes a paused instance

e Kill and go on: Aborts a working instance, put the chunk back in the queue and move to
the next or the same chunk, depending on clients availability and priority position

e Kill and redo: Aborts a working instance and restarts the chunk from the beginning
e Kill and pause: Aborts a working instance and pauses it

e Process priority menu: Sets the system process scheduling priority for the running
process

e Set notes: Sets custom notes on the instance
e Real time log streaming: Enables or disables real time log streaming from the instance.

e Workstation logs: Accesses the workstation logs inspector. Through the inspector you
can access logs produced by the instance, read and remove them
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e Alarms: If you have an alarm running, you can reset the status from this menu

e Purge templates exclusion list: If you have some templates into the instance’s exclusion
list, you can see and remove them from the associated menu

e Purge jobs exclusion list: If you have some jobs into the instance’s exclusion list, you can
see and remove them from the associated menu

e Select job in exclusion list: Let you directly select a job fro the exclusion list

e Supported templates: Opens a dialog that shows the instance’s supported templates
(engines)

e Soft restart: Performs a soft restart reloading the configuration, disconnecting and
reconnecting it again. Unlike Reinit, this is done on any instance sharing the same node

e Configuration menu: Access the configuration option for the node
e Service: Accesses services query options
e System events: Sends system events like shutdown or restart to the node

e Remote control: Attempts to take control of the node using Remote Desktop, ssh or a
valid tool. This may be customized in the Console preferences dialog

e Details: Give a full resume of the host details like the OS, the system capabilities (RAM
and CPU) and the free space on the hard drives

e Remove: Removes the instance from the list. Works only on disconnected instances

Before attempting to configure automatic wakeup for the hosts, try to shutdown and
wakeup an host manually using the options in the System Events menu. Also check the
documentation of your motherboard and its Bios to understand if your system actually
supports wake up on lan (Magic packet)

If you select the Configure menu, you’ll get the following additional popup:

Add to pool 3

Resruve lrum poul 4
Inspect clipboard 3
Copy configuration CTRL+Q

Appy presst 3

Ureate preset from current contig
Manage presets
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The menu let you add or remove an host on the fly from a specific pool as well as inspecting
configurations, copy configurations and create configuration presets. You can create several
presets for each platform, and manage them using the configuration presets dialog:

I | M perac
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Configuring the hosts

Accessing the configuration menu clicking on Configuration -> Configure, the Console attempts a
direct connection to the host to configure its behaviours. Once a successfully connection is made,
you’ll be prompted with the configuration dialog as follows:

Settings for hos: iMacFProwin(192.163.7.53) X
i |nstances, procossos prioritics and overrides
i
S———————— o Number of instances |6 | Dsfault instences criorty: [1
ll; Instanoe numiber | Friorty Proccss Priorty | Afinlly mas| (™ 55—
| Lo
=g
4 |~
== Network
b General behaviours
F‘ Processes stert timeout: €0 | Defeult child process priority: [Nomal |+
E Templates Statinstances in patsed status [] Suppress logs storags and parsing
[ Terminate precesses trees Change priority on processes trees
Abort tasks on connection drop

Mappings & Hans

y

-

Ayailabil ty

\s
o

i

&

» ¥ Shutdown

‘Wakeup

=

UK ) [ Gancel

e Number of instances: Number of instances to spawn on service boot

e Default instances priority: The priority of the instances by default. Nodes with an higher
priority will be allocated first. You can override the priority on an instance basis using

panel below

e Overrides window: You can create several overrides on an instance basis as well as
setting a specific process affinity mask for each instance

e Default child process priority: This defines the system default scheduling policy for each
process spawned by the client. Values map to OS specific values

e Process start timeout: This defines a timeout value while Muster tries to catch the
rendering process PID. If the timeout expires, the process is terminated and the chunk
requeued and/or reported as failed

e Start instances in paused status: This starts the client in a paused status. Keep in mind
that you should keep this feature disabled if you’re going for a fault tolerance,
automated render farm. Having this option enabled, will prevent client activity after a
forced reboot until an administrator resumes it



e Terminate processes tree: When the client tries to terminate a running process, the kill
command is sent to the entire process tree (if available)

e Change priority on processes tree: When the client tries to change the process priority,
the command is sent to the entire process tree (if available)

e Abort tasks on connection drop: Tells Muster to abort any running process if the socket
TCP/IP connection between the client and the Dispatcher drops

e Suppress logs storage and parsing: If you want to skip the error processing and the log
parsing, enable this function. This should be used for debug purposes only

Settings for host iMacPiowin{192.168.7.53) 3
‘;"‘* IR Activity logs
—— o —r
Destination folder ﬁebug\lcgs\cl\enﬂaqwiw Pick
4 Clear logs older than T
5 Clear older logs when the size exceeds [10 | megabytes

=g’ Network Processes logs

.
Destination folder fuglogs\clienfiprocesses| [ Pick |

== Clear logs alder than 1 | days

E Templates Z ————
Clear older logs when the size exceeds (10 | megabyles
Rescan

= Mappings & Paihs

*—_——fq [ Rescan logs filesystem path every

li Availability

2t

l? 53 Shutdowr

Y
@ ‘Wakeup
OK | [ Cancel |

The logs section let you configure the storage path for the activity and processes logs. You can
also configure the following parameters:

e Severity level: This applies to the activity logs only and set the logs severity filter
e Destination folder: Sets the local destination folder to be monitored by the logs engine

e Clear logs older than: Specifies if you want to automatically delete logs files older than a
certain number of days

e Clear older logs when the size exceeds: Specifies if you want to automatically delete logs
files when their size exceeds a certain amount of Megabytes

e Rescan logs file system path every: If you store the logs on a common location and you
remove or change the files outside of Muster, you can tell each client to rescan the folder
to have them in sync with the Workstation log’s view



Settings for host iMacProvWing192.168.7.53) K

i Behaviours S
Dispatcher address: (1821687 53 ]
e Dispatcher listening port: 9680
| T
i | Logs Conneetion resolution: 2 |
e Client management port: 9685
Heartbeat in seconds: 380
‘i‘_’-: . [ Enable management password:
Broadcast presence and usage every (eo—] seconds
E Templates Forced user impersenation
If you want to impersonate a different user regardeless of the service/daeman
settings, fill the following fields. We strongly suggest to check the manual to
f understand the meaning of the values. Just leave the fislds blank if you're not
L Mappings & Paths sure!
=0
— Username: [ |
Password: | |
E Availability
-
L\i " Shutdown

EJ' ;;‘ Wakeup

OK Cancsl |

Dispatcher address: The IP used to connect to the Dispatcher service

Dispatcher listening port: The TCP/IP port where the Dispatcher is listening for incoming
Render client connections

Connection resolution: Attempts to reconnect after a disconnection when the amount of
seconds is passed

Client management port: The TCP/IP port where the Render client are listening for
management connections incoming from Consoles

Heartbeat in seconds: Send a pulse to the Dispatcher to let it know the client is alive.
Depending on this setting, and the one in the Dispatcher global preferences, a client may
be disconnected and flagged as offline if there’s no activity for a certain amount of time

Enable management password: If you want to block incoming management connection
on a client to prevent unauthorized changes, just put a password in this field and future
connections will ask it to the users

Broadcast presence: If you want the client to be auto discoverable by the Dispatcher on
the network, flag this option. After you successfully configure your render farm, you
should disable this option to avoid packet storming on your network
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You can also specify a different username and password pair to be used when launching external
processes. Unless you’ve a particular reason , you should leave those fields blank and relay on the
configuration of the Services on Windows and the startup scripts on Unix.

Settings for host iMacProWin(192.168.7.53) x

e~y Templates local variables
—m Behaviours B

308 Max

30S Max 2010+
[] 305 Max 2010+ Fs
3DS Max 9+ Fs

[ After Effects

Alias Studic
Cinema 4D
Combustion

Digital Fusion
Digital Fusion 5.1+
[ Gelato Mulifile
Generic broadcast seript
Generic script
Lightwave
Lightwave-is
Maxwell Render
Maya 3Delight
Mavya Cloth

Maya Gelato

Maya Hw

Maya Layer

Maya Mr

Maya Mr-Fs

[ Maya Rman

Maya Rman-Fs
Maya Aman2
Maya Sw

Maya Sw-Fs

[ Maya Turtle [+

3

E*ll_ Logs

—_| _ Mappings & Paths
=y

E Avallability
Ry

JF‘ % Snutdown

EJ ;; Wakeup

Y Y Y Y Y Y Y Y P Y YV Y Y Y Y VY Y Y VYV YYYY

(OK ) (_Cancel

The Engines section of the client configuration dialog let you configure variables required by each
batch render template. The values are template specific but there’s always a variable pointing to
the batch render executable. You can change this value to use different versions of your software
and you can check/uncheck the checkbox near the template name to enable or disable the
support of that particular engine.

Settings for host iMacProwin(192.168.7.53) X
“-;:“.‘ID e Substitutions paths
O mayat
<
l J Logs
~d
T Fenat Windows network drives
Enable automatic mapping
Templates Automapped drives disconnection policy: |On service shutdown | =
E Drive: Netwaork path Connection policy Disconnection policy
2 WServer01\Proj... On service sta...  On service shuidown
==
Add new Editselecte
By rese
Y
J.\.i"—f Shutdown
@ Wakeup

This Window let you specify one or more substitution paths to be used when dealing with the
client. If you’re configuring a Windows client, you can setup static drive mappings too. Having a
drive mapped in your interface does not propagate the setting to Muster. As specified in the



beginning, Muster lives in its own user address space. That means you’ve to tell it the drives to
map.

By changing the way the client maps the drives let you keep under control the amount of
connections to your file server limiting the amount of client licenses required. You can also
activate the automatic drive mapping for Windows that embeds and automap a network share
within each job.

Drive mappings information is embedded in the jobs only when submitting them from
a Windows workstation and picking up the file from the drive map itself. There’s no
way to embed a drive mapping information when submitting the job from Linux or
MAC OS X. In a mixed OS environment, you should relay on static drive mappings
configuration and disable this function.

Settings for host iMacProwWin(192.168.7 53) X

PI Senavious Logon check
[ Make client unavailable on user lagging
‘Wait for tasks termination

| [ Track remote accesses as local logins

'_7 || Logs Allow control access o screen savers

Processes check

¥\

[ Available when the following procesess are runningf, delimited)

iﬁ [] Available when the following processes are not running(, delimited):
i Templates

Default behaviours

= ﬁ Mappings & Paths

Available by default
[ Wait tasks termination on status changes

U iL
‘i

=
I o | Time rules
SR NS Type From To Start tim Add rule
B

»T.\: 4 Shutdown

il (]
@ ‘Wakeup

CK Cancel

The availability rules define when a particular client is available for rendering. You can choose its
default availability by checking or unchecking the Available by default, tell the client if it has to
abort the running process or wait its termination when its availability change by checking or
unchecking the Wait tasks termination on status change and configure specific time lapses by
clicking the Add rule button.

You can also tell the client to be available or not available depending on the presence or the
absence of a particular process. This is very useful to let Muster co exists within other software
that requires full control of the host.

Keep in mind that rules are always evaluated with other configurations like being available while
a user is logged or during the screen saver activity. To make a client eligible for being available,
the entire set of rules must be satisfied.
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Settings for host iMacProWwin(192.168.7 53) X
":‘:r'l‘ S Shutdown policies
Shutdown action: |Shutdown :
. Shutdown disabled with logged users
|5 Logs Track remote accesses as local loggings
-1 [J Shutdown the host when idile for
[ Shutdown the host when paused for
== Network [] Matches shutdown rules with availability
-
Scheduled shutdown
ﬁ Templates Tyge From To Sakiml ( Aodrie )
Day range Monday Monday 00:00:00
_ | _ Mappings & Paths
=
< »
[i Availability
=,
B
-\ :
2oh
EJE; Wakeup
OK ] (_Cancel |

The shutdown section let you configure rules to automatically shutdown an host. Using the wake
up feature, you can setup your render farm to shutdown on idle timing and wake up on demand
when the full power is required. This is a great feature to reduce costs.

e Shutdown action: You can choose if the shutdown action is effectively a full host
shutdown, a sleep action, or a restart. This is particular useful on Mac OS X, where
there’s no way to wake up a powered off Mac. You can put it into sleep instead. During
this phase, the wakeup function through the LAN will work

e Shutdown disabled with logged users: This tells Muster to avoid a shutdown process if
someone is logged on the workstation

e Track remote accesses as local loggings: If someone is logged though a remote
connection, Muster considers them as local loggings and prevents a shutdown if enabled
in the previous option

e Shutdown the host when idle for: Tells Muster to shutdown the host after a certain
amount of minutes of idle status

e Shutdown the host when paused for: Tells Muster to shutdown the host after a certain
amount of minutes of paused status

e Scheduled shutdown: Defines custom rules to shutdown the host

e Matches shutdown rules with availability rules: Apply the action only if the availability
rules are also valid
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|
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The wake up dialog let you configure specific rules to wake up an host through the Magic Packet
(formerly Wake up on Lan). Apart from specific timings you can check the following options:

e When the farm is at full load: Wakeup the client when there are no idle hosts on the

farm

e When the client is required by a job pool: Wakeup the client when it is required by the

job’s pool

e Matches wakeup rules with availability rules: Apply the action only if the availability

rules are also valid
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The queue view

The next figure shows the jobs queue view. As you can see, jobs can be arranged in a hierarchical

way. By dragging and dropping jobs, you can parent them to a new folder. To move them

upward and downward in the queue you must change their priority.

Queue view & B =8 X
4 Network fiow: (_Enabled - Engine: [ Not filered ) Status: [ Notfitered ) Pook: [Entire Farm [~ ] user: [Not fitterea| ~ | “w1g 0@ oe1@&e@0FoPo
Project: [ Not filered| ~ | Department: [Not fitered| - | ( ]
Job Name LIT| A iD Project Department Priority | Norking nodes Jestination pool(s' Excluded pool(s) Requeued | Engine Started on Progress ;J
<~ shot!_cartellone.... 50 1 0(0) Derived from p... Derived from p.. 0 Maya... D04/11/1114.07
<~ shoti_cartelione... 48 1 Qo) Derived from p... Derived from p... 0 Maya... 04/11/11 14.24 B
<~ shot!_cartelione.... 6 1 o0(0) Derived from p... Derived from p.. o Maya... D02/11/1116.47 [
<~ shati_cartellone... 47 1 0(0) Derived from p... Derived from p.. a Maya... 02/11/11 16.45 ([ Compieied|
‘k shotd_portaleNo... 36 1 00y Derived from p... Derived from p... o] Maya... 28/10/11 12.50 Completed|
4 snot4_portaleNo. .. a7 1 0(0) Derived frem p... Derived from p.- 0 Maya... | 28/10/11 12.51 [ Completed|
4 shot4_portaleNa... 38 1 0(0)  Derivedfromp... Derived fromp.. 0 Maya... 28/10/111251 (Completed|
4x sho4_portaleNo... 39 1 0(0) Derived from p... Derived from p... 0 Maya... = 28/10/1112.53 (_Completed|
4 shot4_portaleNo... 1 0(0)  Derived from p... Derived from p.. o Maya... 28/10/1112.55 [ Completed—|
4 snhot4_portaleNo... 41 1 0(0) Derived from p... Derived from p... 0 Maya... | 28/10/1112.57 ([ Completed
v musterTest 2 1 []()] Entire Farm
< test2009 8 1 0(0) Derived from p... Derived from p... 0 Maya... | 03/11/1115.28 |(Compieed
< tesiM? 9 1 0(0) Derived frem p... Derived from p... o Maya... 27/10/11 13.30 ma
<l | ]

Each column of this view shows a specific property of the job. The columns headers can also be

used to sort the information. Just click on one of them and the view will be resorted. The default

sorting is priority based.

As you can see each folder can contain multiple jobs. For viewing purposes they can be collapsed

or expanded by clicking on the arrow on the left of the job status icon.

Jobs are arranged on a priority basis. This means that the jobs with the higher priority will be the

first to be sent to the available instances.

When a job is a child of a folder it inherits some properties from its parent. In the
specific, if the parent folder has a certain priority, even if the job has an higher one, it
will be started only when the parent priority matches the current queue status. The
priority of the job is valid when compared to the jobs belonging to the same parent.
The same concept applies to the job destination pool. If it’s set to target the entire
farm but its parent specifies a specific pool, the job will override its setting and will be
sent to the pool specified by the parent folder. The Console will show this with a pool
name called “Derived from parent”. If you select a different pool for the job, the
derivation will be overridden.

An explanation of each column follows:

e Job name: This specifies the job name as well as its current status. In a similar fashion to
the clients queue, the icon on the left of the job name can assume 10 different states:

@ The folder is currently paused. The setting propagates to the childs
The folder is active

L

6 The job is on the queue and ready to start
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The job is paused. Until you resume it, it will never start

The job is in progress

The job is in progress but reported some kind of warnings

The job has been completed but reported some kind of warnings

The job is in progress but reported some kind of errors

6 &> e

The job has been completed but reported some kind of errors

The job has been completed successfully

© <@

The job is locked. No operations are allowed on it until it's unlocked

The job is archived. It won’t be visible until you change the view’s filters

The job is running a pre/post job action or the image assembler

C\J

L: Shows a lock when the job is locked
T: The job has a timed action (like pause or resume at a certain time)

ID: The ID is an internal progressive number assigned to each job by the dispatcher. You
should take care about this number when setting job’s dependencies

Project: Specify a custom string related to the job project
Department: Specify a custom string related to the job department

Priority: This is the priority for each job. The priority decides where a job is located inside
the queue

Destination Pools: This field shows the destination pool sfor the job.
Excluded Pools: This field shows the excluded pools for the job.

Requeued: At the end of each job, Muster can optionally check for missing frames. In
case of a failure, one of more fractions of the job may be requeued. The requeued jobs
will increase this counter. You can limit how many times a job or its fractions are
requeued to avoid infinite loops for a faulty job.

Engine: This field shows the targeted engine for the relative job

Started on: For a started job, this field shows the exact time when the job has started
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e Progress: For an in progress job, the field shows in percentage, the overall progress of
the job. The progress does not include the in-rendering packets but it's computed only on
completed packets. Depending on your settings, the progress bar may show the status
for each chunk in a visual way

e Completed on: For a completed job, this field shows the exact time when the job has
been completed. In case of an in progress job, the field shows the estimated ending time

e Working nodes: The field shows how many instances actually are used to process the
job. An instance can include one or more processors belonging to a particular render
client. This depends on render client configuration

e Submission time: The field shows the time when the job was submitted

e Belonging to: The field shows the name of the user that submitted the job

e Starting frame: The field shows the starting frame of the job where applicable
e Ending frame: The field shows the ending frame of the job where applicable

e Total frames: Shows the total number of jobs frames or the number of the slices (where
applicable)

e Filename: The field shows the primary filename of the job (where applicable)

¢ Notes: Show additional notes for the job

If you want to filter the view contents, you can use the options on the filtering bar:

1 Network flow: (_Enabled ) Engine: (ot fillered ) Status: (_ Not fiiered ) Pool: [Entire Farm [+ user: [Not filterea] ~ | Q10 o@oe@o 1&ko@oBo@Po

Project: [Nut fiered ‘ v] Department. [Nut fitered ‘ v] C] [ ]

e Network flow: Enable or disable the flow of data to the view. If you disable the network
flow, each host view will be disabled and you’ll reduce the amount of network traffic
between the Dispatcher and the Console. You should always disable a certain view
network flow if you don’t need the data shown to be updated

e Engine: Filters the contents by showing only jobs for certain templates
e Status: Filter the contents by showing only jobs with a certain status
e User: Filter the contents by showing jobs belonging to a certain user

At the end of the filter bar, there are two buttons. The first one lets you create a new folder,
while the second one lets you filter the contents of the view by searching a particular string
in the jobs names.
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Settings of the filtering bar will be stored persistently if you’re working on a custom
workspace. If you're working on the default, the settings will be reset on the next
session. Check the workspaces section to learn more

Remember to disable the network flow on views you’re not interested it. This will
reduce the amount of traffic between Console and the Dispatcher!
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Managing the jobs

By right-clicking on a job in the queue view (or making a multiple selection), you get a popup
menu that lets you take control of one or multiple jobs:

This is a brief explanation of each option:
e Expand all: Expands the entire queue tree
e Collapse all: Collapses the entire queue tree
e Expand branch: Expands the entire tree selected branch
e Collapse branch: Collapses the entire tree selected branch
e Move item(s) to root: Moves the selected item(s) to the root level
¢ Move item(s): Moves the selected item(s) inside the selected folder
e Pause: Pauses a job. A paused job won't be sent to clients for processing.
e Resume: Resumes a paused job
e Time actions: Pause or resume a job at a certain time

e Reinit: Reset the job to its initial state. If you have instances working on the job, the
processes will be terminated

e Nodes working on: Perform actions on the instances currently working on the job

e Open output folder: If the job specifies an output folder, the command opens the folder
to view the files

e Chunks details: Opens the chunks detail window



Manual frame check: Opens the manual frame check dialog
Rename: Renames the job

Set project: Sets the unique job project string. This may be used later for filtering and
arranging the jobs

Set department: Sets the unique job’s department string. This may be used later for
filtering and arranging the jobs

Set priority: Sets the job priority. Jobs with an higher priority will be processed first. Jobs
that share the same priority are sorted by the ID number. Smaller IDs will be sent first

Set maximum instances: Set the maximum number of instances allowed to work
simultaneous on the job

Set dependencies IDs: Set a list of jobs dependancies. If a job depends from another job,
it will wait until it completes before being eligible for processing

Change depend mode: Change the result mode required by the dependancies
Set pool(s): Change the destination pools of the job

Set excluded pool(s): Change the excluded pools of the job

Set owner: Change the job owner

Set notes: Set the custom notes on the job

Overrides: Let you change the jobs behaviours overrides

Set template: Change the job current template

Inspect drive mappings: Let you check, if available, the drive mappings embedded in the
job

Lock: Locks the job. Any operation is forbidden until the job is unlocked
Unlock: Unlocks a locked job

Delete: Removes the job from the queue

Delete requeued jobs: Removes the jobs requeued from the selected one

Send job to: Send job properties to one of the available submission views of your
workspace
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The log view

Logs view G =B X
t Network flow: (_Enabled ) Source: (_Not filtered ) ( Clear log ) (_Exportlog ) 1

Event Time Source [P Source Hosiname User Event [~

5 08/11/11 16.06 127.0.0.1 iMacProWin Service Dispatcher engine initialized successfully [

B 071111222 127.0.0.1 musterserver Service Frame check on job shot1_canelloneMakingOf gligliato(52) started

® 071111 1222 127.0.0.1 musterserver Service  Processing of job shot1_cartelloneMakingOf gligliato completed

& 071111 1222 127.0.0.1 musterserver Service | Chunk 1 belonging to job shot1_cartelloneMakingOf gligliato(52) successfully processed by host render2.youar..

® 071111 1222 127.0.0.1 musterserver Service  Chunk 2 belonging to job shot1_cartelloneMakingCf gligliato(52) successfully processed by host render1.youar..

& 07111111220 127.0.0.1 musterserver Service Chunk 3 belonging to job shot1_cartelloneMakingOf gligliato{52) successfully processed by host render3.youar..

= 07111 12.19 192.168.0.11 MAYA1 michele  Removed job(s} ID 51

B 07111111219 127.0.0.1 musterserver Service Chunk 1 belonging to job shot1_cartelloneMakingGi gligliato{52) assigned to host render2 youare.net

= 07111 12.19 182.168.0.11 MAYA1 michele  new job shot1_carielloneMakingOf gligliato(52) submitted

B 07111111219 127.0.0.1 musterserver Service Chunk 3 belonging to job shot1_cartelloneMakingOf gligliato{52) assigned to host render3.youare.net

B 0711111219 127001 musterserver Service Chunk 2 belonging to job shot1_cartelloneMakingQt gligliato{52) assigned to host render 1 youare.net ‘3

The log pane is the most important Muster window. Messages reported by render clients or
status/error messages reported by the Dispatcher are displayed here.

You should pay attention to its output to be able to track error and/or render failures.

The log shows the time the event has occurred, the text of the event, the user that thrown that
event (Service refers to Dispatcher Service), the machine originating the event and its relative IP.
The lines have different colours according to the kind of the event:

A The log entry is an error. This may come from an instance activity or a dispatcher
notice.

6 The log entry is a successfully event. This may come from an instance activity or a
dispatcher notice.

J; The event comes from an user action

{g The event comes from a system action (Dispatcher)

If you want to filter the view contents, you can use the options on the filtering bar:

Netwark flow: (_Enabled ) Source: (_Natfiltered ) ( Clear log ) [ Exportiog +) <

e Network flow: Enable or disable the data flow to the view. If you disable the network
flow, each host view will be disabled and you’ll reduce the amount of network traffic
between the Dispatcher and the Console. You should always disable a certain view
network flow if you don’t need windows to be constantly updated

e Source: Filters the contents showing logs entries originating from a certain entity

You can clear the current log content by clicking the Clear log button. If you clear the log, it
will be done on the Dispatcher side meaning that each Console will get its log cleared.
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The submission view
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The Submission view allow you to check and edit
existing jobs properties and submit new jobs.

The job properties list is dynamic, and changes
according to the selected job and its properties
template.

At the top of the view, a combo box lets you
choose which view automatically fills the list with
the selection.

The buttons at bottom of the view allows to
submit a new job, edit an existing one, save and
load presets stored in XML based files, or access
the presets manager that stores easily recallable
settings from a persistent list.

The properties on the submission view depends on the selected engine but they share some
common ones explained below:
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General section

e Job name: Specifies the name for your new job or the ones you’re editing

e Engine: This drop-down combo box shows the available render engines. By selecting one
of them the submission view will update its fields reflecting the engine template
properties

e Job project: Specifies the project of the job (custom string)
e Job department: Specifies the department of the job (custom string)
e Job status: Overrides the default status in the queue

e Job priority: Specifies the priority level for the job. Jobs with higher values will be
processed first

¢ Include Pool(s)/Hosts: Specify one or more render pool to use for the render, you can
also specify single hosts

e Exclude Pool(s)/Hosts: Specify one or more render pool to exclude from the render, you
can also specify single hosts

e Depend from job ID(s): If you want to prevent the job processing until one or more jobs
are completed, write their IDs there (comma separated)

e Dependence mode: Specify what kind of results Muster should expect from dependent
jobs to allow the job processing

e Notes: You can put any kind of notes inside this field
e Starts on: Specify a starting time for the job

e  Minimum logical units: Specify a minimum amount of virtual processors an host must
have to be eligible to process the job

e  Minimum cores: Specify a minimum amount of physical cores an host must have to be
eligible to process the job

e  Minimum physical cpus: Specify a minimum amount of physical processors an host must
have to be eligible to process the job

e  Minimum cores speed: Specify a minimum speed in GHz an host must have to be eligible
to process the job

e  Minimum ram amount: Specify a minimum amount of Ram, in Megabytes, an host must
have to be eligible to process the job
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e  Minimum disk space: Specify a minimum amount of free space on the physical disks, in
Megabytes, an host must have to be eligible to process the job

Multiframe options section

This section is available only for multi frame jobs. It contains the following fields:

e Packet size: This field specifies the size in frames for each chunk sent to a client. You
should carefully balance this value carefully depending on your scene frame range and
the processing power of your clients.

e Maximum instances: This field specifies the maximum number of render instances used
by the job. A value of 0 instructs the job to use all the available instances.

e Check for missing frames: This field activates the automatic missing frames feature
available on the Dispatcher. At the end of the job processing, the Dispatcher will scan for
missing frames and requeue them automatically. Additional information can be found in
the Missing frames section

¢ Image name prefix: If you use the missing frames features, you need to specify here the
expected filename prefix as well as the frames path

Image slicing options section

This section is available only for single frame jobs. It contains the following fields:
e Frame number: Put here the frame to render as a single sliced image

e Number of slices: This value specifies the number of separate slices to create (basically it
means how many machines will render the frame). At the end of the rendering, the slices
will be reassembled by the Dispatcher

e Image width: Specify the width of the final image
¢ Image height: Specify the height of the final image

e Aspect ratio: Specify the aspect ratio of the final image. This value applies only to certain
engines

e Anti alias overlap: The anti aliasing filters may work incorrectly on the image borders. To
provide slices that may produce a valid result, you may need to increase the amount of
pixels rendered on the border of the slices. Increasing this value will generate images
that are a bit larger but correctly reassembled. Additional pixels are rendered on the
slices but the final image will reflect the expected size.

e Maximum instances: This field specifies the maximum number of render instances used
by the job. A value of 0 instructs the job to use any available instances



Broadcast options section

This section is available only for broadcast jobs. It contains the following fields:

Packet type: Single instance/Every instance, by choosing this field you can tell Muster to
send the job to every running instance, or only one process for each IP address.

Single host options section

This section is available only for single host jobs. It contains the following fields:

Delegated host: You can specify the instance name or IP address of the host to be used.

Overrides

Process valid exit codes: Overrides the expected valid exit codes (comma separated)

Process warning exit codes: Overrides the expected warning exit codes (comma
separated)

Process error exit codes: Overrides the expected error exit codes (comma separated)

Valid process log’s texts: Overrides the expected string or regular expression to match
valid log’s texts

Warning process log’s texts: Overrides the expected string or regular expression to
match warning log’s texts

Error process log’s texts: Overrides the expected string or regular expression to match
error log’s texts

Chunks timeout: Overrides the job chunks timeout

Chunks maximum requeue: Overrides the maximum number of times a chunk can be
requeued

Mail address: Overrides the destination email address to send notifications

Override job notifications: By checking this field, you can override the default
notification event related to jobs notifications

Override chunks notifications: By checking this field, you can override the default
notification event related to chunks notifications

Actions

Action: Specifies the executable to launch as a pre or post job/chunk action
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e Check return code: Tells Muster to check for the action return code and abort processing
according

e Override timeout: Overrides the default timeout for the action

Managing submission presets

The submission panel lets you store and manage properties presets. Preset are retrievable
through a pop-up menu and are stored on a template basis:

Defaults
Add presat
Manage presats

If you click the Add preset menu entry, the current values of the submission dialog are stored as
a new preset and you’re prompted for the preset’s name.

By clicking the Manage presets menu entry, you can Rename, Delete or Duplicate existing
presets.

Submissicon Presets {2, 4

Engines Presels

Generic script
Lightwave —
Lightwave-is

Maxwell Render

MNew preset

[

Maya 3Delight
Maya Cloth
Maya Gelato
Maya Hw
Maya Layer
Maya Mr

Maya Mr-Fs
Maya Rman
Maya Rman-Fs
Maya Rmanz

|

Maya Sw-Fs
Mavya Turtle
Mava Turle 4+ [

4

&=

Presets are always stored on a template basis, there’s no way to duplicate a preset
done for a different template than the one it belongs to



Managing workspaces and views

Muster Console supports customizable workspaces. A workspace contains a set of views and
their settings, and stores them persistently across different sessions.

You can access the workspaces functions by clicking the icon next to the workspaces selector
combo box in the right corner of the menu bar:

Duplicate
Bename
Delete

By using the menu entries, you can Duplicate, Rename and Delete the current workspace. If you
want to create a new workspace, you must start duplicating current; this will inherit your current
settings and will create the new workspace. Once you create a new workspace, it will be available
in the workspaces list:

Waorkspace: |Untitled -
Default right submission
D ission

Untitled

Muster Console supports three default workspaces. You cannot Delete or Rename them, but you
can Duplicate them to originate new workspaces.

The settings of the views like their columns ordering and filtering are stored with the
workspace. If you're working on the default, you'll lose your settings each time you
exit from the Console. Always create your own workspace if you want to keep your
settings!

From the view menu, you can create a new view selecting the Create new view submenu. Once
you create a new view, you can manage the state of it using the buttons at the top of it:

% = H OX

The buttons let you rename, hide or destroy a view. Remember that once you hide a view using
the central button, you can recall it using the views popup menu, right clicking on a view header
or on the empty workspace area of Console (if no view is visible). This is a typical views popup
menu you may get:

Hide view
« |Nstances view
» Queue view
« Logs view
» SlUbmission panel
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Customizing a view

If you want to customize the columns of a view, you can right click on its headers and invoke the
popup menu:

Customize headers

If you click the Customize headers entry, you’ll get the following dialog:

Customize view neaders X

Coenfigured columns: Available columns:

[

A

Ip Address
Platiorm
Procress
Memory usage
gpu usage

s L

J
1B
ID

Pracess Prinrity
Status Maove down

Current iob
Header text: Customtag;

(instence name ) (Cbuiltin_instancename ]
Content alignment: Default size (px):
(Le o )

OK [ Cancel

The customize view headers window lets you choose exactly which column you want to show, its
position in the list, its content alignment and the default column size.

Customizing the view’s columns and the view’s filters is a good way to have multiple views with
different contents available in the workspace.

If you’re working on a custom workspace, the settings changed by this window will be
stored persistently with the view



Muster Console preferences

The Muster Console can be configured selecting Preferences from the menu or clicking the
relative button on the toolbar.

The general section has the following options:

0 1 i e rangees hnm | e e

Iexcisal contents

B
Vi 3l EotRns (P

e Check for updates on startup: Tells the Console application to connect to the Virtual
Vertex site checking for updates each time you start it

e Automatically check services status on startup: When active, the Console will attempt to
query the service status of any host available in the hosts views. This may be network
and resource consuming, so depending on the size of your farm, you may need to disable
this and check the services statuses manually when required

e Management port: This configures the management port used to connect to the
Dispatcher service

e Keep management connections always active: When you configure a client, a direct
connection is established to get its properties and to send the configuration back. If you
check this option, the connection is persistent

e Listen on broadcast from clients to grab Cpu and Ram usage: If status broadcast is
enabled on a render client, console checks for this traffic and updates the usage
counters according

e Show floating point numbers for frames: If you’re going to work with floating point
frames numbers, you may need to activate this option for a correct feedback of the
frames numbers

e Paint detailed job progress arrays: Paints a progress bar that reflects the status of each
chunk. This may be resource intensive, so depending on the size of your queue, and the
number of the jobs, you may need to deactivate this option



Calculate progresses for folders: Calculates the folders progresses by averaging the
progress of the childs

Ask confirmation on unsafe operations: If activated, when you make an unsafe
operation, like deleting a job in the queue, Muster Console will show a confirmation
dialog

Show notes on instances as popups: If active, when you hover with your mouse on an
instance icon you’ll see a popup with the host’s notes

Show notes on jobs as popups: If active, when you hover with your mouse on a job icon
you’ll see a popup with the job’s notes

Queue interactive search: When changed the search filter into the queue, Muster
recalculates the result on each keystroke, this may be cpu intensive when dealing with
big queues

Hosts views double click action: Choose an action to perform when you double click on a
hosts/instance

Jobs view double click action: Choose an action to perform when you double click on a
job

Chunks views double click action: Choose an action to perform when you double click on
a chunk

Load frame range from Lightwave’s scenes: If you’re working with Newtek Lightwave,
you can tell Console to load the frame range from the selected .LWS file when you pick
one from the submission view.

Textual contents: Defines an external viewer used to open textual contents

Visual contents: Defines an external viewer used to open image files
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The jobs section lets you define several default values for the submission views:

i
§
|

The remote control section lets you define how to remote control an host when you select
the Remote Control function from the popup menu:

.
]

The default values on Windows use Remote Desktop to access Windows hosts, and Putty to
access Unix hosts through an ssh connection while Unix’s Console uses Vnc or Ssh. You
should configure the command line according to your environment and your preferred
software.

Particular attention should be paid to the Unix services control.

While Windows is able to query remote services using its built-in API, we rely on a modified
version of Plink (part of the Putty suite) to access Unix hosts through an SSH connection and
check the Services remote status. You should not change the command line preconfigured
unless you’ve particular needs. Just be sure to specify a root username and password in the
preferences and open the SSH port on the remote hosts.

While you can use the Windows APl and Plink from a Windows hosts running Console
to query any platform service status, there’s no way to query a Windows service
status from a Linux or Mac OS X platform!
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The alarms section let you define local alarms thresholds on the hosts

Dl esme e e s g g o
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The graphs colours section lets you define the maximum amount of statistics hold in memory
by the Console and the colours used by the various graphs:

]
il

The skin section let you modify or define new skins to be used by Console. The syntax of the
skinning language is based on the QT CSS cascading style sheets. For further information on
how to modify the skins, please reefer to the QT4 CSS style documentation available on the
QT website at gt.nokia.com

If you need to reset the Console preferences or store them for future reference, they
can be found into the registry for Windows (HKEY_CURRENT_USER\Software\Virtual
Vertex\Muster\6\Console) and inside your home folder (.Muster) on Linux and Mac

0S X
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The Chunks detail

The Chunks detail is a very useful summary window that lets you manage packets (called chunks)

that build a job. On multi frame and image slicing jobs, each chunk is a logical representation of a

processing phase. On broadcast jobs, each chunk is dedicated to an instance or an host. Single

host jobs do not have chunks.

This is a typical view of the chunks detail window:
Chunks detall - Job testM7 (2) OooX
( Gather chunks history J
Id | Absolute frames | Relative irames Status | Regueued | Staringtme | Endingtime |  Timespan Renderedby | Results
1 1.000 to 34.000 1to Completed [¥] 27/10/1113.30  27/10/11 13.32 00 Hours 02 M... renderl.youar...
72 35.000 tc 68.000 351068 Completad [} 27/10/11 13.30 27/10/11 13.32 00 Hours 02 M rendsr3.youar.
3 69.000 to 100.... 69 to 100 Completed C 27/10/11 13.30  27/10/11 13.32 00 Hours 02 M... render2.youar...

Each packet is numbered with its internal ID and reports the following information:

Absolute Frames: Those are the effective frames of your sequence chunk. They may not
reflect the number appended on the frame name.

Relative Frames: Those are the frames numbers that will be generated. They may not
reflect the absolute frames but will match with the final files. The first packet reflects the
value of the starting frame value of a job.

Status: This field reports the current status of the chunk. It can assume 4 different state
and reflects the colour of the icon on the left of the chunk’s ID. Possible states are: On
hold, In progress ,completed or completed with warnings.

Requeued: When a chunk is re-queued using the automatic missing frames feature, this
field will be increased each time the process occurs.

Starting time: This field shows the starting time when a chunk has been submitted to a
client. It remains blank for a “On hold” packet.

Ending time: This field shows the ending time for a completed chunk.

Time span: This field shows the effective amount of time taken by a completed chunk for
its processing.

Rendered by: This field shows the name of the instance that has rendered the chunk. If
chunks are flagged as completed by an user, the field shows “Forced by console”.

Results: If a packet completed with some kind of error, it will be reported inside this field
otherwise the field will stay blank.
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To manage chunks , right click on them and you’ll get the following pop-up menu:

Requeue chunk CTRL+R

Open chunk's log CTRL+L
Open chunk's log in external viewer  CTRL+E

Operations permitted by this menu are simply the requeuing of a completed chunk or the setting
of the chunk in a completed status. When forcing a chunk to a different status, render clients that
are currently rendering the chunk may receive an abort message.

If you select the Open chunk’s log item, the logs of the hosts that processed the chunk is opened,
and the related file selected automatically.

A special type of chunk is the Image assembler one. This is a chunk that’s always found at the
end of a single frame job. It's included inside the chunk view only for consistency but actually
rendered by the Dispatcher service when the previous packets have been completed. Its purpose
is to assemble slices created by the instances.

The chunks view reports just the chunks of the current job status, if you want to compare the
entire lifecycle of the job, you can click the “Gather chunks history” button and have a tree based
view with the results of each chunks in the history. This let you also check why a particular
chunks has failed and also recover the logs of the failed or requeued chunks.

Chunks detall - Job testhM7 (9) LT
[ Gather chunks history J
[[:] | Absolute frames | Nelative frames Status Mequeued | Gtartingtime | Cnding time Time span Mendered by | Mesults
v o 1 1.000 to 34 000 1to 34 Completed [ 27/10/1113.30  27/10/11 13.32 00 Hours 02 M... renderl.youar...

<7 165 1.000to34.000 11034 Completed (] 27/10/11 13.30  27/10/11 13.32 00 Hours 02 M... renderi.youar...
v 2 35.000 1c 68.000 351068 Completed [} 27/10/11 13.30  27/10/11 13.32 00 Hours 02 M... render3d.youar...
«~ 166  35.000 IC 68.000 3b 1068 Completed [+] 27110711 13.30 271011 13.32 00 Hours U2 M... renderd.youar...
¥ <7 3 69.000 10 100.... 6910 100 Completed 1] 27/10/11 13.30  27/10/11 13.32 00 Hours 02 M... render2.youar...
«~ 164 63.000to100... 69 to 100 Completad C 27/10/1113.30  27/10/11 13.32 00 Hours 02 M... render2.youar...
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The frames check window

The missing frames window will pop up when you right click on a job and select “Manual frame
check”:

Frames check for job Untived(3) "X
“remes et e [Maye Tesl Profctsfmepesbighl refecior seem i) [ |
(FEmesrEngs  AverEgesze  SELE
w1 14 734088 Goud
& 15-4 0 Misging
© & W0 EEIES tinnd
ot vl 1
Coriigure Letanizrs Ji Sl Traumces chvk.

The dialog lists the job frames grouped in a logical way. Each missing or good sequence of
consecutive frames is reported with a summary of the average size in bytes. The frame parser can
be configured to check only the existence of the files or to check the file size.

To start the frame check, just press the “Start frames check” button. Remember that, if you have
not specified a frames path and prefix during job submission, you may need to specify them in
the frames check dialog. The prefix of the file must be include the path and any character that
precedes the number that identifies the actual frame number.

For example, if your final renders are saved inside the folder \\Myserver\myrenders and
have a name similar to this:

Scenel 0001.tga
Scenel_0002.tga
Scenel _0003.tga
the prefix you've to supply is \\Myserver\myrenders\Scenel_

After running the frames check, you can automatically queue the wrong packets pressing the
“Queue wrong packets” button or just queue the list’s selection using the “Queue selection”
button.

If you want to configure the parser, select Configure behaviours:

Frames Check settings X

Check for frames files sizes:

(O Exact match:

(=) Range: 30000 | minimum bytes
|50000 | maximum bytes

[ ok ) [ Cancel
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The parser can also check the files sizes between a minimum and a maximum value. This is

particular useful if you are rendering frames in a compressed file format where file sizes can
change between each frame.

If you disable the size parser, Muster will check only the frame existence.
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Browsing the network statistics

Each time you open the Console, it receives some statistics from the Dispatcher on a regular
basis. You can access such statistics through the Statistics view menu entry in the View menu:

[ tisics vew x|
Visble time frame: [@Eﬂ
Dispatcher stais
Sarver hont ima: 08/ 1/11 1343 | ast ipnate: ORI 1357
Server version: 7.00 Builo 5018 Notwerk protoco vors on: 700
Glents connections: 6 NOTICAIors Connections: 1
Management connections: 2 Hilp connections: ]
Hipa eonnestions: 0 Arfive htn sessinns: o
Connections graph ~ Clents convactions
— Management connections
— Noliwalars woectuns
- Active weD sessions
- — KTTP connections
z _ HTTPS conrections
& T
Faused instances
ldle instances )
_ Unavailable instances
— Fegiotered ngances.
& s b G
& G @ @ & ) &
Time
(Gonnectens] Gounters | sanawian|

You can use the button menu in the upper right corner of the window to export the current data.
You can then reload the data using the History view explained later.



Managing the history

The history view can be used to retrieve the processing and the usage history of the Dispatcher
itself, store queries and reload saved archives.

You can access the history browser by selecting History view from the View menu:

Hertory ristails
tRebaics story evailabie rom. GO 1000 & DM 10T
Total Wt o Rampies. 17RA7
oty ey svailibic rorc 28/18/11 1628 w 081111 1367
Teral wmber of higtod2ec chunke 32

Staatiticrs Histury

Rangs (FRrngA]=)

Frore | 267100111002 =] o |08/ 11 13567 =

Deowsarange | | Ciesrrangs | [ Cpen Aective |
Jebrs Histury

Rene [Fvma]=)

Frore [ 26710011 1828~ o |O&71 111 13567 =

Fiter 7y: Unitersg ™

If you query the jobs history you'll get a resume of the selected period, you can then export the
data in a proprietary format, or to well known formats like PDF.
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Engine specific submission view options

The following section explains parameters available in the submission dialog for each supported
render engine:

3D Studio Max (3DS Max)

305 Max 308 Max 2010+
DS Max scene  [Test Projects/scenesfight reflection. scene.mb) CJ 305 Max scene  (Test_Projects/acenes/light_reflection_scenema) (... )
V. [1 ] Project directory  [Ci/Usersfleo/Desktop/Maya_Test_Projects ] D
Start frame: [I ]
End frame (100 )i
End frame (100 ]
By frame 1 ] o i )
O Continue on eror O Continue on ermor
Additional flags [ ] @ Additional flags [ [

You have two versions of the Max template, one for Max versions from 6.0 to 9.0, the other for
versions 2010+.

e 3DS Max Scene: The job file to render

e Start frame: The final sequence starting frame

e End frame: The final sequence ending frame

e By frame: Frames step in the final sequence

e Continue on error: Tells Max to continue if it encounters an error during the batch render

e Additional flags: This field can be filled with additional flags to pass to the batch render
command line

3D Studio Max Frame slicing (3DS Max 9+ Fs)

305 Max 9+ Fs 3DS Max 2010+ Fs.

3DS Max scene ﬁaya_Tesl_Fro]ectslscenesmghl_refleclion_scene.mh] D

308 Max scene ana_Tes't_Pm]ec’ts.’scenesll\ght_reflec‘liﬂn_scene,mb] @

- Praject directory  (C:/MUsers/leo/Desktop/Maya_Test_Projects ]D
Frame destination [C:.fUsersﬂeDfDesmpraya_TesLProjemanmages ]@ Frame destination (C7USEENGEID v Tesi P ]@
Additional flags [ V(@) | Adotonaifiags [ @

e 3DS Max Scene: The job file to render

e Frame destination: The full path where you want to store the slices and the assembled
image

e Additional flags: This field can be filled with additional flags to pass to the batch render
command line



After Effects

After Effects
After effect job file fest_ProjecIs}scenesﬂight_refleclion_scene_rnb] I::)
Composition na... [ ]
O
O
a
Start frame { ]
End frame (100 ]
Additional flags [ )

After effect job file: The job file to render
Composition name: Specifies the composition to render

Render settings template: If you want to override the render settings template, write the
name of the template to be used

Output module template: If you want to override the output module settings, write the
name of the module to be used

Start frame: The final sequence starting frame
End frame: The final sequence ending frame

Additional flags: This field can be filled with additional flags to pass to the batch render
command line



Alias Studio

Alias Studio
Render [Renderer | v]
Job file [Mava_Tesl_Proieclsfscenes}lighl_reflecljun_scene.mb] @
Start frame [ ]
End frame (100 )
By frame [ )
Numberby  [1 ]
Step by [ )
Digits [ )
Additional flags [ ) C)

Render: Specifies the Alias Studio renderer to use

Job file: The job file to render

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence
Step by: Step for the final frames numbering

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render
command line



Cinema 4D (C4D)

Cinema 4D
Job file [Test_Projects/scenes/light_reflection_scene.mb| [:]
Start frame 1 )
End frame (100 )
By frame 1 )i
O Frame destination [Users/leo/Deskiop/Maya_Test_Projectsfimages
Additional flags [ [

Job file: The job file to render

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Frame destination: Overrides the destination for the rendered images

Additional flags: This field can be filled with additional flags to pass to the batch render
command line



Combustion

Comibustion
Combustion job ... [ya_Tes'l;_ProjecIs}scenesﬂight_reflecﬁon_scene_mb] [:)
Start frame 1 ]
End frame (100 ]
Mumering by 1 ]
Additional flags [ ) ()

Combustion job file: The job file to render

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

Numbering by: Specifies the number to use to start numbering the frames sequence

Additional flags: This field can be filled with additional flags to pass to the batch render
command line



Digital Fusion

Digital Fusion Digital Fusion 5.1+
Jat fle sas -
Jobfile  [iop Test_F 1esflight_reflection_scene.mb
- - = & S trame (1 )
Start frame (1 | [ enarame (@ )
End frame. (100 ) | | Frame sen (@ )

Job file: The job file to render
Start frame: The final sequence starting frame

End frame: The final sequence ending frame
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NVidia Gelato (Gelato Multifile)

Gelato Multifile

Gelato file list pr...

Start frame

End frame

By frame
a
Additional flags [ ) &

(
(
(
@ ]

Gelato file list prefix: The prefix (full path and filename up to the numbering portion) to
render

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Output file: Overrides the destination for the rendered images

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Generic script

Generic script

O s
D 3
Additional flags [ " et

The first available host will execute the generic script and it’s a one shot script. You can use an
host name inside the destination pool to target the script to a specific host.

e Script file: The script file to be executed. This will be executed through CMD.exe on
Windows and through /bin/sh from Mac and linux

e Script flags: Flags to be passed to the script
e Additional flags: Additional flags to be passed to the script

Generic broadcast script

Generic broadcast script

O
O

Additional flags [ =

Every host registered inside Muster will execute the generic broadcast script. You can filter the
number of hosts involved by specifying a destination pool.

e Script file: The script file to be executed. This will be executed through CMD.exe on
Windows and through /bin/sh from Mac and linux

e Script flags: Flags to be passed to the script

e Additional flags: Additional flags to be passed to the script
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Newtek Lightwave

Lightwave

Lightwave scen... [va_Tes'l;_ProJecIs}scenesﬂlght_reflecﬁon_scene_mb] [:J

Content directory  (C:/Users/leo/Deskiop/Maya_Test_Projects ) [:J
Start frame 1 )
End frame (100 )
By frame 1 )

Lightwave scene file name: The job file to render

Content directory: Full path to the root directory of your project
Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence
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Maxwell Render

Maxwell Render
Job file [Test_Projects/scenes/light_reflection_scene.mb) [D
Start frame (1 ]
End frame (100 |
O Frame destination (Usersfleo/Deskiop/Maya_Test_Projectsfimages
Additional flags [ 1)

Job file: The job file to render

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

Frames destination: Overrides the destination for the rendered images

Additional flags: This field can be filled with additional flags to pass to the batch render
command line



Maya 3Delight

Maya 3Delight

Maya scene file ... fest_Projects.'scenesﬂight_reﬂecﬁon_scene_mb] [:]
Project directary  [Ci/Usersiea/Deskiop/Maya_Test Projects | [:j

O Frame destination Userslec/Deskiop/Maya_Test_Projects/image
Start frame (1 )
End frame (100 )
By frame [ )
Additional flags [ ) G

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination path for the rendered images
Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Maya Cloth

Maya Cloth

Maya scene file ... [ya_Test Projects/scenes/ight_reflection_scene.mo (.. |
Start frame [I )

End frame f ]

Maya scene file name: The job file to render
Start frame: The final sequence starting frame

End frame: The final sequence ending frame

88



Maya Gelato

Maya Gelato
Maya scene file ... [est_Projects/scenes/light_reflection_scene.mb | [:j
Project directory [C:.fUsersﬂeNDesk‘[op.fMaya_TesLProjects @
[ Frame destination |Jsersflea/Deskiop/Maya_Test_Projects/images
Start frame [ ]
End frame (100 )
By frame [ ]
Mumber by (] )
Step by [ ]
Digits (] )
Additional flags [ ()

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination path for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence
Step by: Step for the final frames numbering

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Maya Hardware
Maya Hw

Maya scene file ... fesLProjecIs}scenesﬂight_reﬂecﬁon_scene_rnb]

Project directory  (C:/Users/leo/Deskiop/Maya_Test_Projects |

Start frame

End frame

By frame

MNumber by

Step by

0uduuolgeo

Additional flags

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination path for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence
Step by: Step for the final frames numbering

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Maya Layer

Project directory

Start frame

End frame

By frame
MNumber by
Step by
Additional flags

Maya scene file ...

Maya Layer

fest_Projects/scenes/light_reflection_scene.mb | (:]
(CilUsers/lea/Deskiop/Maya_Test_Projects | (... |

puulad

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence

Step by: Step for the final frames numbering

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render

command line
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MayaMan

Mayahan
Maya scene file ... fest_Prajectsfscenesﬂight_reflecﬁon_scene.mb] @
Project directory  (C:/Users/leo/Deskiop/Maya_Test_Projects | [::]
O Frame destination [Jsers/leo/Deskiop/Maya_Test_Projects/images
Start frame (1 )
End frame (100 ]
By frame (1 J
Additional flags [ 1)

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project
Frame destination: Overrides the destination for the rendered images
Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Additional flags: This field can be filled with additional flags to pass to the batch render
command line



Maya Mental Ray (Maya Mr)

Start frame

End frame

By frame
MNumber by
Step by

Digits
Additional flags

Maya Mr

Maya scene file ... fest_ProjecIs}scenesﬂight_reflecﬁon_scene.rnb]

Project directory  [C:/Usersfleo/Deskiop/Maya_Test_Projects |

100

(
(
(
1
(
(
(

guddosdoo

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence

Step by: Step for the final frames numbering

Digits: Number of digits to use for the frames numbering

Additional flags: This field can be filled with additional flags to pass to the batch render

command line
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Maya Mental Ray Frame slicing(Maya Mr-Fs)
Maya Mr-Fs

Maya scene file ... hya Test Projects/scenes/light_reflection_scene.mi|

Project directory [C:Msersﬂen{[]eskmpﬂ\dava_Test_F’mJems

0000

Frame destination |C:/Users/len/Deskiop/Maya_Test_Projectsfimages |
Additional flags [ ]

Maya scene file name: The job file to render
Project directory: Full path to the root directory of your project

Frame destination: The full path where you want to store the slices and the assembled
image

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Maya Renderman (Maya Rman)

Maya Rman

Maya scene file ... fest_Prc]ecIs!scenesﬂight_reflecﬁcn_scene.mb] [I]
Project directory  [Ci/Users/lec/Deskiop/Maya_Test_Projects | @

e S e T ERrElaEr R e Tenl Braia e
O Frame destination Usersfleo/Deskiop/Maya_Test_Projectsfimage

Start frame (1 )
End frame (160 )
By frame (1 )
Number by (1 ]
Step by (1 )
Digits (i )
Additional flags [ I

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence
Step by: Step for the final frames numbering

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render
command line



Maya Renderman 2.0 or greather (Maya Rman2)

Maya Rman2

Maya scene file ... fest_Prcjects}scenes}l\ght_reﬂecﬁon_scene.rnh] C]
Project directary  (Ci/Users/leo/Deskiop/Maya_Test_Projects | C)

Start frame 1

End frame 100

By frame 1

Step by 1
1

Digits

(
(
(
Number by [I
(
(
(

paubuas

Additional flags

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence
Step by: Step for the final frames numbering

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render
command line



Maya Renderman Frame slicing (Maya Rman-FS)

Maya Rman-Fs

Maya scene file ...

=

va_Tes'l;_F’ro]ecTsfscene&fllght_reflecﬁon_scene_rnb] [:J
C:/Users/leo/Deskiop/Maya_Test_Projects ]
C:fUsers/leo/Deskiop/Maya_Test_Projects/images ]

)

=

Project directory

Frame destination

=

oo

Additional flags

i

Maya scene file name: The job file to render
Project directory: Full path to the root directory of your project

Frame destination: The full path where you want to store the slices and the assembled
image

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Maya Software Render (Maya Sw)

Maya Sw

Maya scene file ... {est_Projects/scenes/light_reflection_scene.mb) .. |

Project directary [C:.fUsers.flewDesl-c[op.fMaya_Test_Projects
O Jsersfleo/Deskiop/Maya_Test_Projectsfimages
1

Start frame

End frame 100

By frame 1

Step by

Digits

Additional flags

(
(
(
Number by (1
(
(
(

BHHHHHH

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence
Step by: Step for the final frames numbering

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render
command line



Maya Software Render image slicing (Maya Sw-Fs)
Maya Sw-Fs

e

Maya scene file ... va_Test_ProJeCIs}scenesﬂlght_reflecﬁon_scene_mh] IZJ

Project directory  (C:/Users/leo/Deskiop/Maya_Test_Projects ) I:D
Frame destination (C:/Users/leo/Deskiop/Maya_Test_Projectsfimages | (.. )
Additional flags [ 1)

Maya scene file name: The job file to render
Project directory: Full path to the root directory of your project

Frame destination: The full path where you want to store the slices and the assembled
image

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Maya Turtle v. 4+ (Maya Turtle 4+)

Start frame

End frame

By frame
MNumber by
Step by

Digits
Additional flags

Maya Turtle 4+

Maya scene file ... fest_ProjecIs}scenesﬂight_refleclion_scene_rnb]

Project directory  [C:/Users/lea/Deskiop/Maya_Test Projects |

100

(
(
(
(1
(
(
(

gududuel oo

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence

Step by: Step for the final frames numbering

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render

command line
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Maya Turtle up to v.3 (Maya Turtle)

Maya Turtle
Maya scene file ... fest_Prc]ems}scenesﬂigm_refleclion_scene_mb] CJ
Project directory  [C:/Users/lec/Deskiop/Maya_Test Projects | @
[ Frame destination Usersfleo/Deskiop/Maya_Test_Projects/images
Start frame (1 ]
End frame (100 ]
By frame [ ]
Digits [ ]
Additional flags [ 1)

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project
Frame destination: Overrides the destination for the rendered images
Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Maya Vector Render (Maya Vr)

Project directory

Start frame
End frame
By frame
Number by
Step by
Digits

Additional flags

Maya scene file ...

Maya Vr

fest_Projects/scenes/light_reflection_scene.mb)
[Ci/Usersfleo/Deskiop/Maya_Test_Projects |

1

100
1

(
(
(
1
(
(
(

1

1

guddoolrNeo

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Number by: Specifies the number to use to start numbering the frames sequence

Step by: Step for the final frames numbering

Digits: Number of digits to use for the frame numbering

Additional flags: This field can be filled with additional flags to pass to the batch render

command line
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Maya VRay

Project directory

Start frame
End frame

By frame

Additional flags

Maya scene file ...

Maya VRay

fest_Projects/scenesflight_reflection_scene.mi|

[C:rUSers}lm‘Desk‘lop.fMa\fa_Test_Pm]ects

)

1

1

(
(100
(
(

gudiooo

Maya scene file name: The job file to render

Project directory: Full path to the root directory of your project

Frame destination: Overrides the destination for the rendered images

Start frame: The final sequence starting frame

End frame: The final sequence ending frame

By frame: Frames step in the final sequence

Additional flags: This field can be filled with additional flags to pass to the batch render

command line
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Modo

Modo

Maodo file [cmpNava_TesLProjem&'sceneaﬂight_reflec‘lion_scene_mb] (:J

Start frame (1 )

End frame (100 )

e Modo file: The job file to render
e Start frame: The final sequence starting frame

e End frame: The final sequence ending frame

To successfully configure Modo to render through Muster, you need to copy on every
Modo installation across the clients, the file ModoMusterRender.pl inside the scripts
folder of each modo installation.
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Mentalray Standalone multiple files (Mr-Multifile)

Mr-Multifile:

Mental ray file li... [ya_Tes'l;_ProJectsfscenesJIight_reflecﬁon_scene.mb] [D

Start frame [1 )
End frame (100 )
By frame 1 ]
Additional flags [ ()]

Mental ray file list prefix: The prefix (full path and filename up to the numbering portion)
to render

Start frame: The final sequence starting frame
End frame: The final sequence ending frame
By frame: Frames step in the final sequence

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Mentalray Standalone single file (Mr-Singlefile)

Mr-Singlefile

Mental ray file  (Miaya_Test_Projects/scenesflight_reflection_scenemb) (... |

Start frame (1 )
Endirame (100 )
By frame (1 ]
Additional flags [ )

Mental ray file: The .mi file to render

Start frame: The final sequence starting frame
End frame: The final sequence ending frame
By frame: Frames step in the final sequence

Additional flags: This field can be filled with additional flags to pass to the batch render

command line
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Nuke 4-5 or 6+

MNuke 4
Script file faya_Test_Projects/scenes/light_reflection_scene.mb| @
Start frame 1 )
End frame (100 )
Frame step (1 )
Script arguments | )

Additional flags [

) G

Muke 6+
Script file faya_Test_Projects/scenes/light_reflection_scene.mb| @
Start frame [ )
End frame (100 )
Frame step 1 )
Script arguments | )

Additional flags [

) G

e Script file: The job file to render

e Start frame: The final sequence starting frame

e End frame: The final sequence ending frame

e By frame: Frames step in the final sequence

e Script arguments: Arguments to pass to the script

e Additional flags: This field can be filled with additional flags to pass to the batch render

command line
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Shake

Shake

Shake jobiile  [Maya_Test_Projects/scenesflight_reflection_scene.mp | [:]

Start frame 1 )
Endfiame (100 )
By frame 1 ]
Additional flags [ g

Shake job file: The job file to render

Start frame: The final sequence starting frame
End frame: The final sequence ending frame
By frame: Frames step in the final sequence

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Toxik 2008/2009

Toxik 08/09

Composition file {laya_Test_Projects/scenesflight_reflection_scene.mb) (.. |

Project directory (C:/Users/leo/Deskiop/Maya_Test_Projects ) [:J
Start frame 1 )
End frame (100 )i

Composition file: The job file to render
Project directory: Full path to the root directory of your project
Start frame: The final sequence starting frame

End frame: The final sequence ending frame
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Vue

Vue

Startframe (1

Endframe (100

Vue scene file /Maya_Test_Projects/scenesflight_reflection_scene.mb) [IJ
)
)
)

Frame step [

Vue scene file: The job file to render
Start frame: The final sequence starting frame
End frame: The final sequence ending frame

Frame step: Frames step in the final sequence
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Xsi

Xsl
XSl scene file n... [ya_Tes'l;_ProjecIs}scenesﬂight_reflecﬁon_scene_mb] [:]
Start frame 1 ]
End frame (100 ]
By frame 1 ]
Additional flags [ [

XSl scene file name: The job file to render
Start frame: The final sequence starting frame
End frame: The final sequence ending frame
By frame: Frames step in the final sequence

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Xsi frame slicing (Xsi-Fs)
Xsi-Fs

XSl scenefilen... fya_Tesl Projects/scenesflight reflection_scene.mb (... |
Output folder (C:/Usersflea/Deskiop/Maya_Test_Projectsimages | (... |

Additioral flags [ [

XSl scene file name: The job file to render
Output folder: The full path where you want to store the slices and the assembled image

Additional flags: This field can be filled with additional flags to pass to the batch render
command line
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Managing Lightwave jobs

If you’re going to render with Lightwave, some additional setup is required:

To find the plug-ins referenced by a job, you’ve to create a custom Iw3ext.cfg file where plug-ins
entries are located on a shared drive (You can find this file in the root folder of your user
account). In this way, every slave will find the plug-ins and you've also the ability to start the
Iwsn.exe from a remote drive without installing Lightwave on the farm.

This is a sample Iw3ext.cfg file:

{ Entry

Class "AnimLoaderHandler™

Name "AVI(.avi)"

Module "c:\\LightWave\\programs\\plugins\\Input-Output\\AvI . .p"
by

{ Entry

Class "AnimLoaderHandler"

Name ""QuickTime"

Modulle *"c:\\LightWave\\programs\\plugins\\Input-Output\\QTTools.p""
+

{ Entry

Class ""AnimSaverHandler™

Name '"4XStoryboard"

Module "c:\\LightWave\\programs\\plugins\\Input-
Output\\VideoTap.p"

InfoTag 409 ""4X Storyboard”

by

{ Entry

Class ""AnimSaverHandler™

Name "AVI(.avi)"

Module "c:\\LightWave\\programs\\plugins\\Input-Output\\AvI . _p"

}

This configuration will not work for Muster (or will work if you copy all your plug-ins in the same
folder for your entire farm). It must be modified in this way (assuming that Z is your network
folder) and that you've copied your copy of Lightwave in Z:\RenderFarm\Lightwave:

{ Entry
Class ""AnimLoaderHandler™
Name "AVI(.avi)"
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Module "Z:\RenderFarm\\LightWave\\programs\\plugins\\Input-
Output\\AVI ._p"

}

{ Entry

Class "AnimLoaderHandler"

Name "QuickTime"

Module "Z:\RenderFarm\\LightWave\\programs\\plugins\\Input-
Output\\QTTools.p"

}

{ Entry

Class "AnimSaverHandler"

Name "4XStoryboard"

Module *"Z:\RenderFarm\\LightWave\\programs\\plugins\\Input-
Output\\VideoTap.p"

InfoTag 409 "4X Storyboard™

}

{ Entry

Class "AnimSaverHandler"

Name "AVI(.avi)"

Module *"Z:\RenderFarm\\LightWave\\programs\\plugins\\Input-
Output\\AVI .p"

}

Save the file always as Iw3ext.cfg and put it in a shared folder

(i.e. Z:\RenderFarm) and specify this folder in the Lightwave section of the templates

settings on each client.
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Dispatcher service Reference

The configuration of the Dispatcher service is done through the Console. You can configure the

following items/functionalities:

e Dispatcher preferences
e Render pools

e Unix substitution paths
e Muster users database

e Muster mailing lists

Dispatcher preferences

The dispatcher preferences window lets you configure every behaviour of the Dispatcher service:

The following window shows the General properties:

B
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L

M mUT CoNCUImerT tasis freads.

2 Mequeue shunics on disconnecton
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BB O rchuarss bk, bt sz ity

Logh data

I -her can b contigured & IMparsnnath A fibRrEnt 155 i Annees axtamial thes on iama chack

Such Mind cf BEhaiour Dy SSI0NIG 30 LSS 10 T Ervice (Windows) or
Rk LRAF, Faith IRARIR B LR I Pt Rcsanty kel athngs.

et
Lesrve: e iy blark i poue rot 9 whiul
U

o' et

Prezmm

[ SUDSIR0N | BITE BME CESS SRNSIVE

e Start Dispatcher selection engine on startup: Tells Muster to automatically start the

Dispatcher selection engine after the boot sequence

e Remove orphaned instances: When an instance connects, Muster checks the total
amount of instances for that node, and remove previously registered ones, if present.
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e On templates editing, backup snapshots: When you change the templates on the
Dispatcher service, an entire snapshot of the current status is backed up on a dedicated
folder into the templates folder

e Distinguish instances by: This tells the Dispatcher what parameter to use to distinguish
the render client instances. If you change from IP address to host name (i.e.) you're
allowed to use a DHCP to assign the addresses to the render farm

e Maximum concurrent tasks threads: Defines the maximum amount of tasks (Image
assembling, pre/post job actions) runnable by the Dispatcher

e Requeue chunks on disconnection: If an instance is disconnected and flagged offline,
tells Muster to requeue the chunk assigned to that particular instance

e Global chunks timeout in minutes: Defines a global amount of time in minutes to use as
a timeout value for chunks processing

e Maximum chunks requeue: Defines a global maximum amount of times a chunk can be
requeued

e On chunk failure, abort client activity: If the timeout for a chunk expires, Muster tries to
abort the client activity that may be locked

e Substitution Paths are case sensitive: Defines the sensitivity of the substitution paths
case

If you want to impersonate a different user during Dispatcher file access operations like
Image slicing assembling, you can force it here filling the Username and password fields.

The following window shows the Network properties:

[ow ) [Cancei]

e Clients network port: Defines the TCP/IP network port used to listen for incoming
instances connections

e Management network port: : Defines the TCP/IP network port used to listen for
incoming management connections
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Notificators network port: Defines the TCP/IP network port used to listen for incoming
notificators connections

Heartbeat resolution: Defines an interval to be used to send pulses to the clients to
check they are still alive

Clients RX buffer: Defines the amount of bytes storable in the network buffers
Clients TX buffer: Defines the amount of bytes storable in the network buffers
Management RX buffer: Defines the amount of bytes storable in the network buffers
Management TX buffer: Defines the amount of bytes storable in the network buffers
Notificators TX buffer: Defines the amount of bytes storable in the network buffers

Maximum attempts: Defines the maximum number of attempts the Dispatcher does to
wake up an host using the Magic Packet technology. A value of 0 disables the wake up
globally

Warm up in seconds: To give time on a full reboot , you can specify a warm up in seconds

required before starting the Wake up logic
Delay between each attempt: Defines the delay between each wakeup attempt

Update internal statistics each: Defines an interval to use to update and store the
internal status of the Dispatcher.

Broadcast network statistics each: Defines an interval to use to broadcast the internal
status of the Dispatcher to Consoles.
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The following window shows the Queue properties:

Database driver: Choose the driver to use to access the Muster database (Sqlite, Mysq|
or Sql server). You’re allowed to use Sql server only on a Windows based Dispatcher.

Database address: The IP address of the database if applicable
Login username: The login name to access the database

Login password: The password to access the database

Database name: The name of the Muster database

History database name: The name of the Muster history database

Enable in-process cache: Enable the in-memory caching of the database data improving
performances but increasing memory usage

Build jobs status array: Builds an array of statuses for each job to display the status of
each chunk in the progress bar

Submit jobs in paused status: New jobs are submitted paused

Flag completed jobs as archived: If active, jobs are automatically flagged as archived at
the end of the render

Flag jobs as archived after: Specifies an interval for the automatic archive feature

Prefilter parent pool: If activated, a folder that specifies a destination pool will filter the
hosts available to childs jobs, regardless of the settings of the pool of the childs jobs, that
may apply an additional filter

Notifications: Defines which kind of notification you want to be sent to Notificators
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The following window shows the logs properties:

Severity level: Specifies the severity level for the activity logs
Destination folder: Specifies a destination path for the logs

Clear logs older than: Tells the Dispatcher to automatically clear the logs after a certain
amount of days

Clear older logs when the size exceeds: Tells the Dispatcher to automatically clear the
logs when their cumulative size exceeds a certain amount of Megabytes

Enable system events: Tells Muster to log events related to the Dispatcher activity
Enable users events: Tells Muster to log events related to users actions

Enable hosts events: Tells Muster to log events related to hosts activity

Enable hosts failure events: Tells Muster to log events related to hosts failures

Clear the log on: Automatically clear the logs when it reaches the specified amount of
entries

Send the log on e-mail at: Sends a dump of the log on the mail specified in the mail
configuration section when it reaches the specified amount of entries

Log processes command line: Adds the command line used to start the process at the
top of each log file

Log processes return codes: Adds the process exit code at the bottom of each log file
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The following window shows the Actions properties:

Dispaicher Preferences %

C Job Actions Fallures Ghunks Actions Fallures
‘g General

Pause job Add job 1o exclusions list
Lock joo

Agd template 1o exclusions list
~FGe’ Network Requsue chunk

o

Abort processing

|_'J | Queue Actions timeout in seconds: [120 |
2

Default actions

| = [ Global pre-job action:

[ Global post-job action:

= Actior
T T AT ‘ [ Global pre-chunk action:

- ’
I Logs and exit codes [ Global post-chunk action:

g‘ Procs faults
,ry

P
E4) Mais and web

e Job actions failures Pause job: Tells Muster to pause a job if it encounters a failure during
an action execution

e Job actions failure Lock job: Tells Muster to lock a job if it encounters a failure during an
action execution

e Chunks actions failures Add job to exclusions list: Tells Muster to put a job in the client
exclusions lists if it fails a chunk’s action

e Chunks actions failures Add template to exclusions list: Tells Muster to put a job
template in the client exclusions lists if it fails a chunk’s action

e Chunks actions failures Requeue chunk: Tells Muster to requeue a chunk if It fails the pre
post chunk action

e Chunks actions failure Abort processing: Tells Muster to abort a chunk processing if it
fails the pre chunk action

e Actions timeout in seconds: Defines a global timeout value for actions

e Global pre/post job/chunk actions: Defines an executable to be launched as a pre/post
job or chunk action

e Check return code: Tells Muster to check the return code of the action

e Override action timeout: Overrides the default action timeout
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The following window shows the Logs faults properties:

Dispatcher Preferences X
: =
E’t)) e Logs wamings Logs errars
4 Enable chack Enable check
[ Pause job [] Pause job
y [ Pause client [] Pause client
=’ Network :
—— [J Acd jcb template o client s exclusions list [J Agd job template 1o client's exclusions list
[ Add jeb to client’s exclusions list [ Agd job to client's exclusions list
[ Requeue chunk [ Requeue chunk
Exit codes warmings Exit codes errors
Enable check Enable check
[] Pause job [ Pause job
[ Pause client [] Pause client
[] Add jeb template to client s exclusions list [ Agd job template to client's exclusions list
[ Add jeb to client's exclusions list [ Add job 1o client's exclusions list
[ Requeue chuni [J Regueue chunk

Procs faults

Mails and web

( OK | ( Cancel

e Logs warnings enable check: Tells Muster to enable checking of warnings inside the logs
produced by a process. Searched keywords or contents are specified in each template

e Logs warning Pause job: Tells Muster to pause a job if it finds a warning in the log
e Logs warning Pause client: Tells Muster to pause a client if it finds a warning in the log

e Logs warning Add job template to client’s exclusions list: Tells Muster to add the job
template to the client’s exclusions list if it finds a warning in the log

e Logs warning Add job to client’s exclusions list : Tells Muster to add the job to the
client’s exclusions list if it finds a warning in the log

e Logs warning Requeue chunk: Tells Muster to requeue a chunk if an error is found in its
log

e Logs errors enable check: Tells Muster to enable checking of errors inside the logs
produced by a process. Searched keywords or contents are specified in each template

e Logs errors Pause job: Tells Muster to pause a job if it finds an error in the log
e Logs errors Pause client: Tells Muster to pause a client if it finds an error in the log

e Logs errors Add job template to client’s exclusions list: Tells Muster to add the job
template to the client’s exclusions list if it finds an error in the log
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Logs errors Add job to client’s exclusions list : Tells Muster to add the job to the client’s
exclusions list if it finds an error in the log

Exit code warnings enable check: Tells Muster to enable checking of processes warning
return codes. Return codes considered warnings are specified in each template

Exit code warning Pause job: Tells Muster to pause a job if it finds a warning in the exit
code

Exit code warning Pause client: Tells Muster to pause a client if it finds a warning in the
exit code

Exit code warning Add job template to client’s exclusions list: Tells Muster to add the
job template to the client’s exclusions list if it finds a warning in the exit code

Exit code warning Add job to client’s exclusions list : Tells Muster to add the job to the
client’s exclusions list if it finds a warning in the exit code

Exit code warning Requeue chunk: Tells Muster to requeue a chunk if a warning is found
in its exit code

Exit code errors enable check: Tells Muster to enable checking of processes error return
codes. Return codes considered errors are specified in each template

Exit code errors Pause job: Tells Muster to pause a job if it finds an error in the exit code

Exit code errors Pause client: Tells Muster to pause a client if it finds an error in the exit
code

Exit code errors Add job template to client’s exclusions list: Tells Muster to add the job
template to the client’s exclusions list if it finds an error in the exit code

Exit code errors Add job to client’s exclusions list : Tells Muster to add the job to the
client’s exclusions list if it finds an error in the exit code

Exit code errors Requeue chunk: Tells Muster to requeue a chunk if an error is found in
its exit code

Logs errors Requeue chunk: Tells Muster to requeue a chunk if an error is found in its log
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The following window shows the processes execution faults and chunks timeout properties:

Dispalcher Preferences X
= =
= = Pro 1t f it C nl 1 11t Fon it
I Processes execution faults Chunks timeout faults
'j'h-.Jl Queus i -
Eres ;
[] Pause job» [ Pause job
[] Pause client [] Pause client
= o Acd job template to client's exclusions list [ Add jeb tempiate to client's exclusions list
& | g Add job to client's exclusions list [ Add jeb 1o client's exclusions list
' ] Requeue chunk [ Kill clients rendering the jo

b5
ﬁ Actions

&
[ Logs and exit codes

s

o
W Malls and web

= Mappings
=

OK | | Cancel

e Process execution faults enable check: Tells Muster to enable checking of faults during
processes executions

e Process execution faults Pause job: Tells Muster to pause a job if it reports a fault during
processes executions

e Process execution faults Pause client: Tells Muster to pause a client if it reports a fault
during processes executions

e Process execution faults Add job template to client’s exclusions list: Tells Muster to add
the job template to the client’s exclusions list if it reports a fault during processes
executions

e Process execution faults Add job to client’s exclusions list: Tells Muster to add the job
to the client’s exclusions list if it reports a fault during processes executions

e Process execution faults Requeue chunk: Tells Muster to requeue a chunk if it reports a
fault during processes executions

e Chunks timeout faults enable check: Tells Muster to enable checking of timeouts of
chunks

e Chunks timeout faults Pause client: Tells Muster to pause a client if a chunk expires

e  Chunks timeout faults Add job template to client’s exclusions list: Tells Muster to add
the job template to the client’s exclusions list if a chunk expires
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e Chunks timeout faults Add job to client’s exclusions list: Tells Muster to add the job to
the client’s exclusions list if a chunk expires

e Chunks timeout faults Kill clients rendering the job: Tells Muster to kill any rendering
activity if a chunk expires

The following window shows the mailing and the web server properties:

Dispatcher Preferences X

= = Meil notificaions settings

= Queue
[

SMTP server: 127.001 | [ SMTP server requires authentcation
& Account: ment
=] Logs Send 1 (defsull): [
: L Mailing benhaviours
5&? Actions [0 Joo completion: Complete (_Edittemplates |
[0 Chunk completion: plet
[ Send the log on a-mail at 10 items
P Logs and exit cooes
Internal web server
% Procs faults Enable web server
o Y HTTP port: 9690 Maximum pending connections: [100
e — HTTPS port: 2681 Cennection imeout: 120
Default serving threads: (5 | Maximum bandwidith in bytes: [0

Meximum serving threads: (50 |

. _ Mappings

==

CK Cencel |

e SMTP server: Specifies the SMTP server to use when sending e-mails

e SMTP server requires authentication: If your SMTP requires authentication, check this
box

e Account: The mail account to use when sending e-mails in the form mail@domain

e Authentication login: If you need authentication, put your login here

e Authentication password: If you need authentication, put your password here

e Send to (default) : Default destination address for notifications

e Mailing behaviors Job completation: Enables notifications for a particular job event

e Mailing behaviors Chunk completation: Enables notifications for a particular chunk event
e Enable web server: Enables the integrated web server binding it to the listening ports

e HTTP port: Port to listen for incoming HTTP connections
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e HTTPS port: Port to listen for incoming HTTPS connections (SSL encrypted)

o Default serving threads: Number of threads that listen for incoming connection by
default

e Maximum serving threads: Maximum number of concurrent serving threads allocable by
the web server

e Maximum pending connections: Maximum number of pending connections in the queue
of the web server

e Connection timeout: Global timeout for each web server connection

e Maximum bandwidth in bytes: Maximum bandwidth allocable by the web server for
each connection

By clicking the Edit templates button, you can modify the templates used to generate the mails
for each notification:

Mail templates MoK
Ternplate: | Job success : Restore to default
<htmi=>
<head>
<tithe=Muster - Job completed</itle>
</head>
<body>

<lable class="job_notification’=
<Ir>
<ld>Job SeATTR(job_name)(%ATTR(job_id)) started on %ATTR(job_starting_time) completed successiully on
%ATTR(job, end?g__time)
<ftd>

<ftr>
<flable>
</body=
</htmi>
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The following window shows the drive mappings properties:

Dspatcher Praferences bt
o il
. Wi T e
lE‘ = [ Windows netwark drives
LV B Enzble g lomalic mapping
Automapped drives disconnecion policy: On senvice shutdown |+
=1
‘I i Logs Drive Netwark path Connection policy Disconnection policy
g Actions
P Logs and exit codes
g Srnen At Add new Edit selectec
o
| é’g Mails and webs
=]
Ok Cancel

If your Dispatcher is Windows based and you want to statically map some network drives, just
configure them in this section by using the drive mapping editing window:

Configura Drive Mapping »
Drive: 7 -
Metwork path: [WServer0 1'\Data N &

Cennection policy: |On service startup| ~ Disconnection policy: ﬂ

OK Cancel

You can tell the Dispatcher to mount or unmount the drives at specific times. l.e. by telling the
Dispatcher to unmount the drives after the job completion, you can keep under control the total
amount of connection to your file server and limiting the client licenses required.
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Render pools
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A Render pool is a logical group of instances. By defining render pools, you can tell Muster to use
a specific subset of instances/hosts to render a particular job, limit the usage of the resources for
a particular user, and wake up some instances when they are effectively required by configuring
the wake up on Lan feature.

You can use the Dispatcher Pools dialog to create new pool, duplicate them , and assign available
instances to existing pools.

The list on the right shows you the available instances. As soon as you click on a pool in the left
view, the instances still not part of that pool will be shown and you’ll be able to assign them using
the left arrow button.

If you want to remove an instance from a pool just click on it and click the right arrow button.
This will remove the instance and put it back in the availability list.

You can configure pools on the fly while the Dispatcher engine is active. Existing jobs will
automatically inherit the new settings.

203 feanres =X

O] bk pieeiey [
[ Mt ket paniony i )

Aubzuod retmk:
Autopool Postame pratc

| Tyoe Fruen To | [ hcdnkc
Ty range Mty Momszy | =
=]
[Chveup |

[l | [ wamzionam |

0| [0

Pools can also have special features like automatic pool assignment based on the host name and
/ or the IP addresses. You can also set a queue-level priority (to give an additional priority value
to the jobs depending on the pool they target) or an instance-level priority (to define an
additional priority to instances belonging to a pool).
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Substitution paths

Substitution paths engine is a fundamental tools for cross-platform rendering. As you probably
know, the way the system manages file paths is completely different between Windows and Unix
based systems like Linux and Mac OS X.

When you submit a job, you tell Muster where the file for this job is, where is its project and
where you want to store the files. You embed this information using the path coding of the
platform you’re running the Console on.

But what happens when the job is submitted to an instance, or the Dispatcher requires access to
the file contents (i.e. Image slicing assembling) ? Muster uses the substitution paths
configuration. It exchanges back slashes with forward slashes where required, and transform the
paths according with the rules you configure.

This is an example of the Substitution paths dialog:

Substitution paths 1 ox

Add new ]

[ Duplcate J

Iemove |

[ ] [»

Path nams: [mayal | Path scape: [Client [+

[r
Sarver side: [fmnymeya favoridd

Linux [fmnifmeya1favoridd

]
)
Windows:  [Wrneya Navoridy ]
)
]

Wac: [Wolumesfiavoriad

No matter if you have a longer or shorter path, just put the path prefix to be exchanged and
Muster will do the work.

You can also configure a path exchange exclusively for one host (think about an host mounting
the shares in a different way or on a different drive) or for one particular user (think about a user
connecting from home with a total different mounting scheme).

Even paths substitution may be case insensitive (depending on the settings in the Dispatcher
preferences), always be sure to specify the paths with their correct case. Linux and Mac OS X are
sensitive to cases, so even the exchange of the path may happen correctly, you may still
encounter issues if the case doesn’t match the target file system.
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Users management

Muster has its own users database. The following window is used to manage trusted users:

Laspatcher Lsels 0 oX
& admin
& michele
4 john
a leo
4 nik
a ancy
4 Antani
3 lollo

Once you add an user or you want to configure a new one, click on the Rights button.

This is the user rights configuration window:

Urilgure wser's delats *

LI

1 Bt o |

Wiy ennartinne ristoem: WRoWE| =
O maved

L) (caneu ]

e User rights: This list defines exactly what rights the user has
e Enable home folder: Tells Muster to create a folder as an home for the user

e Limit views and actions on home folder: Each action of the user is limited inside his
home folder. The root of the queue is hidden to him and he cannot see jobs belonging to
other users unless an Administrator moves them inside the user’s home folder.

e Allowed templates: Limits the usage of specific engines
e Limit by pool: Limits the usage only to instances belonging to specific pool

e Maximum allocable instances: Defines the maximum number of concurrent instances
allocable by an user

e Reset password: Resets the user’s password
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e Web connections platform: Defines the platform to use for paths substitution when the
user connects to the web server

e User substitution paths: Defines user’s custom substitution paths
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Muster Notificator Reference

Muster Notificator is a small application that listens to Dispatcher service and pops up reporting
several different events. It can even open an image viewer to display single frame renderings
once they are available.

Muster Notificator runs in the taskbar or in the upper bar of the Finder on Mac OS X.

By right-clicking the Notificator icon in the task bar, you can access a pop-up menu that lets you
configure the Notificator, acknowledge pending event, flag it as silent (no balloons popup) or
close it.

Restore

Acknowledge pending events
Silent

Configure

ik
The next picture shows the window that appears when clicking the configure menu item:

AN ~ Notificator Preferences

Network and notificaians

Degrirhier servace hend mame or i adnea: Pl

152168753 | [2ca3

Protoimede: | Direct connechan =]

Authestation e [3amin

L il [admin

B Enabic jobs novficanens

[ Enabic warnings notfications

[ Enabic info nowtficadons

£ show bubbie (when susporied)

B Aunomaric aknewledge notficaons wihen raising the application

TRy ——

—— 1
Image viewer application: He=d)
[ Launch Image viewer automarcally

ok ) [ cance |

This is an explanation of each parameter:
e Dispatcher Server: This is the IP address or name of the Dispatcher service.
e Port: This is the port where the Dispatcher listens for notifications connections.

e Protocol mode: You can configure the Notificator to directly connect to the Dispatcher
service or listen for broadcast messages on a UDP port. If you are going to connect an
high number of Notificator clients, using UDP broadcast will reduce your network usage
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for messages delivery. Keep in mind however that, UDP broadcast cannot know where
the message is delivered, so the substitution path system won’t work in UDP mode.

Authentication user: To perform custom substitution paths, an authentication user name
in needed

User filter: If you want to discriminate messages on a user basis, you’ll need to put your
own username in this field.

Enable jobs notifications: Tells the notificator to report jobs notifications

Enable warnings notifications: Tells the notificator to report general warning
notifications

Enable info notifications: Tells the notificator to report informative notifications

Show bubble: Shows a bubble in the system tray (where supported) when a new
notification is available

Automatic acknowledge notifications when raising the application: Tells the notificator
to automatically flag notifications has acknowledged when you raise the application

Image viewer application: Defines an image viewer to view rendered frames

Launch image viewer automatically: Tells the notificator to automatically launch the
image viewer when a new single frame has been assembled by the Dispatcher

Play sound on job completation: Plays a sound when a job is completed
Play sound on warning: Plays a sound when a warning event is available

Play sound on info: Plays a sound when an informative event is available
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Using the integrated web server

Muster 7 Integrated Web server login

://192.168.7.53:9690 /dologin. html

¢vy  Muster 7 Web interface

Muster integrates a fully featured internal Web server. You can navigate to the web server

Username:

Password:

Login

Produced by V\rtxa‘\ Vertex. Copyright @ 2000-2012 Virtual Vertex. All rights reserved.

|l other marks are property of thelr respective owners.

interface by opening your browser and then following the links:

http://localhost:9690 (for unsecure connections)

https://localhost:9691 (for secure connections)

where localhost can be changed with the IP address of your Dispatcher host. After login using

your account data, you'll get a similar screen:
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The web interface works in a similar fashion to muster explorer. Just right click on the
folders/jobs or the hosts to access a popup menu and change job values.

HTTP communications are stateless. This means that you won’t get any kind of real time visual feedback like
the ones you get using Muster Console. Even some panes are automatically refreshed when managing the
jobs, the host queue may require some time to acknowledge the response from the Dispatcher and the host
itself. This means you may need to manually refresh the host queue to reflect the changes.

Through the web server, you can even submit or modify jobs with a submission dialog similar to
the Explorer one:

ana Muster 7 Integrated Weh server

You're currently 16ggeo In, Click LOGOUE To Terminate yaur session

-y Muster 7 Web interface
| Nades Queus | loh Queue | Inh Histary. | Dicpatcher Leg J
+ Submit a new job | submit e % i Refresh
Excel | Print
‘ Jcb Generals | Job Ovarrides | Job Actions Hosibmimadi
id Uwner Na Progress Endit
B & 60 michele vor @ 30b name: Untitled
& 67 michele fur —_— 9 Completed 11
© 10h project:
@ 56 michele fur 7 Completed 11,
: e @ Jobdepartmert:
@ 65 michele |47 )9 Completed 11
; @ Job status: [ Defaute 1]
64 michele |47 2 Completed 11,
e |0 Jobpriorty: 100
& 63 michele 7 8 Compleled 11
Li] 5):
= & 53 michela Lar Andiiuadiaag(s);
& 59 michele tes: @ Excluded pool(s): 2 Completed 11,
& 57 micheletes| @ Depend from jab(s) ID: o 2 Completed 11,
& 56 michele tes| @ Dependance mode: Success required | ) 8 Completed 11,
& 55 michele tes [ | S [ Defaults @ 5 Completed 11,
SR edmin ety @ Locs error check: [ Defaults %) —
x
& 52 michele N9 ~ g Completed 11
dlic | @ Eenvironment: t A4
(—— T | Pttt
|Shn.,, R — M) e T

Prodiced by Virtusl Vertex. Copyright @ 2000-2012 Virtual Vertex. Al rights reserved.
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Using the web server, you can even query the Dispatcher internal history. You can perform some
basic queries and then export the results in an Excel file for further processing.

The web interface of Muster 7 is fully compatible with touch based tablets like the iPad making it
the best tool for on site monitoring.
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Using Mrtool command line utility

Mrtool is a command line utility used to query and submit jobs to the dispatcher service. It can be
used to write custom submission scripts and proprietary plug-ins.It also acts as a general
command line interface to the Dispatcher service.

To obtain a list of available commands just type: Mrtool —h on the command line.

The Maya connector plug-in uses Mrtool to submit batch job. An in deep analysis of the mel script can be a
good starting point for writing custom submission scripts.

The next lines show some examples of Mrtool usage, we strongly suggest you to read the Mrtool
section on the reference manual for a full listing of the flags:

Querying the Dispatcher service (on local host, using user admin without any password):

Mrtool —s 127.0.0.1 —q a —u admin

Querying the Dispatcher service jobs:

Mrtool —s 127.0.0.1 —q j —u admin

Pausing a job:

Mrtool —s 127.0.0.1 —u admin —jobp JOBID

Pausing an instance:

Mrtool —s 127.0.0.1-u admin —cpu INSTANCEID

Submitting a Maya job on the queue:

Mrtool —s 127.0.0.1 —u admin —b —e 1 —n Myjob —f “\\Ser\Myprojects\scenes\test.mb” —proj
“W\Ser\Myprojects" -sf 1 -ef 100 —bf 1

Querying the jobs queue with a custom formatted output with a custom job attribute:

Mrtool —s 127.0.0.1 —u admin —q j —jf id, file,project, MYCUSTOMATTR
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Maya Connector plug-in

The Maya connector plug-in is installed automatically by the Muster Installer on windows
platforms. For Unix platforms, you need to manually install it by copying the .mel files, the icons
and the shelves to the relative Maya directories.

After installing, you must follow those steps:

e Define a new environmental variable named MUSTER that points to the location of the
installed Mrtool executable. You can define the variable system-wide of directly inside
the maya.env file making it available to Maya only.

e load the shelves, simply execute the Mel command:
loadNewShelf "'shelf Muster.mel™
e Then source the .mel file:
source "'‘MusterConnector.mel"

After this step, you can popup the submission dialog clicking on the relative icons in the Muster
shelves.

This is a little explanation about the four Connector icons:

Starts a single frame render
Starts a multi-frame render

Opens the Connector dialog

2 62 B E2

Opens the Muster Explorer

By opening the connection dialog, you can configure basic settings as well as perform the basic
functions supported by the add on: Texture relocation and batch submission.
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i1l Muster Connector for version 5.0 g@g]
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Packet size |4
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The texture relocation feature checks all the textures linked in your current Maya scene (file
textures and attached image plane images) and then relocate them in the current project
directory. If an image is found outside the regular sourceimage folder, It’s copied back to the
original position.

After the texture relocation, the scene is saved in the scenes directory of the current project.

When you want to send the scene to your Muster Dispatcher Service, you can click either on
Render current frame or on Submit Job. If you send the entire job, the frame range will be taken
from the Connector dialog as well as all the other Muster parameters. If you send a single frame,
resolution will be taken from the current render global settings.

When sending a job, the connector automatically performs texture relocation and copies all the
project structure in the network path specified in the "Network path where you want to publish
the project" field. The job is then submitted using the network location path.
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General guidelines for distributed rendering

Distributed rendering requires some additional setup to be accomplished successfully. Rules on
preparing the jobs change on a software basis and it also depends on the production workflow.
By the way, we can provide some general rules to follow, if applicable:

e Check files external references: Jobs often requires external files. When you pick up
those files during the contents generation, you often pick them up from your local file
system. In opposition, a distributed rendering requires contents to be available on the
network. You should always pick up the external references from a network path, or
consolidate them with your project structure, and then move the entire structure on the
network

e You should also consider baking data performed randomly like Global illumination
photons, dynamic caches, particles caching and simila. By linking a cache object, you’ll be
sure that any host will perform a valid frame that matches with the frames rendered
across the farm. Also check the product documentation, there’re certain technologies
that cannot be rendered on different hosts

e If you experience strange results or general problems when rendering through Muster,
we suggest you to test the batch render directly from the command line. Keep in mind
that batch renders sometimes may have different behaviours than a rendering from the
main software interface; you should always refer to the software documentation and
check for differences/hints about using the batch rendering
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Configuring your network

Distributed renderings relay on the network for any kind of data transmission. That’s a good
reason to consider your network physical layer as the primary bottleneck in the entire rendering
process.

As a network administrator, you can follow several steps to ensure your network is working at its
maximum capabilities and modify your settings and topology to increase performances.

This section gives some hints that may apply in a common environment. Every network
environment has its own characteristics that should be analyzed according.

e Priority 1: Your file repository: As explained in the tutorial, files that are going to be
processed by multiple hosts must have visibility over the network in a common way.
Building a shared file repository is the first step you’ve to take into account. There're
several ways to accomplish it, you can choose either a NAS or a server depending on your
budget limits; just make sure that you do not impose any concurrent connection limit,
like it may happens when sharing files on a Windows XP system. The Windows XP system
isn’t designed to act as a file server and the default Microsoft policy is to limit the
concurrent connections to a maximum of 5. This is a common pitfall of new users that are
not aware of such kind of limit and get back strange results, process hangings and similar.
A good solution could be moving to a Linux system using the Samba service and/or install
a Windows server operating system with enough client licenses. Again this strongly
depends on your budget and your existent network topology.

e Priority 2: Connections to the dispatcher server: The Dispatcher service should be
considered as something different than the file repository. Even the service can be
installed on the same machine, it performs a different task. The purpose of the
Dispatcher is controlling the remote hosts using low bandwidth messages. When
applicable, the Dispatcher server should have a privileged connection to the rendering
hosts or at least, separate the corporate network traffic. An optimal setup could be made
by several routers routing different packets across different network interface cards on
both the server and the clients. Having an high number of clients talking with the
Dispatcher for both controlling and I/O messages could increase the latency of the
transmission itself, wasting precious seconds of unused calculation waiting for incoming
commands.

e Priority 3: Cross-platform: When using different operating systems, you should take into
account the issues deriving from shares mount points. The substitution paths tool in
Muster helps you exchanging the paths but a good planning of your shares is something
you should take into account in the initial farm design.
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Troubleshooting

If you’re stuck and not able to render successfully with Muster, please take a look at the
following common issues. If this doesn’t help, take a look at the Virtual Vertex forum or drop a
line to vvsupport@vvertex.com !

e Error 211 on Maya, Input/output error or scene loading error: This is the most common
issue. Muster as explained, runs as a service. If you didn’t assign an user to the service or
the user has not enough privileges to access the network shares, your render will stop
with a file read error. This may also happen when your file repository has not enough
client access licenses (i.e. Windows XP with more than 5 hosts)

e Objects are black and/or textures are missing: You’ve linked your textures in a relative
way on your local host. The slaves on the network don’t have the same texture on their
locate drive and are not able to read the data. Move your textures on the network
and/or re link them on the shader

e Red dot underJ or T column: The job failed. When it encounters a critical error Muster
prevents further processing and puts the job in the client exclusion list (job based or
template based depending on the error). The behavior is normal and avoids an endless
loop in the farm. You can fine tune the sensitivity of the system in the Dispatcher
preferences. l.e. a warning in the log may be normal and you may not want to lock the
render for a warning, so just disable it in the Dispatcher preferences

e Jobs are not starting: Your Dispatcher selection engine may be stopped. Check that the
blue bar is moving. Check also that the engine you’re using is actually supported by the
idle hosts (right click and selected supported templates), that you’re not targeting a pool
with busy hosts and that you’ve not configured limits on the users preferences
(templates and pools limits)

e Jobs are never completed, chunks are always re queued after a certain amount of time:
Muster has a global timeout value for the chunks. If your job is so slow to render you may
hit the global timeout and never get it completed. Just tune the global packets timeout in
the Dispatcher preferences, or override the timeout in the job’s properties

e Muster complains about a missing executable: During the setup phase, Muster may fail
to detect installed packages, you may need to manually configure each client with the
correct paths to the render engines

e Muster complains about a missing license: Certain packages requires at least a batch
render license. Check that you own such license and you’ve configured each node in the
way described in the software producer manual
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System requirements

Muster Dispatcher Service version 7.X

Windows XP sp 2 / SERVER 2003 sp 1/ VISTA/ 7

Mac OS X 10.3.9 or greather
Linux Kernel 2.4 or greather

1024 MB RAM
200 Free Mbytes on System Disk

TCP/IP compatible network card

Muster console version 7.X

Windows XP / SERVER 2003 / VISTA / 7
Mac OS X 10.3.9 or greather
Linux Kernel 2.4 or greather

1024 MB RAM
100 Free Mbytes on System Disk

TCP/IP compatible network card

Muster Render client for Windows version 6.X

Windows XP / SERVER 2003 / VISTA / 7
Mac OS X 10.3.9 or greather
Linux Kernel 2.4 or greather

1024 MB RAM
100 Free Mbytes on System Disk

TCP/IP compatible network card

System requirements are related to Muster components only. The render clients must meet the
system requirements published by the producers of the batch rendering you’re going to use.
You'll also need, depending on the licensing scheme, a valid batch render license for each node,
unless the software provides batch render licenses for free.
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