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End-user Software License

BIG/ip® Controller

IMPORTANT - READ BEFORE INSTALLING OR
OPERATING THIS PRODUCT. CAREFULLY READ THE
TERMS AND CONDITIONS OF THIS LICENSE BEFORE
INSTALLING OR OPERATING THIS PRODUCT - BY
INSTALLING, OPERATING OR KEEPING THIS PRODUCT
FOR MORE THAN THIRTY DAYS AFTER DELIVERY YOU
INDICATE YOUR ACCEPTANCE OF THESE TERMS AND
CONDITIONS. IF YOU DO NOT AGREE WITH THE
TERMS AND CONDITIONS OF THIS AGREEMENT,
PROMPTLY CONTACT F5 NETWORKS, INC. ("F5") TO
ARRANGE FOR RETURN OF THE PRODUCT FOR A
REFUND.

1. Scope.This License applies to the software component
("Software") of the F5 product identified above ("Product")
and any corrections, updates, new releases and new versions
of such software. This License is a legal agreement between
F5 and the single entity ("Licensee") that has acquired
Software from F5 under applicable terms and conditions.

2. License GraniSubject to the terms of this License, F5 grants
to Licensee a non-exclusive, non-transferable license to use
the Software in object code form on a single central
processing unit with an unlimited amount of servers. Other
than as specifically described herein, no right or license is
granted to Licensee to any of F5's trademarks, copyrights, or
other intellectual property rights. The Software incorporates
certain third party software which is used subject to licenses
from the respective owners.

3. Restrictions.The Software, documentation and the
associated copyrights and other intellectual property rights
are owned by F5 or its licensors, and are protected by law
and international treaties. Licensee may not copy or
reproduce the Software, and may not copy or translate the
written materials without F5's prior, written consent.
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Licensee may not copy, modify, reverse compile or reverse
engineer the Software, or sell, sub-license, rent or transfer
the Software or any associated documentation to any third

party.

. Export Control. F5's standard US Software incorporates

cryptographic software. Licensee agrees to comply with the
Export Administration Act, the Export Control Act, all
regulations promulgated under such Acts, and all other US
government regulations relating to the export of technical
data and equipment and products produced therefrom, which
are applicable to Licensee. In countries other than the US,
Licensee agrees to comply with the local regulations
regarding exporting or using cryptographic software.

. Limited Warranty.

a) Warranty. F5 warrants that for a period of 90 days from
the date of shipment: (i) the media on which the Software
is furnished will be free of defects in materials and
workmanship under normal use; and (ii) the Software
substantially conforms to its published specifications.
Except for the foregoing, the Software is provided AS IS.
In no event does F5 warrant that the Software is error free,
that it will operate with any software or hardware other
than that provided by F5 or specified in the
documentation, or that the Software will satisfy Licensee's
own specific requirements.

b)Remedyl icensee's exclusive remedy and the entire
liability of F5 under this limited warranty and any other
guarantee made by F5 is, at F5's option, to repair or
replace any Software that fails during the warranty period
at no cost to Licensee. Any Product returned to F5 must
be pre-authorized by F5 with a Return Material
Authorization (RMA) number marked on the outside of
the package, and sent prepaid, insured and packaged
appropriately for safe shipment. The repaired or replaced
item will be shipped to Licensee, at F5's expense, no later
than 7 days after receipt by F5. Title to any returned
Products or components will transfer to F5 upon receipt.
F5 will replace defective media or documentation or, at its

F5 Networks, Inc.
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option, undertake reasonable efforts to modify the
Software to correct any substantial non-conformance with
the specifications.

c)RestrictionsThe foregoing limited warranties extend only
to the original Licensee, and do not apply if the Software
or the Product (a) has been altered, except by F5, (b) has
not been installed, operated, repaired, or maintained in
accordance with F5's instructions, (c) has been subjected
to abnormal physical or electrical stress, misuse,
negligence or accident or (d) has been operated outside of
the environmental specifications for the product. F5's
limited software warranty does not apply to software
corrections or upgrades.

6. Infringement Indemnity. F5 will, at its expense, defend

any suit brought against Licensee based upon a claim that
the Software as delivered by F5 directly infringes a valid
patent or copyright. F5 will pay costs and damages finally
awarded against Licensee directly attributable to any such
claim, but only on condition that (a) F5 is notified in writing
of such claim within ten days following receipt by Licensee;
(b) F5 has sole control of the defense and settlement
negotiations, (c) Licensee provides F5 all information and
communications received by Licensee concerning such

claim, and (d) Licensee provides reasonable assistance to F5

when requested. F5 will have the right, at its option and
expense, (i) to obtain for Licensee rights to use the
Software, (ii) to replace or modify the Software so it
becomes non-infringing, or (iii) to accept return of the
Software in exchange or for a credit not to exceed the
purchase price paid by Licensee for such Software. The
foregoing, subject to the following restrictions, states the
exclusive liability of F5 to Licensee concerning
infringement.

Restrictions:F5 will have no liability for any claim of
infringement based on: (i) use of a superseded or altered
release of the Software, (ii) use of the Software in
combination with equipment or software not supplied or
specified by F5 in the Software documentation, where the
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Software would not itself be infringing, (iii) use of the
Software in an application or environment not described in
the Software Documentation or (iv) Software that has been
altered or modified in any way by anyone other than F5 or
according to F5's instructions.

7. U.S. Government Restricted RighfEhe Software was

developed at private expense and is provided with
"RESTRICTED RIGHTS." Use, duplication or disclosure
by the government is subject to restrictions as set forth in
FAR 52.227-14 and DFARS 252.227-7013 et. seq. or its
successor. The use of this Software by the government
constitutes acknowledgment of F5's and its licensors' rights
in the Software.

.DISCLAIMER; LIMITATION OF REMEDY. EXCEPT

FOR THE WARRANTIES SPECIFICALLY DESCRIBED
HEREIN, F5 DOES NOT MAKE ANY GUARANTEE OR
WARRANTY, EXPRESS OR IMPLIED, WITH RESPECT
TO THE SOFTWARE, SPECIFICATIONS, SUPPORT,
SERVICE OR ANYTHING ELSE. F5 HAS NOT
AUTHORIZED ANYONE TO MAKE ANY
REPRESENTATION OR WARRANTY OTHER THAN AS
PROVIDED ABOVE. F5 DISCLAIMS ANY AND ALL
WARRANTIES AND GUARANTEES, EXPRESS,
IMPLIED OR OTHERWISE, ARISING, WITH RESPECT
TO THE SOFTWARE OR SERVICES DELIVERED
HEREUNDER, INCLUDING BUT NOT LIMITED TO
THE WARRANTY OF MERCHANTABILITY, THE
WARRANTY OF FITNESS FOR A PARTICULAR
PURPOSE, AND ANY WARRANTY OF NON-
INFRINGEMENT OF THE INTELLECTUAL PROPERTY
RIGHTS OF ANY THIRD PARTY. F5 WILL HAVE NO
OBLIGATION OR LIABILITY, WHETHER ARISING IN
CONTRACT (INCLUDING WARRANTY), TORT
(INCLUDING ACTIVE, PASSIVE OR IMPUTED
NEGLIGENCE, STRICT LIABILITY OR PRODUCT
LIABILITY) OR OTHERWISE FOR ANY SPECIAL,
INCIDENTAL, CONSEQUENTIAL OR INDIRECT
DAMAGES INCLUDING BUT NOT LIMITED TO LOSS
OF USE, LOSS OF DATA, BUSINESS INTERRUPTION,

F5 Networks, Inc.
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LOSS OF REVENUE, LOSS OF BUSINESS OR OTHER
FINANCIAL LOSS ARISING OUT OF OR IN
CONNECTION WITH THE SOFTWARE OR OTHER
GOODS OR SERVICES FURNISHED TO LICENSEE BY
F5, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH
DAMAGES.

. Termination. The license granted in Section 2 is effective

until terminated, and will automatically terminate if
Licensee fails to comply with any of its provisions. Upon
termination, Licensee will destroy the Software and
documentation and all copies or portions thereof.

10. MiscellaneousThis Agreement will be governed by the

laws of the State of Washington, USA without regard to its
choice of law rules. The provisions of the U.N. Convention
for the International Sale of Goods will not apply. Any
provisions found to be unenforceable will not affect the
enforceability of the other provisions contained herein, but
will instead be replaced with a provision as similar in
meaning to the original as possible. This Agreement
constitutes the entire agreement between the parties with
regard to its subject matter. No modification will be binding
unless in writing and signed by the parties.

Xii
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Chapter 1

Welcome to the BIG/ip Controller

Welcome to théBIG/ip® Controller Administrator Guide This

guide describes how to set up the BIG/ip Controller hardware and
how to configure your load balancing setup, as well as other BIG/ip
Controller features. The Administrator guide also includes the
software specifications for the BIG/ip Controller platform and
reviews some sample configurations that can help you in planning
your own configuration.

BIG/ip Controller specifications

The BIG/ip Controller is a network appliance that manages and
balances traffic for networking equipment such as web servers,
cache servers, routers, firewalls, and proxy servers. A variety of
useful features meets the special needs of e-commerce sites,
Internet service providers, and managers of large intranets. The
system is highly configurable, and its web-based and command line
configuration utilities allow for easy system set up and monitoring.

Adding a BIG/ip Controller to your network ensures that your
network remains reliable. The BIG/ip Controller continually
monitors the servers and other equipment it manages, and never
attempts to send connections to servers that are down or too busy to
handle the connection. The BIG/ip Controller uses a variety of
methods to monitor equipment, from simple pings to more
advanced methods, such as Extended Content Verification that
verifies whether a server returns specific site content. The BIG/ip
Controller also offers several layers of redundancy that ensure its
own reliability.

Internet protocol and network management support

The BIG/ip platform supports both TCP and UDP protocols, and
also supports popular network services including:
0O HTTP

O SSL

1-2 F5 Networks, Inc.



Introduction to the BIG/ip Controller

0 FTP (Active and Passive)
O SMTP

0 NNTP

O POP

0 DNS

o IMAP

0 Real Audio/TCP

0 Telnet

Note that the BIG/ip Controller supports administrative protocols,
such as Simple Network Management Protocol (SNMP) and
Simple Mail Transfer Protocol (SMTP) (outbound only), for
performance monitoring and notification of system events. The
BIG/ip Controller's SNMP agent allows you to monitor status and
current traffic flow using popular network management tools,
including the F5 Configuration utility. The SNMP agent provides
useful data such as packets in and out per second, and current
connections being handled for each virtual server. You may also
want to take advantage of Telnet, FTP, and the F-Secure SSH client
(distributed only in the US). The F-Secure SSH client provides a
secure UNIX shell connection to the BIG/ip Controller from a
remote workstation.

Security features

The BIG/ip Controller offers a variety of features that protect both
the controller itself, and the network equipment that it manages.
Each of the following features can help prevent potentially hostile
attacks on your site or equipment.

O IP address protection
On its external network, the BIG/ip Controller does not expose
the IP addresses of the servers that it manages. Instead, it offers
firewall capabilities, translating addresses when servers connect
to other hosts on the external network. You can set up either
standard Network Address Translations (NATSs) that allow both
incoming and outgoing traffic, or you can set up Secure Network
Address Translations (SNATSs) that allow only outgoing traffic.

BIG/ip® Controller, v. 2.1 1-3



Chapter 1

0 Port lockdown
The BIG/ip Controller prevents clients from connecting to any
port which you have not specifically opened for network traffic.
This feature helps prevent a common attack where users try to
gain access to the machine using one of the many ephemeral
ports that do not host a well-known service.

O Controlled administrative connections
The BIG/ip Controller allows you to make direct administrative
connections to the servers it manages, but it prevents direct
connections to those servers by random clients, based on their IP
address.

O IP address filtering
The IP filtering features allow you to specifically accept or deny
connections received from particular IP addresses or ranges of IP
addresses.

O Termination of inactive connections
The BIG/ip Controller automatically terminates connections that
remain inactive for a period of time you specify, which prevents
common denial of service attacks.

In addition to these features, BIG/ip Controllers distributed in the
US support encrypted administrative connections using F-Secure
SSH for shell connections, and SSL protocol for connections to the
web-based configuration utility.

Configuration scalability

The BIG/ip Controller is a highly scalable and versatile solution.
You can actually configure a single BIG/ip Controller to manage up
to 10,000 virtual servers, though most common configurations are
significantly smaller. The number of servers, firewalls, or routers
that a single BIG/ip Controller can load balance is limited only by
the capacity of your network media, such as Ethernet. The BIG/ip
Controller supports a variety of media options, including Fast
Ethernet, Gigabit Ethernet, and FDDI. The maximum number of
concurrent connections that a BIG/ip Controller can manage is
determined by the amount of RAM in your particular BIG/ip
Controller hardware configuration.
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Configuration and monitoring tools

The BIG/ip platform provides the following web-based and
command line administrative tools that make for easy setup and
configuration.

The First-Time Boot utility

The First-Time Boot utility is a wizard that walks you through the
initial system set up. The utility helps you quickly define basic
system settings, such as a root password and the IP addresses for
the interfaces that connect the BIG/ip Controller to the network.
The First-Time Boot utility also helps you configure access to the
BIG/ip web server, which hosts the web-based F5 Configuration
utility.

The F5 Configuration utility

The F5 Configuration utility is a web-based application that you use
to configure and monitor the load balancing setup on the BIG/ip
Controller. Inthe F5 Configuration utility, you can configure

virtual servers, define IP and packet rate filters, and also configure
system objects including the SNMP agent and system settings. The
F5 Configuration utility allows you to monitor network traffic,

current connections, and the operating system itself, and it also
provides convenient access to downloads such as the SNMP MIB.
The F5 Configuration utility requires Netscape Navigator or
Microsoft Internet Explorer, version 4.0 or later.

The BIG/pipe and BIG/top command line utilities

The BIG/pipe™ utility is the command line counter-part to the F5
Configuration utility. Using BIG/pipe commands, you can
configure virtual servers, open ports to network traffic, and
configure a wide variety of features. To monitor the BIG/ip
Controller, you can use certain BIG/pipe commands, or you can
use the BIG/top™ utility, which provides real-time system
monitoring. You can use the command line utilities directly on the
BIG/ip Controller, or you can execute commands via a remote shell,
such as the SSH client (US only), or a Telnet client.

BIG/ip® Controller, v. 2.1 1-5



Chapter 1

Load balancing options

The BIG/ip Controller offers seven different load balancing modes,
including three static modes and four dynamic modes. A load
balancing mode defines, in part, the logic that a BIG/ip Controller
uses to determine which server should receive a particular
connection on a specific port.

Static load balancing

Static load balancings based on pre-defined user settings, and
does not take current performance into account. The BIG/ip
Controller supports three static load balancing modes:

0 Round Robin
Round Robin mode is a basic load balancing mode that
distributes connections evenly across all ports, passing each new
connection to the next port in line.

0 Ratio
The Ratio mode distributes new connections across ports in
proportion to a user-defined ratio. For example, if your array
contained one new, high-speed server and two older servers, you
could set the ratio so that the high-speed server receives twice as
many connections as either of the two older servers.

O Priority
The Priority mode distributes connections in round robin fashion
to a specific groups of servers. It begins distributing new
connections to the highest priority group. If all servers in that
group should go down, it begins distributing connections to
servers in the next higher priority group.

Dynamic load balancing

Dynamic load balancingnodes use current performance
information from each node to determine which node should
receive each new connection. The different dynamic load balancing
modes incorporate different performance factors:

O Least Connections
In Least Connections mode, the BIG/ip Controller sends each
new connection to the node that currently hosts the fewest current
connections.
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O Fastest
In Fastest mode, the BIG/ip Controller sends each new
connection to the node that has the best response time.

0 Observed
In Observed mode, the BIG/ip Controller sends each new
connection to the node that has the highest performance rating,
based on a combination of fewest connections and best response
time.

O Predictive
Predictive mode factors in both performance ratings and
performance improvement over time.

IP packet filtering and rate classes

The BIG/ip platform supports easy configuration of the BSD
operating system method of IP packet filtering. IP packet filtering
allows you to control both in-bound and out-bound network traffic.
For example, you can specify a single IP address, or a range of IP
addresses, from which your site either accepts or denies network
traffic. You can also specify one or more IP addresses to which you
specifically want to allow or prevent out-bound connections.

The BIG/ip platform also supports rate classes, which are an
extension to IP filters. A rate class defines a maximum outgoing
packet rate (bits per second) for connections that are destined for a
specific IP address or from a range of IP addresses. You can use
rate classes to help control the amount and flow of specific network
traffic. For example, you can offer faster connection speeds for
high priority connections, such as paying customers on an e-
commerce site.

Configurable persistence for e-commerce and dynamic

content sites

Some e-commerce and other dynamic content sites occasionally
require returning users to go the same server that hosted their last
connection, rather than being load balanced to a random server. For
example, if a customer reserves an airline ticket and holds it for 24
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hours, the customer may need to return to a specific back-end server
that stores the reservation information in order to purchase the
ticket.

The BIG/ip Controller offers a variety of sophisticated persistence
options that support this functionality. In addition to simple
persistence and standard SSL persistence, the BIG/ip Controller
supports cookie persistenc€ookie persistences a unique
implementation where the BIG/ip Controller stores persistence
connection information in a cookie on the client, rather than in a
table in its own memory. When the client returns and makes a
persistence connection request, the BIG/ip Controller uses the
information in the cookie to determine which back-end server
should host the client connection.

The BIG/ip Controller supports other useful persistence options,
including simple persistence for TCP and UDP (which bases
connection information on source and destination IP address) and
SSL persistence (which bases connection information on an SSL
session ID).

BIG/ip Controller platform options

The BIG/ip Controller platform offers three different systems, each
of which can be stand-alone, or can run in redundant pairs:

O The BIG/ip LB Controller
The BIG/ip LB Controller provides basic load balancing features.
Note that the BIG/ip LB Controller does not support all of the
features documented in this guide. For a comprehensive list of
the features that it does support, refer to @uEck Guide to the
BIG/ip LB Controllet provided with your BIG/ip LB Controller
product package.

O The BIG/ip HA Controller
In addition to the basic load balancing features supported on the
BIG/ip LB Controller, the BIG/ip HA Controller supports
advanced features, such as Extended Content Verification, and
also supports high-end security for administrative shell
connections. BIG/ip HA Controllers distributed in the US also
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support encrypted administrative connections using SSH for shell
connections and SSL for connections to the web-based F5
Configuration utility.

0 The BIG/ip HA+ Controller
The BIG/ip HA+ Controller supports the same features as the
BIG/ip HA Controller, but it offers high-end hardware for high
traffic sites.

@ Note

BIG/ip Controllers distributed outside of the United States,
regardless of system type, do not support encrypted
communications. They do not include the F-Secure SSH client, nor
do they support SSL connections to the BIG/ip web server. Instead,
you can use the standard Telnet, FTP, and HTTP protocols to
connect to the unit and perform administrative functions.

Finding help and technical support resources

In addition to this administrator guide, you can find technical
documentation about the BIG/ip Controller in the following
locations:

O Release notes
The release note for the current version of the BIG/ip Controller
is available on the BIG/ip web server. The release note contains
the latest information for the current version, including a list of
new features and enhancements, a list of fixes, and, in some
cases, a list of known issues.

0 Online help for BIG/ip Controller features
You can find help online in three different locations:

* The BIG/ip web server has a PDF version of this administrator
guide. Note that some BIG/ip Controller upgrades replace the
online administrator guide with an updated version of the
guide.

* The web-based F5 Configuration utility has online help for
each screen. Simply click the Help button in the toolbar.
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« Individual BIG/pipe commands have online help, including
command syntax and examples, in standard UNIX man page
format. Simply type the command followed by the question
mark option {?), and the BIG/ip Controller displays the syntax
and usage associated with the command.

O Third-party documentation for software add-ons
The BIG/ip web server contains online documentation for all
third-party software included with the BIG/ip Controller, such as
GateD.

0 Technical support via the World Wide Web
The F5 Networks Technical Support web site,
http://tech.F5.com, provides the latest technical notes, answers
to frequently asked questions, and updates for administrator
guides (in PDF format). To access this site, you need to obtain a
customer ID and a password from the F5 Help Desk.

What's new in version 2.1

The BIG/ip platform offers the following major new features in
version 2.1, in addition to smaller enhancements such as support for
VLAN trunks.

New redundant system features

Redundant BIG/ip Controller systems support three new important
features: connection mirroring, network fail-over, and gateway fail-
safe.

Connection and persistence mirroring

Connection and persistence mirroring allow the standby unitin a
redundant system to maintain the information necessary to sustain
the connections and persistence information currently running
through the active unit. If the active unit fails and the standby unit
takes over, it handles the current connections or persistence
information immediately, and allows them to continue virtually
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uninterrupted. This is particularly useful if your site handles FTP,
Telnet, Chat, or other long-lived connections, that are especially
sensitive to interruption.

Fail-over configuration options

Gateway fail-safe

The BIG/ip Controller now offers two types of redundant system
configurations:

0 Hardware fail-over
Hardware fail-over is the standard fail-over configuration that has
been supported on the BIG/ip Controller for the past several
versions. In a hardware fail-over configuration, the two BIG/ip
Controller units in the system are connected directly by a fail-
over cable. This provides the highest level of reliability, because
it does not depend on any network equipment to get the important
fail-over data from one unit to the other.

O Network fail-over
Network fail-over is a new configuration option that allows you
to set up two individual BIG/ip Controllers as a redundant
system, without having a direct hardwired connection between
the two units. Instead, the units transfer the fail-over data via the
network. This option works well in many situations, but does not
provide as much reliability as the hardware fail-over setup. You
may actually want to consider using this option to provide an
additional layer of fail-over redundancy in a system that is
currently configured for hardware fail-over.

Gateway fail-safe is a new feature for redundant systems that
simply provides one more checkpoint that can trigger a fail-over.
You generally want to implement gateway fail-safe if your BIG/ip
Controller uses two different gateways to connect each unit in the
redundant system to the Internet. If the primary gateway fails, the
second BIG/ip Controller can still connect to the Internet through
the second gateway. Gateway fail-safe uses ICMP echo requests to
verify that a particular gateway is up and running.
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New persistence features

The BIG/ip Controller offers several new options for persistence,
including a unique persistence that stores persistent connection
information in an HTTP cookie on a client’s own workstation.

Cookie persistence

Cookie persistence is an important new feature unique to the BIG/ip
Controller. Cookie persistence allows persistent connection
information to be stored in an HTTP cookie on the client’s machine,
rather than in a table on the BIG/ip Controller. Web servers may
store client information independently, rather than storing it in
location available to all web servers in an array. Thus, even though
a returning client may have information stored in a cookie, the
server to which the client connects may not have the corresponding
information needed to process the cookie. In this case, the client
needs to return to the same server that stores the information needed
to process the cookie, and the BIG/ip Controller now allows for
that. Using cookie persistence offers you the advantage of reducing
the amount of storage space taken up on the BIG/ip Controller.

Destination address affinity

This feature provides a special type of persistence that is especially
useful for cache servers. Similar to simple persistence, destination
address affinity keeps track of incoming clients’ source and
destination IP addresses. When a client is looking to make a repeat
connection to a particular destination IP address, the BIG/ip
Controller directs the client to the same cache server or other
transparent node that it previously used. Forcing clients to
repeatedly use the same cache server can help you reduce the
amount of content that might otherwise be duplicated on two or
more cache servers in your network.

Simple persistence

You can now configure simple persistence for each individual
virtual server. (In previous versions, you could configure simple
persistence only for ports; any virtual server that used a specific
port would inherit that port’s persistence settings.)
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Simple persistence for a virtual server provides a new persist mask
feature. Thepersist masldefines a range of IP addresses that can
be matched to a persistent connection. Any client whose source IP
address falls within the range is considered a match for the given
persistence entry.

Secure network address translations

Secure Network Address TranslatiaisNAT) is a new feature that
gives the BIG/ip Controller additional firewall functionality. You

can define a SNAT IP address that acts as the source IP address for
one or more clients on the BIG/ip Controller’s internal interface
looking to connect to hosts on the BIG/ip Controller’s external
interface. SNAT IP addresses are very secure because they cannot
accept incoming connections from clients on the BIG/ip

Controller’'s external network.

Multiple interface cards

All BIG/ip Controller products now support having more than two
interface cards. You can enhance the reliability of a BIG/ip
Controller by installing redundant interface cards for each network
that the BIG/ip Controller connects to. The separate interface cards
can connect through different routers or gateways to the same
network, allowing for more than one available network path.

Wildcard ports

You can now use wildcard ports both in standard virtual servers and
in wildcard virtual servers. A virtual server defined with a wildcard
port inherently accepts any type of traffic. Accordingly, the nodes
that are members of that virtual server must also use wildcard ports.

Extended Content Verification for transparent nodes

You can now set up ECV service checks for transparent nodes.
These checks are used to determine if tranparent nodes are
operating. This is done by routing the ECV service check through
the transparent node to a configurable destination beyond the
transparent node.
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VLAN trunks

The BIG/ip Controller now supports IEEE 802.1q VLAN tags. You
can define a VLAN tag for the IP address, the shared IP alias in a
redundant system, and any IP addresses on the BIG/ip Controller’s
internal interface. Note however, that if you use a VLAN tag for
any one of these addresses, you must use VLAN tags for all of the
IP addresses defined for the BIG/ip Controller itself (excluding IP
addresses used for virtual servers, nodes, NATs, and SNATS).

Enhancements to configuration and monitoring tools

The F5 Configuration utility

The web-based F5 Configuration utility now supports multiple-user
access, which allows you to define three security levels for users:
full read-write, partial read-write, and read-only. The Config utility
also supports all of the new features in version 2.1. In addition to
several new screens, some existing screens have been reorganized
to accommodate new settings. For a review of each particular
screen, click the Help button in the toolbar.

BIG/pipe command line utility

The BIG/pipe® command line utility has been updated and
streamlined. In addition to new commands for new features, certain
existing commands support new syntax to make for more efficient
configuration.

System control variables

There are new system control variables, and the default settings for
some existing system control variables have changed in certain
cases. To view a description of the system control variables used by
BIG/ip Controllers, refer to Appendix BIG/ip System Control
Variables
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The SNMP MIB

The BIG/ip Controller includes an updated SNMP MIB that
supports the new features, as well as enhanced support for existing
features.

Managing your network traffic

The most common application of the BIG/ip Controller is to
distribute traffic across an array of web servers that host standard
web traffic, including e-commerce traffic. However, a BIG/ip
Controller can also control traffic distribution for other types of
servers, such as cache servers, proxy servers, firewalls, and even
routers.

The following sections provide you with two basic configuration
examples that can help you plan your installation. These examples
can also help you understand how people use some of the most
popular BIG/ip Controller features to resolve specific issues or to
enhance network performance in general.

A basic web site and e-commerce configuration

First, we start with a basic configuration where a BIG/ip Controller
load balances two sitesvww.MySite.comandstore.MySite.com
Thewww.MySite.comsite provides standard web content, and the
store.MySite.comsite is the e-commerce site that sells items to
www.MySite.comcustomers. In this scenario, the BIG/ip
Controller provides simple load balancing for both sites.

Setting up the topology

To set up load balancing for these sites, you need to create two
virtual servers, one for each site. Even though the sites are related
and they may even share the same IP address, each requires its own
virtual server because it uses a different port to support its particular
protocol: port 80 for the HTTP traffic going twww.MySite.com,

and port 443 for the SSL traffic going &iore.MySite.com
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Figure 1.1 shows the topology for the sample configuration. Each
site uses two of the three web servers to host its content. Both sites
happen to share Server 2.

@ Note

Note that in this example, as in all examples in this guide, we use
only non-routable IP addresses. In a real topology, the virtual
server |IP addresses would have to be routable on the Internet.

BIG/ip Controller

Virtual Server 1 Virtual Server 2
www.MySite.com store.MySite.com
192.168.200.10:80 192.168.200.10:443

Port 80

Serverl Server 2 Server 3
192.168.100.1 192.168.100.2 192.168.100.3

Figure 1.1 A basic configuration

The virtual serversthat you define always include three basic
elements:

O virtual IP address
This is the IP address that is registered with DNS and associated
with your site’s domain name. In our example, both
www.MySite.comandstore.MySite.comuse the same IP
addressi192.168.200.10Both domain nhames would presumably
have to be registered with DNS to resolve to that IP address.
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O Port
The port that hosts the specific service supported by your site. In
our example, we have two different sites that support two
different ports: port 80 and port 443.

0 Servers that host your site
The list of physical servers that actually host your site
connections. For a given server, you list each IP address and port
number pair, referred to asde that the server handles. Even
though our example above only includes three servers, it actually
has four nodes:

e Server 1 hosts only one nod&92.168.100.1:80

¢ Server 2 hosts two nodes, one for each service it supports:
192.168.100.2:8@nd192.168.100.2:443

e Server 3 hosts only one nodE92.168.100.3:443

The BIG/ip Controller distributes connections among the three
servers according to a user-specified load balancing mode. The
most common mode is Round Robin, which simply distributes each
new connection to the next server in line, eventually distributing the
connections equally among all the servers.

Using additional features

In this type of configuration, you might want to take advantage of
the following BIG/ip Controller features:

0 Extended Content Verification
Verifies that the web servers are not only up and running, but also
able to send valid content to clients. For example, you could use
Extended Content Verification to make sure that
www.MySite.comreturns its home page rather than an HTTP
404 error.

0 Persistence
Allows returning e-commerce customers to bypass load
balancing and connect to the original back-end server that may
contain user-specific information. In our example,
store.MySite.commay allow users to fill a shopping cart,
disconnect from the site, and then return up to 24 hours later to
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purchase the items. When the user returns to purchase the items,
the user may need to go to the same back-end server, depending
on how the e-commerce site is set up.

O Network Address Translation
Allows you to make direct administrative connections to the web
servers through the BIG/ip Controller. If your administrative
workstation is on the network connected to the BIG/ip
Controller’s external interface, and administrative workstations
frequently are, this feature is essential.

0 Secure Network Address Translation (SNAT)
Allows you to make map internally routable IP addresses to an
externally routable IP address. SNATs do not allow incoming
connections.

A basic intranet configuration

The next example is a configuration that might be found in a large
corporate intranet. In this scenario, the BIG/ip Controller performs
load balancing for two different types of connection requests:

0 Connections to the company'’s intranet web site
The load balancing for the company’s intranet web site is similar
to basic Internet web site load balancing. The BIG/ip Controller
simply load balances the two web servers that host the company
intranet web site.

0 Connections to hosts on the Internet
In this example, the BIG/ip Controller provides load balancing
for connections bound for the Internet. However, the example
shows a somewhat sophisticated setup where the BIG/ip
Controller actually intercepts HTTP traffic and directs it to a
special cache server. Only clients using protocols other than
HTTP, such as FTP or SMTP email, get load balanced to one of
the two firewalls that lead to the Internet. This greatly reduces
the number of concurrent connections that the firewalls have to
maintain. Clients looking to retrieve web content get the content
from the cache server itself, instead of the actual web site host. If
the cache server does not have the content that the client is
looking for, the cache server retrieves the content from the real
web site on behalf of the client and then forwards it to the client.
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Setting up the topology

To set up load balancing for this intranet example, you need to
create three virtual servers: one that handles load balancing for the
internal corporate web site, one that directs outbound HTTP traffic
to the cache server, and one that handles load balancing for the
firewalls.

Figure 1.2 shows the topology for the sample configuration. A
standard virtual server handles the load balancing for the corporate
intranet web siteCorporate.main.net Wildcard Virtual Server 1
takes all of the outbound HTTP traffic and directs it to the cache
server. Wildcard Virtual Server 2 handles all of the remaining
traffic that actually has to go out to the Internet.

BIG/ip Controller

Standard Virtual Server Wildcard Virtual Server 1 Wildcard Virtual Server 2
Corporate.main.net 0.0.0.0:80 0.0.0.0:0
192.168.30:80

I g S
Web Serverl Web Server 2 Cache Server Firewall 1 Firewall 2
192.168.100.10 192.168.100.11 192.168.100.20 192.168.100.30 192.168.100.31

Figure 1.2 A basic intranet configuration

Thewildcard virtual serversare a special type of virtual server,
which accept traffic going to IP addresses unknown to the BIG/ip
Controller, as all outside Internet addresses would be. When the
BIG/ip Controller receives a connection request, it immediately
tries to match the requested IP address to one of its virtual server IP
addresses. If it cannot find a match among the standard virtual
servers that it manages, it then looks for a wildcard virtual server.
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Wildcard virtual servers provide the default IP addres8.6f0.0
that the BIG/ip Controller can use as a sort of catch-all IP address
match.

There are actually two types of wildcard virtual servers, and this
example takes advantage of both:

0 Port-specific wildcard virtual servers
A port-specific wildcard virtual server uses the default IP
address, but it has a specific port number, and it only handles
traffic associated with that port number. In our example above,
the port-specific wildcard virtual server captures all outbound
traffic that uses port 80 and directs it to the cache server.

0 Default wildcard virtual servers
A default wildcard virtual server is one that uses only forPort
0, like the0.0.0.0IP address, is a catch-all match for outgoing
traffic that does not match any standard virtual server or any port-
specific wildcard virtual server. Default wildcard virtual servers
typically handle traffic only for firewalls or routers. In our
example above, the default wildcard virtual server load balances
the intranet’s firewalls that connect to the Internet.

Using additional features

In this type of configuration, you might want to take advantage of
the following BIG/ip Controller features:

O State mirroring
This feature is available only for redundant BIG/ip Controller
systems, and it greatly enhances the reliability of your network.
A redundant system runs two BIG/ip Controllers at the same
time. One unit actively handles all connection requests, and the
other unit acts as a standby that immediately takes over if the
active unit fails and reboots. The state mirroring feature allows
the standby unit to maintain all of the current connection and
persistence information. If the active unit fails and the standby
unit takes over, all connections continue, virtually uninterrupted.
This is especially useful for long-lived connections, such as FTP
connections which would otherwise have to re-establish an entire
transfer session.
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0 Destination address affinity
Allows the BIG/ip Controller to cache content on specified cache
servers. This avoids caching the same content on multiple cache
servers. Because the above example includes only one cache
server, you would not actually implement this feature in that
example. However, the destination address affinity feature is
very useful for users who work with multiple cache serversin a
similar intranet scenario. It allows the BIG/ip Controller to cache
information on a specified server. Caching specific information
on the same cache server saves disk space on your cache servers.

O IP address filtering
Allows you to deny connections going to or coming from specific
IP addresses. This feature is useful if you are experiencing denial
of service attacks from hostile sources. You can setup an IP filter
to ignore traffic coming in from the hostile IP address.
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Chapter 2

Planning the BIG/ip Controller installation

This chapter provides detailed information about configuration
planning issues that you need to address before installing the
BIG/ip Controller. It also covers other important issues such as
how to configure network routing, and how to set up and distribute
site content before you actually connect the BIG/ip Controller to
the network.

There are essentially two types of installations you can do:

0 Quick setup
The quick setup installation simply gets the BIG/ip Controller up
and running, doing basic round robin load balancing for web
servers. It uses default settings, and requires you to perform only
a few minimum configuration tasks, such as entering the IP
addresses for your site and host servers, and opening access to the
ports that your site needs.

0 Standard/advanced setup
A standard/advanced setup takes advantage of additional
features, such as service check, that most users want to
implement.

The planning sections for standard and advanced setup provide
you a list of the main BIG/ip Controller features, and explain
what if any configuration issues you may need to address before
you implement that particular feature.

Planning for a quick setup installation

The quick setup installation sets up a basic, round robin load
balancing configuration. The quick setup installation requires that
you do only the following four tasks:

0 Get the hardware connected and run the First-Time Boot utility (a
wizard that helps you define the settings necessary for connecting
the BIG/ip Controller to the network).

0 Open access to the ports that your clients need to connect to.
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0 Define at least one virtual server.
O Set connection timeouts.

There are a few things you should probably take into consideration
before doing a quick setup installation. First, we recommend that
you review the section o@onfiguring virtual servers and nodesn
page 2-18. The section simply helps you understand how to map
the IP address of your web site to the different back-end web
servers that host individual client connections. We also recommend
that you review the section dPreparing additional network
componentson page 2-23, which covers basic issues involved with
integrating a BIG/ip Controller into your overall network.

Once you are ready to do the install, turn to Chaptédrgpacking
and installing the hardwarewhich walks you through the process
of connecting the hardware and running the First-Time Boot utility.
After you complete that process, simply follow the instructions in
Chapter 4Getting Started with a Basic Configuration

Planning for a standard or advanced

installation

When planning a standard/advanced installation, you might want to
review the list of main BIG/ip Controller features in this section and
choose which features you want to implement in your own
configuration. For each main feature, the following sections give
you an overview of what the installation and planning issues are, if
any.

In addition to reviewing the following features, we recommend that
you also review the section ddonfiguring virtual servers and
nodeson page 2-18, as well as the sectionRyeparing additional
network component®n page 2-23, which covers basic issues
involved with inserting a BIG/ip Controller into your overall
network.

Once you are ready to begin the install, you can start with Chapter
3, Setting up the Hardwaravhich walks you through the process of
connecting the hardware and running the First-Time Boot utility.
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After you complete that process, simply follow the instructions in
Chapter 4Getting Started with a Basic Configuratior-or
information about configuring advanced features, turn to Chapter 5,
Working with Special Features

Choosing a load balancing mode

The BIG/ip platform supports seven different load balancing
modes, both static and dynamic. A static load balancing mode
distributes connections based solely on user-defined settings, while
a dynamic load balancing mode distributes connections based on
various aspects of real-time server performance analysis. Note that
the load balancing mode you choose applies to all of your virtual
servers. Setting the load balancing mode is easy; you can either
choose a different mode from a list box in the web-based F5
Configuration utility (se€Changing the load balancing mogden

page 4-21), or you can issue a singlgpipe command (see

Appendix B,BIG/pipe Command Refererce

Because each application of the BIG/ip Controller is unique, and
server performance depends on a number of different factors, we
recommend that you experiment with different load balancing
modes, and choose the one that offers the best performance in your
particular environment. For many sites, a static load balancing
mode, such as Round Robin, achieves very acceptable results. Sites
that have specific concerns, such as servers that vary significantly in
speed and capability, may benefit from using dynamic load
balancing modes.

Round Robin mode

Round Robin mode, a static load balancing mode, is the default
mode. In Round Robin mode, the BIG/ip Controller distributes
connections evenly across the nodes that it manages. Eachtime a
new connection is requested, the BIG/ip Controller passes the
connection to the next node in line. Over time, the total number of
connections received by each node associated with a specific virtual
server is the same.
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Ratio mode

Priority mode

Ratio mode, another static load balancing mode, allows you to
assign weights to each node. Over time, the total number of
connections for each node is in proportion to the weights you
specify. For example, in simple configuration, you might have one
new, fast server and two older, slower servers. To get the newer
server to host the bulk of the traffic, you could use Ratio mode. You
would assign a higher weight to the fast server, such as 2, and lower
weights, such as 1, to the two slower servers. Over time, these
weight settings result in the faster server receiving 50% of the
network traffic, while each of the slower servers would receive only
25% of the network traffic.

@ WARNING

The default ratio weight for all nodes is 1. If you use the Ratio load
balancing mode, you must change the weight setting for at least one
node; otherwise, Ratio mode has the same result as Round Robin
mode.

Priority mode is also a static load balancing mode. In Priority
mode, you create groups of nodes and assign a priority level to each
group. The BIG/ip Controller distributes connections in a round
robin fashion to all nodes in the highest priority group. If all the
nodes in the highest priority group go down, the BIG/ip Controller
begins to pass connections on to nodes in the next lower priority
group. For example, in a configuration that has three priority
groups, connections are first distributed to all nodes set as priority
1. If all priority 1 nodes are down, connections begin to be
distributed to priority 2 nodes. If both the priority 1 nodes and the
priority 2 nodes are down, connections then begin to be distributed
to priority 3 nodes, and so on. Note, however, that the BIG/ip
Controller continuously monitors the higher priority nodes, and
each time a higher priority node becomes available, the BIG/ip
Controller passes the next connection to that node.
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Least Connections mode

Fastest mode

Observed mode

Predictive mode

Least Connection mode is a dynamic load balancing mode which
takes into account the number of connections each host server is
currently handling. The BIG/ip Controller simply passes a new
connection to the node with the least number of current
connections.

Fastest mode, also a dynamic load balancing mode, passes a new
connection based on the fastest response of all currently active
nodes. Fastest mode works well in any environment, but you may
find it particularly useful in environments where the nodes are
hosted by servers of varying capabilities, or where nodes are
distributed across different logical networks.

Observed mode is a more sophisticated dynamic load balancing
mode that uses a combination of the logic used in the Least
Connection and Fastest modes. In Observed mode, nodes are
ranked based on a combination of the number of current
connections and the response time. The node that has the best
balance of fewest connections and fastest response time receives the
next connection from the BIG/ip Controller.

Predictive mode is also a sophisticated dynamic load balancing
mode, which uses the ranking methods used by Observed mode,
where nodes are rated according to a combination of the number of
current connections and the response time. However, in Predictive
mode, the BIG/ip Controller analyzes the trend of the ranking over
time, determining whether a node’s performance is currently
improving or declining. The node with the best performance
ranking that is currently improving, rather than declining, receives
the next connection from the BIG/ip Controller.
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Setting up node ping and service checking

Node ping

The BIG/ip Controller has four different methods available to
determine whether a specific node is available to receive
connections. The default method node ping is on by default, but
you may want to turn on other verification features that allow for
more comprehensive checking. If you are managing web site
content in particular, you may want to use the Extended Content
Verification, or Extended Application Verification features.

Node ping is the simplest method of availability checking, and it
only guarantees that the server hosting the node can respond to a
ping. The node ping setting applies to all virtual servers on the
system, and it is turned on by default. Normally you do not have to
worry about this setting during intital installation.

Simple service check

Simple service check verifies that the service the client needs is
available on the server. For example, if the client is looking to
connect to a standard web site, a simple service check for the site
would verify that a given server currently accepts connections to
port 80.

Setting up simple service check is a matter of turning the feature on
for a specific node, or for a global node port. Plan on setting up
simple service check after you define your virtual servers.
(Remember that you cannot define a node separately from a virtual
server; therefore, you cannot set any node properties until you have
defined the node by way of defining the virtual server.) Depending
on the number of nodes that you want to configure for service
check, you may want to set the service check on a node port first,
because all nodes that use the port inherit the service check settings.
If you need to, you can override the port service check settings for
an individual node.
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Extended Content Verification (ECV) service check

ECV service check verifies that a given server returns specific
content. Similar to simple service check, ECV service check is a
property of both individual nodes and global node ports, and you
set it up only after you define your virtual servers.

The concept behind ECV service check is acutally pretty simple.
The BIG/ip Controller tries to retrieve specific content from a
server, such as a web site’s home page. It searches the content it
receives, looking for text that you specify. If it finds a match, the
BIG/ip Controller considers the service check to be successful and
continues to send clients to the server.

Most users can work with the standard send sttf@gT /* which
simply returns a site’s home page. However, ECV service check
offers lots of other options that you may want to take advantage of,
including ECV for transparent nodes. If you want to use ECV
service check, we recommend that you revieanfiguring

Extended Content Verification service checkiog page 4-30, to

plan your ECV needs. For advanced configuration, such as
Transparent Node mode, referlsing advanced service check
options on page 5-3.

Extended Application Verification (EAV) service check

EAV service check performs a custom service check function. The
BIG/ip Controller essentially runs a script to do a service check on
its behalf. Several EAV service check scripts are bundled with the
BIG/ip Controller. The scripts bundled with the BIG/ip Controller
include scripts for checking FTP, NNTP, SMTP, SQL, and POP3.
Some customers write their own custom checker programs, and
others prefer to get assistance from the F5 Help Desk. You can
review Using advanced service check optipos page 5-3, for

further details on this feature.

Setting up network address translations and IP forwarding

The BIG/ip Controller supports three related features that provide
nodes with IP addresses that are routable on the external network.
Remember that nodes actually run on the BIG/ip Controller’s
internal interface, and, by default, their true IP addresses are
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protected by the BIG/ip Controller. The features are important
because they allow you to make direct administrative connections
to nodes, or allow nodes to initiate connections to hosts on the
external network. Plan on setting up these features only after you
have defined the virtual servers on the BIG/ip Controller.

Network Address Translations (NATS)

NATs allow nodes to receive direct incoming connections, and also
allow nodes to make connections to hosts on the external network.
For example, if you have a node that runs the Sendmail utility, the
node may need to connect to a mail server that sits on the BIG/ip
Controller's external interface. Also, if your administrative
workstation is on the BIG/ip Controller’s external interface, you
probably need to define a NAT address for each node that you want
to be able to administrate remotely.

If you plan on using network address translations, keep the
following in mind:

0 Certain protocols, such as the NT Domain or CORBA protocols,
are not compatible with NAT.

O You need to provide a unique IP address for each NAT you want
to define.

€ WARNING

NAT is not compatible with the NT Domain or CORBA protocols.
Instead, you need to use the IP forwarding feature.

Secure Network Address Translation (SNAT)

The SNAT feature essentially provides additional firewall
functionality for the BIG/ip Controller. It translates source IP
addresses for nodes that are initiating connections with hosts on the
external network. SNATs are more secure because they do not
allow clients on the external network to connect to nodes on the
internal network.

If you plan on using SNAT, keep the following in mind:
O You can assign a SNAT address to one or more nodes.
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IP forwarding

0 A SNAT address can be the same as one of the virtual addresses
configured for the BIG/ip Controller.

If your administrative workstation is on the BIG/ip Controller’s
external interface, but you cannot use the NAT feature, you need to
turn on IP forwarding instead. This feature is somewhat less secure
because it exposes the true addresses of your nodes to the external
network. However, it does allow you the direct administrative
access that you need. IP forwarding is controlled by a system
control variable, and you simply have to turn it on.

IP forwarding is also useful if you wish to maintain NT domain
authentication between networks. You can set up IP forwarding for
NT domain authentication.

Setting up redundant systems

Before you begin configuring the two units in the redundant system,
be sure that you have decided on the IP addresses for both systems.
The First-Time Boot utility on each system prompts you for the IP
address of other BIG/ip Controller, so that it can set up for
synchronization of the configurations between the two units.

Choosing a fail-over set up

You also need to decide whether you are going to use hardware fail-
over, network fail-over, or both. Hardware fail-over is the most
reliable, because it provides a direct, hardwired connection between
the two units. You can actually add a layer of redundancy to the
standard hardware fail-over by turning on network fail-over and
using it as the secondary means of transfering fail-over data
between the two units.

If your BIG/ip Controllers are not physically located near each
other, you want to use network fail-over as the primary means of
exchanging fail-over data for the redundant system. Network fail-
over is actually a feature that you simply turn on or off. The default
is off, but you can turn it on any time after you have completed the
First-Time Boot utility. Hardware fail-over does not have any
additional special settings.
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Using connection and persistence mirroring features

If your site handles a lot of FTP or Chat traffic, persistent
connections, or other traffic that is highly sensitive to state loss
during a fail-over, you probably want to use this feature. In a
redundant system, this feature requires that both the active unit and
the standby unit maintain the state of each current connection. If a
fail-over occurs, no connection or persistence information is lost,
and connections continue virtually uninterrupted.

You can turn on connection and persistence mirroring for virtual
servers on an individual basis, and you can even specify whether
you want all connections mirrored, or just persistent information.
To help reduce the amount of overhead that this feature can
potentially generate, you should configure connection mirroring
only on those individual virtual servers that need it.

Using gateway fail-safe

Gateway fail-safe is an advanced feature that offers you yet another
layer of network redundancy. If each BIG/ip Controller in your
redundant system can use a separate router on the external
interface, you may want to implement this feature. When the
connection between a given BIG/ip Controller and its
corresponding router fails, the unit can fail-over to the standby unit
where the gateway connection is presumably still good. This
feature is supported only on BIG/ip Controller HA products.

Setting up persistence features

The BIG/ip platform supports persistence for TCP, UDP, and SSL
connections. You want to use persistence only if you have clients
that need to bypass load balancing and go to a specific server. For
example, if you run an airline reservation site and you allow clients
to reserve tickets for 24 hours before purchasing the ticket, you
need to use persistence if you store a specific client’s reservation
only on the server to which the client originally connected. If you
store reservation information on a back-end database or file server
that all of your web servers have access to, you would not need to
implement persistence.

The BIG/ip Controller now offers four basic persistence options:
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O Simple persistence
Bases persistence on a clients’ source IP address. The
persistence connection information is stored on the BIG/ip
Controller, and it applies to both TCP and UDP traffic.

0 Destination address affinity
Bases persistence on the destination IP address of a connection.
This is actually a special type of persistence that you can use for
load balancing cache servers.

0 SSL persistence
Bases persistence on an SSL session ID stored in a table on the
BIG/ip Controller.

O HTTP cookie persistence
Bases persistence on connection information stored in a cookie
on the client.

Important issues for all types of persistence

There are two issues you should consider when using persistence:

O Timeouts
Each type of persistence, other than destination address affinity,
uses timeouts that determine how long an individual persistence
connection information is considered valid. To get the best
performance, you should set the timeout settings so that they
correlate to the amount of time that nodes typically retain the
information that would be associated with a connection requiring
persistence.

O Persistence masks and sticky masks
If you plan to implement persist masks or sticky masks, you
should choose a static load balancing mode, such as Round
Robin, for the BIG/ip Controller. A dynamic mode, such as
Fastest, combined with a persistence mask, could cause persistent
connections to clump, or accumulate, on one server.

HTTP cookie persistence

HTTP cookie persistence requires HTTP 1.0 or 1.1
communications, and it does not work when data packets are
encrypted. However, there are a couple significant benefits to using
HTTP cookie persistence. For example, unlike other persistence
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methods, it does not depend on a client’s source IP address, which
can change if the client is connecting to your site via an ISP or other
organization that uses dynamically assigned IP addresses. Also,
HTTP cookies store the persistent connection information on the
client’s hard drive rather than on the BIG/ip Controller the way
other persistence methods do.

You set up HTTP cookie persistence for individual virtual servers,
and you need to choose a method, as well as a timeout. The timeout
simply defines how long the persistent connection information is
valid, and the method determines whether the BIG/ip Controller
inserts the persistent server information into the header of the
HTTP response from the server, or rewrites the cookie as it is
passed from the server to the client. For more details on HTTP
cookie persistence, refer tdsing HTTP cookie persistenocen

page 5-12.

SSL persistence

SSL persistence applies only to sites that use the SSL protocol,
which is typical of e-commerce sites in particular. You can turn on
SSL persistence for individual virtual servers, and you only need to
define the timeout value that determines how long a client’s SSL
session ID is valid. For additional information on SSL persistence,
seeSetting up SSL persistenan page 4-38.

Simple persistence

When simple TCP persistence is enabled, the BIG/ip Controller
actually records the IP address of the client, and it also records the
particular node that received the initial client connection. When a
new connection request comes from the same client, the BIG/ip
Controller uses a look-up table to determine the appropriate node
that should host the connection. The client record is cleared from
the look-up table when the persistence timeout expires.

Using SSL persistence with simple persistence

You may want to use SSL persistence and simple persistence
together. In situations where the SSL persistence times out and the
session information is discarded, or if a returning client does not
provide a session ID, it may still be desirable for the BIG/ip
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Controller to direct the client to the original node using the IP
address. The BIG/ip Controller can accomplish this as long as the
client's simple persistence record is still in the BIG/ip Controller
look-up table.

A note about persistence timeout settings

The BIG/ip platform supports two types of persistence timeout
settings:

0 The standard persistence timeout mode is where the timer resets
itself upon receipt of each packet. Essentially, this keeps the
timer from running as long as there is traffic flow over the
connection. Once traffic stops on the connection, the timer runs
as normal. Note that the timer is reset if traffic over the current
connection resumes, or if the client subsequently reconnects
before the timer actually expires.

O An alternate persistence timeout mode is to start the timer when a
connection is first made. The timer runs until the timeout
expires. The BIG/ip Controller sends subsequent connections to
the same node until the timeout expires. Once the timeout
expires, however, the BIG/ip Controller treats a request for a
subsequent connection as if it were new, and starts a new timeout
period.

Configuring multiple network interface cards

The BIG/ip Controller supports multiple network interface cards
(NICs). In order to configure the BIG/ip Controller for multiple
NICs, you need to address the following configuration issues:

0 The First-Time Boot utility
Use the First-Time Boot utility to detect and configure additional
interfaces if there are more than two NICs installed. For details
about how to use the First-Time Boot utility to configure multiple
interfaces, seRunning the First-Time Boot utilityn page 3-9.

0 RDP for more than one internal NIC
Use Router Discovery Protocol (RDP) for routing if you plan to
implement multiple NICs in the BIG/ip Controller.
By using RDP, a server can have its default route point to the
active BIG/ip Controller without using a shared alias. This is
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useful when the server is multihomed (has more than one NIC
and multiple IP addresses) and you do not want to set the default
route to a specific IP address. If you do, and then one of your
NICs, cables, or ports goes down, there is no alternate route to
switch to. RDP allows you to implement default rerouting to any
of the BIG/ip Controller interfaces.

0 Editing httpd.conf
Thehttpd.conf file defines the virtual web servers for the
external and internal interfaces to which IP addresses are
mapped. If the BIG/ip Controller contains multiple NICs, you
must edit this file, using a text editor suchvar pico, to change
access to specific interfaces.

Using IP filters and rate filters

IP filters

The BIG/ip Controller supports two different types of filters: IP
filters and rate filters.

You can use IP filters to control the traffic flowing in and out of the
BIG/ip Controller. You can create and apply a single IP filter, or a
number of IP filters, on the BIG/ip Controller in the F5
Configuration utility. Once these filters are created , you can apply
them in a specified hierarchical order. You can filter network traffic
using IP filters in a number of different ways:

O Source IP address
Applies the filter to all network traffic coming from the specified
IP address, or range of IP addresses.

O Source port
Applies the filter to all network traffic coming from the specified
port, or range of port numbers.

O Destination IP address
Applies the filter to all network traffic going to the specified IP
address, or range of IP addresses.
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Rate filters

0 Destination ports
Applies the filter to all network traffic going to the specified port,
or range of port numbers.

@ Note

The BIG/ip Controller only supports pre-input IP filters.

Rate filters allow you to control the amount of bandwidth used by
network traffic as it leaves the BIG/ip Controller. The first step in
creating a rate filter is to create a rate class. The rate class contains
the specific bandwidth limitations you want to apply to a rate filter.
After you have created at least one rate class, you can create a rate
filter.

You can apply rate filters in a hierarchical order by moving a rate
filter up or down in the rate filter table.

You can filter network traffic using rate filters in a number of
different ways:

O Rate Class
Applies the filter to network traffic based on the bits per second,
minimum bits outstanding, and queue length specified in the rate
class.

0 Source IP Address
Applies the filter to all network traffic coming from the specified
IP address, or range of IP addresses.

0 Source Port
Applies the filter to all network traffic coming from the specified
port, or range of port numbers.

0 Destination IP Address
Applies the filter to all network traffic going to the specified IP
address, or range of IP addresses.

0 Destination Ports
Applies the filter to all network traffic going to the specified port,
or range of port numbers.
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Setting up the SNMP agent

The BIG/ip Controller contains an SNMP agent and MIBs for
managing and monitoring the BIG/ip Controller. This SNMP agent
supports the F5 Networks management product, see/IT Network
Manager, or your standard network management station (NMS).

The BIG/ip SNMP agent supports two MIBs, an F5 vendor-specific
MIB, and the UC Davis MIB:

0 BIG/ip MIB
This is a vendor MIB that contains specific information for
properties associated with F5 specific functionality, such as load
balancing, NATs, and SNATSs.

0 UC Davis MIB
This is a MIBII (RFC 1213) that provides standard management
information.

You can configure the BIG/ip SNMP agent to send traps to your
management system with the F5 Configuration utility and by
editing several configuration files. For more information about
configuring the SNMP agent for the BIG/ip Controller, see Chapter
7, Configuring SNMP

Setting up large configurations

The BIG/ip Controller supports up to 40,000 virtual servers and
nodes combined. Larger configurations on a BIG/ip Controller,
such as those that exceed 1,000 virtual servers or 1,000 nodes,
introduce special configuration issues. To ensure a high
performance level, you need to change certain aspects of the BIG/ip
Controller's management of virtual servers and nodes. There are a
number of steps you can take to ensure your large configuration is
configured for optimum performance:

0 Reduce ARP traffic on the external network.

0 Reduce the number of node pings and service checks issued by
the BIG/ip Controller.

For information about configuring your large installation, refer to
Optimizing large configurationson page 5-46.
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Configuring virtual servers and nodes

Virtual servers essentially represent the sites that the BIG/ip
Controller manages, and they use the IP address that you register
with DNS for your domain. The BIG/ip Controller manages virtual
servers on its external interface, the interface that always receives
the incoming client connection requests.

A virtual serveris actually a specific combination of a virtual

address and a port. If you happen to have two related sites that use
the same IP address, but support different Internet services such as
HTTP and SSL, you would have to create two separate virtual
servers, one to manage each service. The port that you use in a
virtual server should generally be the same TCP or UDP port
number that is known to client programs looking to connect to the
site.

For example, our sample domaimyww.MySite.com, is a standard
HTTP web site, and the relatetiore.MySite.comsite is an e-
commerce site that sells itemswevw.MySite.com customers.

Both sites use the same IP addreé€2.168.200.10but
www.MySite.comrequires port 80 for its HTTP traffic, and
store.MySite.comrequires port 443 for its SSL traffic. If you were
to set up virtual servers on the BIG/ip Controller to manage these
sites, you would have to defireww.MySite.comas
192.168.200.10:80andstore.MySite.comas192.168.200.10:443

Mapping virtual servers to nodes

An individual virtual server maps to at least one physical port on a
physical server, referred to asade Similar to a virtual server, a
node definition must contain both an IP address and a port. The
BIG/ip Controller manages nodes on its internal interface, the
interface through which the BIG/ip Controller always forwards
connection requests.

Although the topology shown in the Figure 2.1 contains only three
physical servers, it actually supports four separate no8esver 2
supports two different services, and therefore can be used as two
different nodes.
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BIG/ip Controller

Virtual Server 1 Virtual Server 2
www.MySite.com store.MySite.com
192.168.200.10:80 192.168.200.10:443

Port 80
Port 80

Server 1 Server 2 Server 3
192.168.100.1 192.168.100.2 192.168.100.3

Figure 2.1 Sample web site configuration

The two different virtual server definitions in the example are easy
to understand when represented in a simple mapping format:

192.168.200.10:860 192.168.100.1:80, 192.168.100.2:80
192.168.200.10:44® 192.168.100.2:443, 192.168.100.3:443

Note that you can also map the configuration using host and service
names in place of IP addresses and port numbers:

www.MySite.com:HTTP to Server 1:HTTP, Server 2:HTTP
store.MySite.com:SSLto Server 2:SSL, Server 3:SSL

Virtual server mappings typically include multiple nodes, and each
node included in the mapping is referred to anemberof the

virtual server. Depending on your configuration needs, you can use
a node as a member of more than one virtual server.
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Setting properties for virtual servers and nodes

You can control several attributes of virtual servers and nodes, as
well as their individual component IP addresses and ports. If you
set a particular property for a virtual server or a node, the setting
applies only to that virtual server or node. However, if you set a
property for an IP address or a port, the property setting is
essentially global because it applies to any virtual server or node
that uses the IP address or port. Note that there are certain property
settings, such as simple persistence, that you can override at the
virtual server or node level.

Say for example, that you need to configure several virtual servers
to handle a group of web sites. If you want all but one of the virtual
servers to use persistence, itis easier to turn persistence on for port
80, and then simply disable persistence for the one virtual server
that does not need it.

Property settings for virtual addresses

For each virtual server (an IP address used for one or more virtual
servers), you can control the following settings:

0 You can enable or disable the virtual address.

0 You can set a maximum number of concurrent connections
allowed for the address.

0 You can define a custom netmask and broadcast address.

O You can associate the IP address with a specific external
interface.

The BIG/ip Controller allows you to configure basic properties for

a virtual address including a connection limit, a netmask, and
broadcast address. The default netmask is determined by the
network class of the IP address you enter, and the default broadcast
address is a combination of the virtual address and the netmask.
You can override the default netmask and broadcast address if
necessary.

All virtual servers that have the same virtual address inherit the
properties of the virtual address.
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Property settings for virtual ports

For convenience, the BIG/ip Controller allows you to define default
configuration settings for a virtual port number or service name.
Each virtual server that uses the port number or service name
inherits the default properties for that port number or service. The
only default property setting that a specific virtual server can
override is whether the port is enabled or disabled for that virtual
server.

The configurable settings for a virtual port include:
O Whether the port is currently enabled or disabled
O A connection limit

0 A time-out for idle TCP connections

0 A time-out for idle UDP connections

0 Simple persistence for TCP and UDP sessions

Property settings for virtual servers

For each virtual server (a virtual address and port pair), you can
control the following settings:

0 You can enable or disable the virtual server.

0 You can set a maximum number of concurrent connections
allowed for the address.

O You can mirror persistence and/or connection information.

O You can override simple persistence settings and define a persist
mask.

O You can set up destination address affinity (for Transparent Node
mode).

O You can set up SSL or cookie persistence.

Once you define a virtual server, you can set its properties. For
example, you can set a connection limit for the virtual server, and
you can configure persistence settings for SSL connections for
virtual servers. You can also enable or disable a virtual server. The
enable/disable feature allows you to take a virtual server down for
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maintenance without interrupting any of the virtual servers’ current
connections. When you disable a virtual server, it does not accept
new connections, but it allows the current connections to complete.

Property settings for node addresses

Node addresses have property settings that apply to all nodes hosted
by the node address. Node address property settings include:

0 Whether the node address is currently enabled or disabled
O A connection limit

0 A load balancing ratio weight or priority level used when the load
balancing mode is set to Ratio or Priority

O An IP alias that the BIG/ip Controller can ping instead of the true
node address

Aliases for node addresses are useful for BIG/ip Controllers that
manage thousands of nodes. For more information about
optimizing large configurations, see ChaptefOftimizing large
configurations

Property settings for node ports

You can set global properties for port numbers or service names
used by nodes. These settings apply to all nodes that include the
port number or service name, regardless of which physical server
hosts the node. You can override all global node port properties for
specific node except the service check frequency and service check
timeout settings. Node port properties include:

0 Whether the node port is currently enabled or disabled

O A service check frequency and timeout, check port, extended
(type, first string, second string)

Property settings for nodes

Once you define a node, you can set specific properties on the node
itself including a connection limit, and special content verification
settings. You can enable or disable a node, which makes the node
available, or unavailable, to accept new connections. If you disable
a node while it is currently hosting connections, the node allows
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those connections to complete, but does not allow any new
connections to start. This is useful when you want to take a node
down for maintenance without interrupting network traffic.

Preparing additional network components

Before you install a BIG/ip Controller in your network, you need to
make sure that your network meets several requirements. The
existing network should be fully functional, and it should support
one or more IP services. Several individual network components
including routers, hubs, gateways, and content servers, must also
meet specific requirements.

Working with router configurations

The BIG/ip Controller must communicate properly with both the
network router and the content servers that the BIG/ip Controller
manages. Because there are a multitude of router configurations
and varying levels of direct control an administrator has over each
router, you need to carefully review the router configurations in
your own network, and evaluate whether you need to change any
existing configuration before you install the BIG/ip Controller.

Each router connected to the BIG/ip Controller must be IP
compatible, and the router’s interface must be compatible with the
external interface on the BIG/ip Controller (either IEEE
802.3z/Ethernet or FDDI, depending on the model of BIG/ip
Controller that you purchase).

0 The default route for the BIG/ip Controller must be set to the
gateway address of the router connected to the BIG/ip
Controller’'s external interface (the interface from which it
receives connection requests). You can set the default route
during the First-Time Boot configuration, or you can set the
default route by editing thietc/netstarfile.

O The routers connected to the BIG/ip Controller’s external
interface must have appropriate routes to get to all of the virtual
addresses hosted by the BIG/ip Controller, and to get to the
BIG/ip Controller's administrative address.

BIG/ip® Controller, v. 2.1 2-23



Chapter 2

Routing between a BIG/ip Controller and a router

Fortunately, you do not have to modify routing tables on a router
that routes to a BIG/ip Controller. Instead, the BIG/ip Controller
uses Address Resolution Protocol (ARP) to notify a router of the IP
addresses of its external interface as well as its virtual servers. The
BIG/ip Controller supports static route configurations, dynamic
routing (via BGP4, RIP1, RIP2, and OSPF), and subnetting.

You may use dynamic routing with the BIG/ip Controller, but it is
not normally required. Refer to ChapterSetting up dynamic
routing with GateD for information about implementing dynamic
routing in a BIG/ip Controller environment.

Routing between a BIG/ip Controller and content servers

All network traffic coming into and going out of the content servers
in the array must pass through the BIG/ip Controller. In order for
routing to these servers to work properly, you need to set each
server’s default route to be the IP address of the BIG/ip Controller
internal interface.

Setting up the servers to be load balanced

All servers managed by the BIG/ip Controller must have TCP/IP-
compliant operating systems. For each server that the BIG/ip
Controller manages, you should verify the following information
and have it available when you begin the installation:

0 Verify that the ports on the content server are properly configured
for the Internet services that the content server needs to support.

0 Verify that each server has at least one unique IP address defined.
Note that a BIG/ip Controller can use multiple IP aliases defined
on a single physical server.

0 Verify that the content server is communicating with other
devices on the network.

Each TCP/IP service supported by the BIG/ip virtual servers must
be configured on at least one of the servers in the array. For specific
information about configuring TCP/IP servers, and verifying
TPC/IP services on specific ports, refer to the documentation
provided by the server manufacturer.
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Setting up content servers on different logical networks

A content server can be installed on a different logical network than
that of the BIG/ip Controller, as long as the path of the content
server’s default route goes through the BIG/ip Controller. If your
network environment includes this type of configuration, you need
to modify the/etc/rc.localfile on the BIG/ip Controller. The
/etc/rc.localfile stores the BIG/ip Controller’s routing information,
and you can edit it in a UNIX editor, such asor pico.

@ WARNING

Routing statements must be added to the beginning of the
/etc/rc.local file.

With this type of network configuration, you need to resolve one of
two different routing issues, depending on whether the logical
networks are running on the same LAN.

O If the logical networks are on the same LAN, they either share
media directly, or they have a switch or a hub between them. In
this configuration, you need to add an interface route to the
BIG/ip Controller’s internal interface. For example, if the BIG/ip
Controller’s internal interface were on logical network
192.168.5/24and a content server’s were on logical network
192.168.6/24you would need to add the following line to the
letc/rc.localfile:

route add -net 192.168.6 -interface expl

0 If the logical networks are on different LANs, they have a router
between them. In this environment, you need to do three things:

¢ On the BIG/ip Controller, you need to add a static gateway
route to the top of théetc/rc.localfile. In the example above,
where the BIG/ip Controller is on logical network
192.168.5/24nd the content servers are on logical network
192.168.6/24you would need to add the following line to the
/etc/re.localfile:
route add -net 192.168.6.0 -gateway
192.168.5.254
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* On each content server, you need to set the default route to
point to the router between the LANs. The content server’s
default route using the above example would be:
route add default -gateway 192.168.6.254

« On the router between the LANSs, you need to set the default
route to the internal interface address on the BIG/ip Controller.
The router’s default route using the above example would be:
route add default -gateway 192.168.5.200

Preparing administrative workstations

Before you can do command line administration from your
workstation, you may need to install the proper shell software.
BIG/ip HA and HA+ Controllers (distributed only in the US)
support a secure shell connection using F-Secure SSH. You can
actually download the SSH client directly from the BIG/ip
Controller's web server once you complete the First-Time Boot
utility, which sets up the server for network access.

BIG/ip LB Controllers, as well as all BIG/ip Controllers distributed
outside the US, support remote shell administration via a Telnet
session. Most PCs usually have a Telnet client installed, but you
may want to check to verify that yours does.

You also need to review which administrative workstations should
be allowed to connect to your BIG/ip Controller and do command
line mainenance. When you run the First-Time Boot utility on any
BIG/ip Controller, it prompts you to enter the IP address, or range
of IP addresses, from which it will accept administrative
connections.

Preparing web site content

There are two basic configurations for site content that offer
different configuration considerations: static content, and dynamic
content.
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Static web site content

If your web site content is read-only, you probably use a distributed,
replicated content scheme. With a replicated content scheme, the
content on one server is identical to that of the other servers
managing content for the same web site. This ensures that all client
requests access the same content, no matter which physical server
they are actually connected to.

In this setup, basic load balancing works well. You do not need to
address complex issues, such as configuring persistence features.

Dynamic site content

If your web site content is dynamic, such as content created with
Active Server Pages, and you store the stateful information, if not
all the content, on a single shared file server, you do not have to
address persistence issues. However, if you maintain stateful site
content on individual servers instead of a shared file server or back-
end database, you need to plan on configuring at least some type of
persistence on the BIG/ip Controller. S&l@roring connection

and persistence informatigon page 5-20 for details.
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Unpacking and installing the hardware

There are two basic tasks you need required to get the BIG/ip
Controller installed and set up. First, you need to connect the
peripheral hardware and connect the BIG/ip Controller to the
network, and then you need to turn the system on and run the First-
Time Boot utility. The First-Time Boot utility is a wizard that helps
you configure basic system elements such as administrative
passwords, IP addresses, and host names for both the root system
and for the BIG/ip web server. Once you complete the First-Time
Boot utility, you can continue the configuration process either from
a remote administrative workstation, or from the console itself.

Reviewing the hardware requirements

The BIG/ip Controller comes with the separate hardware pieces that
you need for installation and maintenance. However, you must
provide standard peripheral hardware, such as a keyboard or serial
terminal.

Hardware provided with the BIG/ip Controller

When you unpack the BIG/ip Controller, you should make sure that
the following components are included:

O One power cable

0 One PC/AT-to-PS/2 keyboard adapter

O Four rack-mounting screws

O Two keys for the front panel lock

O One extra fan filter

0 OneBIG/ip Controller Administrator Guide

If you purchased a hardware-based redundant system, you also
receive one fail-over cable to connect the two controller units
together (network-based redundant systems do not require a fail-
over cable). Additionally, if you purchased a US BIG/ip Controller
that supports encryption, you receive th&ecure SSH Client
manual, published by Data Fellows.
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Peripheral hardware that you provide

For each BIG/ip Controller in the system, you need to provide the
following peripheral hardware:

O You need standard input/output hardware for direct
administrative access to the BIG/ip Controller. Either of the
following options is acceptable:

* A VGA monitor and PC/AT-compatible keyboard

¢ Optionally, a serial terminal and a null modem cable (Bee
configure a serial terminal in addition to the conspt: page
3-8 for serial terminal configuration information)

0 You also need network hubs, switches, or concentrators to
connect to the BIG/ip Controller network interfaces. The devices
you select must be compatible with the network interface cards
installed in your BIG/ip Controller. The devices can support
either 10/100 Ethernet, Gigabit Ethernet, and FDDI/CDDI
(including multiple FDDI and full duplex).

« For Ethernet, you need either a 10Mb/sec or 100 Mb/sec hub
or switch.
< For FDDI/CDDI, a concentrator or a switch is optional.

If you plan on doing remote administration from your own PC
workstation as most users do, we recommend that you have your
workstation already in place. Keep in mind that the First-Time
Boot utility prompts you to enter your workstation’s IP address
when you set up remote administrative access.

Familiarizing yourself with the BIG/ip Controller hardware

Before you begin to install the BIG/ip Controller, you may want to
quickly review the following figures that illustrate the controls and
ports on both the front and the back of a standard BIG/ip Controller.
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If you have a special hardware configuration, such as those that
include more than two interface cards, the ports on the back of your
unit will differ slightly from those shown below.

@ Note

The ports on the back of every BIG/ip Controller are individually
labeled, so it should be clear what each port is, no matter which
hardware configuration you have purchased.

[N =

e ) -]
@a

1. Fan filter 6. Power LED

2. Keyboard lock 7. Onl/off button

3. Reset button 8. 3.5 floppy disk drive
4. Keyboard lock LED 9. CD-ROM drive

5. Hard disk drive LED

Figure 3.1 Front view of a BIG/ip Controller

Figure 3.1 illustrates the front of a BIG/ip Controller with the
access panel open. On the front of the unit, you can turn the unit off
and on, or you can reset the unit. You can also view the indicator
lights for hard disk access and for the keyboard lock.

Figure 3.2, the following figure, illustrates the back of a BIG/ip
Controller. Note that all ports are labeled, even those which are not
intended to be used with the BIG/ip Controller. Ports marked with
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an asterisk (*) in the list following are not used by the BIG/ip
Controller, and do not need to be connected to any peripheral
hardware.

i)
2 g o IWLUBOLL

1. Fan 8. Printer port*

2. Powerin 9. Fail-over port

3. Voltage selector 10. Video (VGA) port

4. Mouse port* 11. Internal interface (RJ-45)
5. Keyboard port 12. External interface (RJ-45)
6. Universal serial bus ports* 13. Interface indicator LEDs
7. Serial terminal port 14. Watchdog card*

*Not to be connected to any peripheral hardware.
Figure 3.2Back view of a BIG/ip Controller

Environmental requirements and usage guidelines

A BIG/ip Controller is an industrial network appliance, designed to
be mounted in a standard 19-inch rack. To ensure safe installation
and operation of the unit, be sure to consider the following before
you install the unit in the rack:

O You should always install the rack according to the
manufacturer’s instructions, and be sure to check the rack for
stability before placing equipment in it.
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0 You should build and position the rack so that once you install the
BIG/ip Controller, the power supply and the vents on both the
front and back of the unit remain unobstructed. The BIG/ip
Controller must have adequate ventilation around the unit at all
times.

0 Do not allow the air temperature in the room to exceed 50° C.
The internal temperature of the room where the BIG/ip
Controller is located should be considered for continued safe
operation.

0 Make sure that the branch circuit into which you plug the unit is
not shared by more electronic equipment than it is designed to
manage safely at one time.

O If you are installing the BIG/ip Controller in a location outside of
the United States, you need to verify that the voltage selector is
set appropriately before connecting the power cable to the unit.

€ WARNING

The unit must be connected to Earth ground, and it should have a
reliable ground path maintained at all times.

@ WARNING

The BIG/ip Controller contains a lithium battery. There is danger
of an explosion if you replace the lithium battery incorrectly. We
recommend that you replace the battery only with the same type of
battery originally installed in the unit, or with an equivalent type
recommended by the battery manufacturer. Be sure to discard all
used batteries according to the manufacturer’s instructions.
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Installing and connecting the hardware

There are six basic steps to installing the hardware. You simply
need to install the controller in the rack, connect the peripheral
hardware and the external and internal interfaces, and then connect
the fail-over and power cables. If you have a unit with three or

more network interface cards (NICs), be sure to check step 3.

€ WARNING

Do not turn on a BIG/ip Controller until all peripheral hardware is
connected to the unit.

To install the hardware

1.

BIG/ip® Controller, v. 2.1

Insert the BIG/ip Controller in the rack and secure it using
the four rack-mounting screws that are provided.

Connect the hardware that you have chosen to use for
input/output:

If you are using a VGA monitor and keyboard, connect
the monitor connector cable to the video port (number 10
in Figure 3.2, on page 3-5) and the keyboard connector
cable to the keyboard port (hnumber 5 in Figure 3.2, on
page 3-5). Note that a PC/AT-to-PS/2 keyboard adapter
is included with each BIG/ip Controller (see the
component list on page 3-2).

Optionally, if you are using a serial terminal as the
console, connect the serial cable to the terminal serial
port (number 7 in Figure 3.2). Also, you should not
connect a keyboard to the BIG/ip Controller. When
there is no keyboard connected to the BIG/ip Controller,
the BIG/ip Controller defaults to using the serial port as
the console.

Connect the external interface (number 12 in Figure 3.2) to
the network from which the BIG/ip Controller receives
connection requests.

If you have purchased a unit with three or more network
interface cards (NICs), be sure to note or write down
how you connect the cables to the internal and external
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interfaces. When you run the First-Time Boot utility, it
automatically detects the number of interfaces that are
installed and prompts you to configure more external
interfaces, if you want. It is important to select the
correct external interface based on the way you have
connected the cables to the back of the unit.

4. Connect the internal interface (number 11 in Figure 3.2) to
the network that houses the array of servers, routers, or
firewalls that the BIG/ip Controller load balances.

5. If you have a hardware-based redundant system, connect
the fail-over cable to the terminal serial port on each unit
(number 7 in Figure 3.2).

6. Connect the power cable to the BIG/ip Controller (number
2 in Figure 3.2), and then connect it to the power source.

€ WARNING

Before connecting the power cable to a power supply, customers
outside the United States should make sure that the voltage selector
is set appropriately.

To configure a serial terminal in addition to the console

If you want to configure a serial terminal for the BIG/ip Controller
in addition to the standard console, you need to follow the
configuration steps below. Note that if you are using a serial vt100
connection, you must edit both tietc/ttysandbash_profilefiles

on the BIG/ip Controller.

1. Configure the serial terminal settings as follows:
-9600 baud
-8 bits
-1 stop bit
-No parity

2. Open thdetc/ttysfile and find the line that readsy00 off.
Modify it as shown here:
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# PC COM ports (tty00 is DOS COM1) \
tty00 "/usr/libexec/getty default" vt100 in
secure ttyO1 off

3. Save théetc/ttysfile and close it.
4. Reboot the BIG/ip Controller.

Running the First-Time Boot utility

The First-Time Boot utility is a wizard that walks you through a

brief series of required configuration tasks, such as defining a root
password, and configuring IP addresses for the external and internal
interfaces. Once you complete the First-Time Boot utility, you can
connect to the BIG/ip Controller from a remote workstation and
begin configuring your load balancing set up.

The First-Time Boot utility is organized into three phases:
configure, confirm, and commit. Each phase walks you through a
series of screens, presenting the information in the following order:

0 Root password

0 Host name

0 Default route (typically a router’s IP address)

0 Time zone

0 Update locate database

O Interface settings for the external network interface(s)
O Interface settings for the internal network interface(s)

0 Configuration for BIG/ip redundant systems (fail-over IP
address)

0 IP address for remote administration

O Settings for the BIG/ip web server
First, you configure all of the required information, then you have
the opportunity to confirm each individual setting or correct it if

necessary, and then your confirmed settings are committed and
saved to the system. Note that the screens you see are tailored to
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the specific hardware and software configuration that you have. If
you have a stand-alone system, for example, the First-Time Boot
utility skips the redundant system screens.

Gathering the information

Before you run the First-Time Boot utility on a specific BIG/ip
Controller, you should have the following information ready to
enter:

0 Passwords for the root system and for the BIG/ip web server
0 Host names for the root system and for the BIG/ip web server
0 A default route (typically a router’s IP address)

O Settings for the network interfaces, including IP addresses, media
type, and custom netmask and broadcast addresses.

0 Configuration information for redundant systems, including an IP
alias for the shared address, and the IP address of the
corresponding unit.

0 The IP address or IP address range for remote administrative
connections.

Starting the First-Time Boot utility

You run the First-Time Booty utility directly on the console, using
the VGA monitor and keyboard. Once you turn on the power
switch (located on the front of the BIG/ip Controller as shown in
Figure 3.1, number 7), the BIG/ip Controller displays the License
Agreement screen. You must scroll through the screen, read it and
accept the agreement before you can move to the next screen. If
you agree to the license statement, the next screen you see is the
Welcome screen. From this screen, simply press any key on the
keyboard, and then follow the instructions on the subsequent
screens to complete the process.

Defining a root password

A root password allows you administrative access to the BIG/ip
Controller system. The password must contain a minimum of 6
characters, but no more than 128 characters. Passwords are case-
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sensitive, and we recommend that your password contain a
combination of upper and lowercase characters, as well as
punctuation characters. Once you enter a password, the First-Time
Boot utility prompts you to confirm your root password by typing it
again. If the two passwords match, your password is immediately
saved. If the two passwords do not match, you receive an error
message and are asked to re-enter your password.

€ WARNING

The root password is the only setting that is saved immediately,
rather than confirmed and committed at the end of the First-Time
Boot utility process. You cannot change the root password until the
First-Time Boot utility completes and you reboot the BIG/ip
Controller (see Chapter 6). Note that you can change other system
settings when the First-Time Boot utility prompts you to confirm
your configuration settings.

Defining a host name

The host name identifies the BIG/ip Controller itself. Host names
must start with a letter or number, and must be at least two
characters. They may contain numbers, letters, and the symbols for
dash (- ), underscore ( _), and period ( .) if you like. There are no
additional restrictions on host names, other than those imposed by
your own network requirements.

Configuring a default route

If a BIG/ip Controller does not have a predefined static route for
network traffic, the unit automatically sends traffic to the IP address
that you define as the default route. Typically, a default route is set
to a router’s IP address.

Configuring a time zone

Next, you need to specify your time zone. This ensures that the
clock for the BIG/ip Controller is set correctly, and that dates and
times recorded in log files correspond to the time zone of the
system administrator. Scroll through the system file to find the time
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zone closest to your location. Note that one option may appear with
multiple names. Select the time zone you want to use, and press
Enter to continue.

Configuring the interfaces

On the Configure BIG/ip Interfaces screen, select Yes if you have a
redundant system. Next, select the version of system that you have,
such as HA, HA+, or LB. Your answers affect the subsequent
screens that display.

You must configure at least one external interface, and at least one
internal interface. The external interface is the one on which the
BIG/ip Controller receives connection requests. The internal
interface is the one that houses the servers, firewalls, or other
equipment that the BIG/ip Controller load balances. The utility
prompts you for each interface, and asks you to provide the IP
address, netmask, broadcast address, and the interface media type.

If you have a redundant system, you are also prompted to provide
the IP address that serves as an alias for both BIG/ip Controllers.
The IP alias is shared between the units, and is used only by the
currently active machine. Each unit also uses unique internal and
external IP addresses. The First-Time Boot utility guides you
through configuring the interfaces, based on your configuration:

O If you have a stand-alone system, the order is: external interface
IP address, internal interface IP address, internal shared alias.

O If you have a redundant system, the order is: external interface IP
address, external shared alias, internal interface IP address,
internal shared alias.

O If you have a system with multiple NICs, the order is: first
external interface IP address, first external shared alias, first
internal interface IP address, first internal shared alias.

You should set the internal alias as the default route for the node
servers. Note that for each IP address or alias that you assign to an
interface, you have the option of assigning a custom netmask and
broadcast address as well.
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Configuring an interface to the external network

The Select External Interface screen shows a list of the installed
interfaces. Select the one you want to use for the external network,
and press Enter. The utility prompts you for the following
information, in many cases offering you a default:

0 Interface IP address

0 Netmask

O Broadcast address

0 External shared alias IP address (on a redundant system)

0 External shared alias network address (on a redundant system)

0 External shared alias broadcast address (on a redundant system)
O Interface media type

@ Note

The IP address of the external network interface is not the IP
address of your site or sites. The IP addresses of the sites
themselves are specified by the virtual IP addresses associated with
each virtual server you configure.

€ WARNING

The configuration utility lists only the network interface devices
that it detects during boot up. If the utility lists only one interface
device, the network adapter may have come loose during shipping.
Check the LED indicators on the network adapters to ensure that
they have detected the available BIG/ip Controller media.

Once you select the interface, you need to enter the following
information:

O IP address

O Netmask
Note that the BIG/ip Controller uses a default netmask
appropriate to the subnetwork indicated by the IP address.

0 Broadcast address
The default broadcast address is a combination of the IP address
and the netmask.

BIG/ip® Controller, v. 2.1 3-13



Chapter 3

0 External shared IP alias (redundant systems only)

0 Media type for External Interface
The media type options depend on the network interface card
included in your hardware configuration. The BIG/ip platform
supports the following types:

e auto

e 10baseT

* 10baseT,FDX

¢ 100baseTX

* 100baseTX,FDX
« FDDI

 Gigabit Ethernet

If you are configuring a BIG/ip Controller that has more than two
network interface cards installed, the First-Time Boot utility
prompts you to configure more external interfaces. If you choose to
configure an additional external interface, you return to the
previous screen and repeat the steps described above. When you
have finished configuring all external interfaces, you move on to the
internal interface configuration.

@ Tip
If you have only one interface left, the system does NOT ask if you

want more external interfaces to configure; it assumes that the one
left will be your internal interface.

Configuring an interface to the internal network

When you configure the interface that connects the BIG/ip
Controller to the internal network (the servers and other network
devices that sit behind the BIG/ip Controller), the First-Time Boot
utility prompts you for the following information:

O IP address

O Netmask
Note that the BIG/ip Controller uses a default netmask
appropriate to the subnetwork indicated by the IP address.
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0 Broadcast address
The default broadcast address is a combination of the IP address
and the netmask.

O Internal shared IP alias (redundant systems only)

O Media type for Internal Interface
The media type options depend on the network interface card
included in your hardware configuration. The BIG/ip Controller
supports the following types:

e auto

e 10baseT

* 10baseT,FDX

¢ 100baseTX

* 100baseTX,FDX
* FDDI

« Gigabit Ethernet

Configuring settings for a BIG/ip redundant system

If you have a redundant system, you need to enter specific
configuration information at this point. If you do not have a
redundant system, the First-Time Boot utility goes directly to the
next step in the configuration process where you define an
administrative IP address (s€enfiguring remote administratign
on page 3-16).

Each BIG/ip Controller in a redundant system configuration uses
unique internal and external IP addresses. However, in order for
connections to be routed to the active BIG/ip Controller in the
redundant system, you need to define two IP aliases that are shared
between the two BIG/ip Controllers in the redundant system:

0 The external IP alias associated with each unit's external
interface

0 An internal IP alias associated with each unit’s internal interface

The shared IP aliases are actually used only by the active unit in the
redundant system. When a fail-over occurs, the IP alias is switched
to the newly active machine.
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Each network device behind the BIG/ip redundant system should
have the internal IP alias set as the default route, which again
guarantees that the network devices always communicate via the
active BIG/ip Controller in the redundant system.

For administration purposes, you can connect to the BIG/ip
Controller IP alias, which always connects you to the active
machine. To connect to a specific controller, simply connect
directly to the external or internal IP address of that BIG/ip
Controller.

Configuring the external IP alias

To configure the external IP alias, you need to provide the following
information:

g An IP alias
0 A netmask
0 A broadcast address

Configuring the internal IP alias

To configure the internal IP alias, you need to provide the following
information:

g An IP alias
0 A netmask
0 A broadcast address

Configuring remote administration

The screens that you see for configuring remote administration
vary, depending on whether you have a US BIG/ip Controller, or an
international BIG/ip Controller. On a US BIG/ip Controller, the
first screen you see is the Configure SSH screen, which prompts
you to type in an address for SSH command line access. On
international and BIG/ip LB Controllers that do not have SSH, the
First-Time Boot utility skips this screen.

Next, the First-Time Boot utility prompts you to enter a single IP
address or a range of IP addresses, from which the BIG/ip
Controller will accept administrative connections (either remote
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shell connections, or connections to the BIG/ip web server). To
specify a range of IP addresses, you can use the astejiak &
wildcard character in the IP addresses.

The following example allows remote administration from all hosts
on the 192.168.2.0 network:

192.168.2.*
@ Tip

If you do not configure command line access, the configuration
synchronization feature for redundant units does not work.

Configuring settings for the BIG/ip web server

The BIG/ip web server requires you to define a domain name for
the server on both the internal and the external interfaces. The
BIG/ip web server configuration also requires that you define a user
ID and password. On US products, the configuration also generates
certificates for authentication.

The First-Time Boot utility guides you through three screens to set
up web server access. The first screen prompts you to type and
enter a fully qualified domain name for both the external and the
internal interfaces. The certification screen prompts you first for
country, and as you enter that, it prompts for state, city, and
company. The last web server screen prompts you for user name
and a password, which you enter twice. Once you have completed
this screen, the First-Time Boot utility moves into the confirmation
phase.

Note that if you ever change the IP addresses or host names on the
BIG/ip Controller interfaces, you need to reconfigure the BIG/ip
web server to reflect your new settings. You can run the re-
configuration utility from the command line using the following
command:

reconfig-httpd
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If you wish to create a new password for the BIG/ip web server,
delete thevar/fs/httpd/basicauth/usefde before running the
reconfig-httpd utility. If this file is missing from the
configuration, the utility prompts you for both user ID and
password information.

You can also add users to the existing password file, change a
password for an existing user, or recreate the password file, without
actually going through the BIG/ip web server configuration
process. For more information, see Chapter 6.

€ WARNING

If you have modified the BIG/ip web server configuration outside of
the configuration utility, be aware that some changes may be lost
when you run theeconfig-httpdutility. This utility overwrites the
httpd.conffile, and several other files, but it does warn you before
doing so.

Confirming your configuration settings

At this point, you have entered all the configuration information,
and now you simply have to confirm each setting. Each
confirmation screen displays a setting, and prompts you to accept or
re-enter it. If you choose to edit it, the utility displays the original
configuration screen in which you defined the setting the first time.
When you finish editing the item, you return directly to the
Confirmation screen for that item, and continue the confirmation
process. Note that once you accept a setting in the Confirmation
screen, you do not have another opportunity to review it.

You confirm or edit the settings in the same order that you
configured them:

0 Confirm Host name

0 Confirm Default route

0 Confirm time zone

O Confirm all interface settings, external and internal
0 Confirm fail-over IP address, if necessary

0 Confirm administrative IP address

F5 Networks, Inc.



Setting up the Hardware

0 Confirm web server options

Once you have confirmed the last setting, the First-Time Boot
utility moves directly into the commit phase, where you are not able
to make any changes.

Committing your configuration settings to the system

Once you confirm all of the configuration settings, the
configuration utility saves the configuration settings. During this
commit process, the First-Time Boot utility creates the following
files and tables:

0 An administrative IP access file
This file stores the IP address, or IP address range, from which
the BIG/ip Controller accepts administrative connections.

O An interfaces table

0 A /etc/bigip.confile

0 A /etc/netstarfile

0 A /etc/hostdile

O A /etc/etherdile

0 A /var/fs/httpd/conf/httpd.corfile
0 A /etc/sshd_confifjle

If you want to change any information in these files at a later time,
you can edit the files directly, you can change the information in the
web-based Configuration utility, or for certain settings, you can
change them using command line utilities. If necessary, you can
also re-run the First-Time Boot utility.

Defining additional host names

Once you complete the First-Time Boot utility, you may want to
insert additional host names and IP addresses for network devices
into the/etc/hostdile to allow for more user-friendly system
administration. In particular, you may want to create host names
for the IP addresses that you will assign to virtual servers. You may
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also want to define host names for standard devices such as your
routers, network interface cards, and the servers or other equipment
that you are load balancing.

The/etc/hostdile, as created by the First-Time Boot utility, is
similar to the following example, shown in Figure 3.3.

#bigip host table ( default )

127.0.0.1 localhost localhost.host.domain
# add your default gateway here
207.17.112.254

# real - external interface
207.17.112.230 bigip ext

# real - internal interface
192.168.1.100 int

# VIPs ( add as necessary )

# nodes ( add as necessary )

Figure 3.3 The /etc/hosts file created by the First-Time Boot utility

This sample hosts file lists the IP addresses for the default router,
the internal network interface, and the external network interface,
and it contains place holders for both the virtual servers and the
content servers that your BIG/ip Controller will manage.

Preparing workstations for command line
access

The type of system you have determines the options you have for
remote command line administration:

0 BIG/ip Controllers distributed in the US support secure shell
command line access using the F-Secure SSH client.

0 BIG/ip Controllers distributed outside the US support command
line access using a standard Telnet shell.
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If you are working with a US BIG/ip Controller, you probably want
to install the F-Secure SSH client on your workstation. The BIG/ip
platform includes a version of the F-Secure SSH client for each of
the following platforms: Windows, UNIX, and Macintosh. You
can download the F-Secure client using your web browser, or you
can download the client using an FTP server on the administrative
workstation.

Note that the F-Secure license agreement allows you to download
two copies of the F-Secure SSH client. If you require additional
licenses, you need to contact Data Fellows. For information about
contacting Data Fellows, as well as information about working with
the SSH client, refer to the F-Secure manual included with your
BIG/ip Controller.

@ Note

You can also use the F-Secure SSH suite for file transfer to and from
the BIG/ip Controller, as well as for remote backups. An F-Secure
SSH client is pre-installed on the BIG/ip Controller to assist with
file transfer activities. Please refer to the F-Secure User's Manual
for more information.

Downloading the F-Secure SSH client from the BIG/ip web

server

The F-Secure SSH client is available in the Downloads section of
the BIG/ip web server. For US products, you connect to the BIG/ip
web server via SSL on port 443 (uktps:// rather tharhttp:// in

the URL). Once you connect to the BIG/ip web server, click the
Downloadslink. From the Downloads page, you can select the
SSH Client.

Downloading the F-Secure SSH client using FTP

The BIG/ip Controller has an FTP client installed, which allows
you to transfer the F-Secure SSH Client using FTP (note that your
destination workstation must also have an FTP server installed).
After you transfer the installation file, you simply decompress the
file and run the F-Secure installation program.
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You initiate the transfer from the BIG/ip Controller itself, using the
monitor and keyboard, or the serial terminal, attached directly to the
BIG/ip Controller.

To transfer the SSH client using FTP

1. Locate the SSH client that is appropriate for the operating
system that runs on the administrative workstation:

a) Go to thdusr/contrib/fsecuralirectory where the F-
secure SSH clients are stored.

b) List the directory, noting the file name that corresponds
to the operating system of your administration
workstation.

3. Start FTP:
ftp

4. Open a connection to the remote workstation using the
following command, wher& addressis the IP address of
the remote workstation itself:

open <IP address>

Once you connect to the administrative workstation, the
FTP server on the administrative workstation prompts you
for a password.

5. Enter the appropriate user name and password to complete
the connection.

6. Switch to passive FTP mode:
passive

7. Switch the transfer mode to binary:
bin

8. Goto the directory on the administrative workstation where
you want to install the F-Secure SSH client.
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9. Start the transfer process using the following command,
wherefilenameis the name of the F-Secure file that is
specific to the operating system running on the
administrative workstation:

put <filename>

10. Once the transfer is done, type the following command:

quit

Setting up the F-Secure SSH client on a Windows 95 or
Windows NT workstation

The F-Secure SSH client installation file for Windows platforms is

compressed in ZIP format. You can use standard ZIP tools, such as

PKZip or WinZip to extract the file.

To unzip and install the SSH client

BIG/ip® Controller, v. 2.1

1. Log on to the Windows workstation.

2. Go to the directory to which you transferred the F-Secure
installation file. Run PKZip or WinZip to extract the files.

3. The set of files extracted includes a Setup executable. Run
the Setup executable and install the client.

4. Start the F-Secure SSH client.

5. Inthe SSH Client window, from the File menu choose
Connect.
The Connect Using Password Authentication window
opens.

6. Click Properties.

7. Inthe Options dialog box, che€kompressionand
Forward X11, and set the Cipher option ®lowfish.
Click OK to return to the Connect Using Password
Authentication window.

8. Inthe Connect Using Password Authentication window,
type the following items:
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a) BIG/ip Controller IP address or host name
b) The root user name
¢) The root password

9. Press the Return key to log on to the BIG/ip Controller.

Setting up the F-Secure SSH client on a UNIX workstation

The F-Secure installation file for UNIX platforms is compressed in
TAR/Gzip format.
To untar and install the SSH client

1. Log on to the workstation and go to the directory into
which you transferred the F-Secure SSH client tar file.

2. Untar the file and follow the instructions in tivestall file
to build the F-Secure SSH client for your workstation.

3. Start the SSH client.

4. Open a connection to the BIG/ip Controller:
ssh -l root [BIG/ip IP address]

5. Enter the root password.
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Setting up a basic configuration

This chapter covers the three essential configuration tasks that all
users need to do, as well as the optional configuration tasks that
most users find they want to do. Even if you want to use advanced
features, such as IP filters or specialized load balancing modes, you
start with the instructions in this chapter to set up your initial
configuration. Then turn to Chapter8/orking with Special

Features for details on using advanced features.

A basic configuration just sets up the BIG/ip Controller to do load
balancing for one or more groups of content servers, firewalls,
routers, or cache servers. To set up the simplest configuration, you
need to do only the following three tasks. Other BIG/ip Controller
settings, such as the load balancing mode, are either pre-configured
or are not required for simple configurations.

0 Configure the virtual servers and the virtual server mappings
The virtual servers are the backbone of the system configuration,
and they define the groups of servers or other network equipment
that the BIG/ip Controller load balances.

0 Allow access to services
The services and ports on a BIG/ip controller are locked and
cannot accept connections until you specifically open them to
network access. For each service that one or more of your virtual
servers supports, you need to open the corresponding port
number to network access.

0 Configure the timer settings
The BIG/ip Controller supports several timer settings, but there
are only two that you need to set for a simple configuration. First
you need to set the amount of time that idle connections are
allowed to remain open. Second, you need to set the frequency at
which the BIG/ip Controller checks nodes to make sure they are
up and available to accept connections passed on by a virtual
server.

This chapter also covers additional configuration options that users
typically add on to a simple configuration, including:

0 Using an alternate load balancing mode
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O Setting up network address translation (NAT) or IP forwarding to
allow direct connections to and from nodes

0 Configuring extended content verification (ECV) to allow the
BIG/ip Controller to verify that a web server or mail server is
responding to requests

O Setting up persistence to accommodate e-commerce and other
dynamic content sites that require returning clients to bypass load
balancing and return to the same node that they last connected to

0 Setting up redundant BIG/ip Controller systems

& Tip

When you set configuration options in F5 Configuration utility, they
are immediately saved to the appropriate configuration file.
However, when you set configuration options using the BIG/pipe
command line utility, they are temporarily stored in system memory,
and are not saved to a configuration file unless you execute the
appropriate command.

The following table, Table 4.1, describes the different virtual server
configurations available on the BIG/ip Controller.
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NAT Medium | No TCP, No No Not Does not | Yes
UbDP connetion | matter
oriented
SNAT High No TCP, No Yes Outbound| Does not | Yes, but
UDP only matter can use
wildcard
P Low Yes | AnyIP |Yes | Yes Not Does not | No
forwarding protocol connetion | matter
oriented
Virtual High No TCP, No Yes Inbound | Uses Yes, but
server UDP only specific | can use
ports or | wildcard
wildcard

Table 4.1Virtual server properties

@ Note

The routable address column in Table 4.1 refers to whether or not
routable addresses are required on the internal network.

Configuring virtual servers

The first step in a basic configuration is to configure virtual servers.
Before you configure virtual servers, you need to know:

0 If standard virtual servers or wildcard virtual servers meet the
needs of your network.

0 Whether you need to activate optional virtual server properties.
O If Transparent Node mode is necessary for your implementation.
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Once you know which virtual server options are useful in your
network, you can:

0 Define standard virtual servers.
0 Define wildcard virtual servers.

Using standard or wildcard virtual servers

Virtual servers map to a group of content servers, firewalls, routers,
or cache servers, and they are associated with one or more external
interfaces on the BIG/ip Controller.

You can configure two different types of virtual servers:

0 Standard virtual servers
A standard virtual server represents a site, such as a web site or
an FTP site, and it provides load balancing for content servers.
The virtual server IP address should be the same IP address that
you register with DNS for the site that the virtual server
represents.

O Wildcard virtual servers
A wildcard virtual server load balances transparent network
devices such as firewalls, routers, or cache servers. Wildcard
virtual servers use a special wildcard IP addrés6.0.0, and
you can use them only if you have activated Transparent Node
mode.

Before you begin configuring the virtual servers, you should have
the following information ready to enter:

0 The IP address and service name or port number of each virtual
server you are configuring

O The IP addresses and ports for each content server, firewall,
cache server, or other device that the virtual servers will load
balance
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Note that both the F5 Configuration utility and the BIG/pipe
command line utility accept host names in place of IP addresses,
and also accept standard service names in place of port numbers.
You can also include VLAN tags in a virtual server definition (for
details, se&etting up 802.1g VLAN trunk madm page 5-52).

€ WARNING

If you use VLAN tags, you must consistently use VLAN tags
throughout the configuration.

Using optional virtual server properties

When you define a virtual server, you can set optional virtual server
properties, such as network address translation or extended content
verification. If you are planning on using any of the following
features, you may want to read the corresponding section before
you actually begin the virtual server configuration process:

O Network address translations for nodes (€@afiguring network
address translations and IP forwarding for nodes page 4-23)

0 Extended Content Verification service checking (€amfiguring
Extended Content Verification service checkiog page 4-30)

0 Persistence for connections that should return to the node that
they last connected to (s&@onfiguring persistence for e-
commerce and other dynamic content sitaspage 4-37)

@ Tip

If you prefer to use command line utilities for configuration tasks,
you may find it more efficient to configure certain propertitisgs

at the time you define the virtual server. For example, to turn SSL
persistence on using thegpipe vipcommand, you actually add the
special sskeyword to the end of the command when you define the
virtual server.

Activating Transparent Node mode

If you are load balancing only content servers, you can skip this
step and immediately begin configuring virtual servers. If you are
load balancing transparent firewalls, routers, cache servers, or
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proxy servers, you need to turn Transparent Node mode on before
you begin configuring virtual servers. Transparent Node mode
allows you to define special wildcard virtual servers that load
balance transparent network devices.

Note that when Transparent Node mode is on, you can still
configure standard virtual servers that load balance content servers,
as well as non-transparent firewalls and proxy servers.

To activate Transparent Node mode in the F5
Configuration utility

1. Inthe navigation pane, click the BIG/ip logo.
The BIG/ip System Properties screen opens.

2. On the toolbar, clickddvanced Properties
The Advanced Properties screen opens.

3. Check thélransparent Node Modebox.

4. Click the Apply button.
To activate Transparent Node mode from the command
line

Enter the followingsyscticommand:

sysctl -w bigip.bonfire_mode=1

Defining standard virtual servers

A standard virtual server represents a specific site, such as an
Internet web site or an FTP site, and it load balances content
servers. The IP address that you use for a standard virtual server
should match the IP address that DNS associates with the site’s
domain name.

@ Note

If you are using a 3DNS Controller in conjunction with your BIG/ip
Controller, the 3DNS Controller uses the IP address associated
with the registered domain name in its own configuration. For
details, refer to th&8DNS Controller Administrator Guide
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When you define a virtual server, you actually define the virtual
server at the same time that you define the nodes which the virtual
server uses for load balancing. The combination of the virtual
server and the group of nodes that it load balances is referred to as
thevirtual server mapping

To define a standard virtual server mapping in the F5
Configuration utility

1.
2.

In the navigation pane, clickirtual Servers.

On the toolbar, cliclddd Virtual Server.
The Add Virtual Server screen opens.

In theAddressbox, enter the virtual server's |IP address or
host name.

In theNetmaskbox, type an optional netmask. If you

leave this setting blank, the BIG/ip Controller uses a default
netmask based on the IP address you entered for the virtual
server. Use the default netmask unless your configuration
requires a different netmask.

In theBroadcastbox, type the broadcast address for this
virtual server. If you leave this box blank, the BIG/ip
Controller generates a default broadcast address based on
the IP address and netmask of this virtual server.

In thePort box, either type a port number, or select a
service name from the drop-down list.

ForExternal Interface, select the external interface on
which you want to create the virtual server. Selgetault

to allow the F5 Configuration utility to select the interface
based on the network address of the virtual server. If no
external interface is found for that network, the virtual
server is created on the first external interface. If you
choose None, the BIG/ip Controller does not create an alias
and generates no ARPs for the virtual IP address (see
Reducing ARP traffic on the external netwook page 5-47

for details).

In theNode Addresshox, enter the IP address or host name
of the first node to which the virtual server maps.
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9.

10.

11.

12.

13.

14.

In theNode Portbox, type the node port number, or select
the service from the drop-down list. Note that in typical
applications, the node port is the same as the virtual server
port.

Click the Add button to save the virtual server settings.
Once you click the Add button, you return to the Virtual
Servers screen.

To add additional nodes to the virtual server mapping, click
the virtual server in the list.
The Virtual Server Properties screen opens.

On the toolbar, clickhdd Node.
The Add Node screen opens.

In the Add Node screen, type the IP address and port
number for the node.

Click the Add button to save the node to the virtual server
mapping.

Once you click the Add button, you return to the Virtual
Server Properties screen. Repeat steps 12 through 14 until
you have defined all nodes that should be included in the
virtual server mapping

To define a standard virtual server mapping on the
command line

Enter thebigpipe vip command as shown below. Note that when
you define a virtual server on the command line, you can define all
nodes in the mapping at once. Also note that you can use host
names in place of IP addresses, and that you can use standard
service names in place of port numbers.

bigpipe vip <virt IP>:<port> define <node IP>:<port> \
<node IP>:<port>... <node IP>:<port>

For example, the following command defines a virtual server that
maps to three nodes:

bigpipe vip 192.200.100.25:80 define 192.168.10.01:80 \
192.168.10.02:80 192.168.10.03:80
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Defining wildcard virtual servers

Wildcard virtual servers are a special type of virtual server designed
to manage network traffic for transparent network devices, such as
transparent firewalls, routers, proxy servers, or cache servers. A
wildcard virtual server essentially manages network traffic that has
a destination IP address unknown to the BIG/ip Controller. A
standard virtual server typically represents a specific site, such as an
Internet web site, and its IP address matches the IP address that
DNS associates with the site’'s domain name. When the BIG/ip
Controller receives a connection request for that site, the BIG/ip
Controller recognizes that the client’s destination IP address
matches the IP address of the virtual server, and it subsequently
forwards the client to one of the content servers that the virtual
server load balances.

When you are load balancing transparent nodes, a client’s
destination IP address is going to be random--the client is looking
to connect to an IP address on the other side of the firewall, router,
or proxy server. In this situation, the BIG/ip Controller cannot
match the client’s destination IP address to a virtual server IP
address. Wildcard virtual servers resolve this problem by providing
a generic IP address 6f0.0.0that the BIG/ip Controller can use

for address matching. For example, when the BIG/ip Controller
does not find a virtual server match for a client’s destination IP
address, it matches the client’s IP address to a wildcard virtual
server. The BIG/ip Controller then forwards the client to one of the
firewalls or routers that the wildcard virtual server load balances,
which in turn forwards the client to the actual destination IP
address.

A note about wildcard ports

When you configure wildcard virtual servers and the nodes that
they load balance, you can use a wildcard port (Ppim place of a

real port number or service name. A wildcard port handles any and
all types of network services.

A wildcard virtual server that uses pdris referred to as default
wildcard virtual server and it handles traffic for all services. A
port-specific wildcard virtual servehandles traffic only for a
particular service, and you define it using a service name or a port
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number. If you use both a default wildcard virtual server and port-
specific wildcard virtual servers, any traffic that does not match
either a standard virtual server or one of the port-specific wildcard
virtual servers is handled by the default wildcard virtual server.

You can use port-specific wildcard virtual servers for tracking
statistics for a particular type of network traffic, or for routing
outgoing traffic, such as HTTP traffic, directly to a cache server
rather than a firewall or router.

When you define transparent nodes that need to handle more than
one type of service, such as a firewall or a router, we recommend
that you define the node port numberGas

@ Note

When you define a node with pdtand you wish to perform a
service check on that node, you must configure service check
intervals and timeouts using pddt Then, you can configure a
simple TCP service check. See Service checking for wildcard
servers and ports, on page 4-20, for more detalils.

Defining the wildcard virtual server mappings

All wildcard virtual server mappings must use an IP address of
0.0.0.0

To define a wildcard virtual server mapping in the F5
Configuration utility

1. Inthe navigation pane, clickirtual Servers.

2. On the toolbar, cliclAdd Virtual Server.
The Add Virtual Server screen opens.

3. IntheAddresshox, type the wildcard IP address@0.0.0

4. IntheNetmaskbox, type an optional netmask. If you
leave this box blank, the BIG/ip Controller generates a
default broadcast address based on the IP address and
netmask of this virtual server. Use the default netmask
unless your configuration requires a different netmask.
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5.

10.

11.

12.

13.

14.

In theBroadcastbox, type the broadcast address for this
virtual server. If you leave this box blank, the BIG/ip
Controller generates a default broadcast address based on
the IP address and netmask of this virtual server.

In thePort box, type a port number, or select a service
name from the drop-down list. Note that pfrtiefines a
virtual server that handles all types of services.

ForExternal Interface, choose the external interface on
which you want to create the virtual server. Seldetault

to allow the F5 Configuration utility to select an external
interface to choose the interface based on the network
address of the virtual server. If no external interface is
found for that network, the virtual server is created on the
first external interface. If you choose None, the BIG/ip
Controller creates no alias and generates no ARPs for the
virtual IP address.

In theNode Addressbox, enter the address of the first
node to which the virtual server maps.

In theNode Portbox, type the node port number, or select
the service from the drop-down list. Note that port
defines a node that handles all types of services.

Click the Add button to save the virtual server.
Once you click the Add button, you return to the Virtual
Servers screen.

To add additional nodes to the virtual server mapping, click
a virtual server in the list.
The Virtual Server Properties screen opens.

On the toolbar, clickhdd Node.
The Add Node screen opens.

In the Add Node screen, enter the IP address and service or
port number for the node.

Click the Add button to save the node to the virtual server

mapping.
Once you click Add, you return to the Virtual Server
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Properties screen. Repeat steps 12 through 14 until you
have defined all nodes that should be included in the virtual
server mapping.

To define a wildcard virtual server mapping on the
command line

Enter thebigpipe vip command as shown below. Note that all
wildcard virtual servers use.0.0.0as the IP address.

bigpipe vip 0.0.0.0:<port> define <node IP>:<port> \
<node IP>:<port>... <node IP>:<port>

For example, the following command defines a wildcard virtual
server that maps to three firewalls. Because the nodes are firewalls
and need to handle a variety of services, both the virtual server and
the nodes are defined using port

bigpipe vip 0.0.0.0:0 define 192.168.10.01:0 \
192.168.10.02:0 192.168.10.03:0
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Allowing access to ports and services

One of the security features of the BIG/ip Controller is that all ports
on the controller are locked down and unavailable for service unless
you specifically open them to network access. Before clients can
use the virtual servers you defined, you must allow access to each
port that the virtual servers use.

@ Tip

Virtual servers using the same service actually share a port on the
BIG/ip Controller. You only need to open access to a port once; you
do not need to open access to a port for each instance of a virtual
server that uses it.

@ Note

To enable access to wildcard virtual servers, you must enable port
0.

To allow access to services in the F5 Configuration utility

1. Inthe navigation pane, clickirtual Servers.
The Virtual Server list opens and displays each virtual
server’s IP address and associated port number or service
name.

2. Click the avirtual server in the list.
The Virtual Server Properties screen opens.

3. InthePort box, click the port number or service name.
The Global Virtual Port screen opens.

4. Inthe Global Virtual Port screen, cheEkabledto open
the port and allow access to the service.

5. Click the Apply button.

6. Return to the virtual server list by clickingrtual Servers
in the navigation pane.

7. Click the next virtual server in the list and repeat steps 2
through 7 until you have opened access to all the services
that your virtual servers use.
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To allow access to services on the command line

Using thebigpipe port command, you can allow access to one or
more ports at a time.

bigpipe port <port>... <port> enable

For example, if you are enabling HTTP (port 80) and Telnet (port
23) services, you can enter the followibgypipe port command:

bigpipe port 80 23 enable

@ WARNING

In order for FTP to function properly, you must allow both ports 20
and 21 (orftp-dataandftp).

Configuring the timer settings

There are two essential timer settings that you need to configure:

0 The node ping timer defines how often the BIG/ip Controller
pings node addresses to verify whether a node is up or down, and
also defines how long the BIG/ip Controller waits for a response
from a node before determining that the node is unresponsive and
should be markedown

0 The idle connection timer defines how long an inactive
connection is allowed to remain open before the BIG/ip
Controller reaps the connection, closing it and disconnecting the
client.

The service check timer is optional, and you need to set it only if
you want the BIG/ip Controller to check to see if a service, or even
specific content, is available on a particular node. If you plan on
using simple service checks, or ECV or EAV service checks, you
need to set the service check timer.
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Setting the node ping timer

The node ping timer is an essential setting on the BIG/ip Controller
that determines how often the BIG/ip Controller checks node
addresses to see whether they are up and available or down and
unavailable. The node ping timer setting applies to all nodes
configured on the BIG/ip Controller, and it is part of the BIG/ip
Controller system properties.

To set the node ping timer in the F5 Configuration utility

1. Click the BIG/ip logo.
The BIG/ip System Properties screen opens.

2. InthePing box, type the frequency (in seconds) at which
you want the BIG/ip Controller to ping each node address it
manages. A setting of 5 seconds is adequate for most
configurations.

3. IntheTimeout box, type the number of seconds you want
the BIG/ip Controller to wait to receive a response to the
ping. If the BIG/ip Controller does not receive a response
to the ping before the node ping timeout expires, the BIG/ip
Controller marks the noddownand does not use it for load
balancing. A setting of 16 seconds is adequate for most
configurations.

To set the node ping timer on the command line

To define node ping settings, you actually use a series of two

commands. First, you set the node ping frequency using the

bigpipe tping_nodecommand, and then you set the node ping
timer using thebigpipe timeout_nodecommand.

bigpipe tping_node <seconds>

bigpipe timeout_node <seconds>

For example, the following series of commands sets the ping
frequency at 5 seconds, and the timer to 16 seconds, which should

be adequate for most configurations.

bigpipe tping_node 5
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bigpipe timeout_node 16

Setting the timer for reaping idle connections

The BIG/ip Controller supports two timers for reaping idle
connections, one for TCP traffic and one for UDP traffic. These
timers are essential, and if they are set too high, or not at all, the
BIG/ip Controller may run out of memory. Each individual port on
the BIG/ip Controller has its own idle connection timer settings.

€ WARNING

The BIG/ip Controller accepts UDP connections only if you set the
UDP idle connection timer.

To set the inactive connection timer in the F5
Configuration utility

1.

BIG/ip® Controller, v. 2.1

In the navigation pane, click Virtual Servers.

The Virtual Server list opens and displays each virtual
server’s IP address and associated port number or service
name.

Click a virtual server in the list.
The Virtual Server Properties screen opens.

In thePort box, click the port number or service name.
The Global Virtual Port screen opens.

In theldle Connection Timeout TCP box, type the

number of seconds you want to elapse before the BIG/ip
Controller drops an idle TCP connection. For HTTP
connections, 60 seconds should be adequate, but for other
services such as Telnet, higher settings may be necessary.

In theldle Connection Timeout UDPbox, type the
number of seconds you want to elapse before the BIG/ip
Controller drops UDP connections.

Click the Apply button.

Return to the virtual server list by clickingrtual Servers
in the navigation frame.
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8. Click the next virtual server in the list and repeat steps 2
through 7 until you have opened access to all the services
that your virtual servers use.

To set TCP idle connection timers on the command line

You can define a TCP idle connection timeout for one or more ports
at a time using théigpipe treaper command. For HTTP
connections we recommend only 60 seconds, but for other services
such as Telnet we recommend higher settings.

bigpipe treaper <port>... <port> <seconds>

For example, the following command sets a 120 second time limit
for idle connections on port 443:

bigpipe treaper 443 120

To set UDP idle connection timers on the command line

You can define a UDP idle connection timeout for one or more
ports at a time using thizigpipe udp command.

bigpipe udp <port>... <port> <seconds>

For example, the following command sets a 120 second time limit
for idle connections on port 80:

bigpipe udp 80 120

Setting the service check timer

The service check feature is similar to node ping, but instead of
testing the availability of a server, it tests the availability of a
particular service running on a server. The service check timer
affects the three different types of service check: simple service
check, ECV service check, and EAV service check. To set up
simple service check, you need only set the service check timer as
described below. To set up ECV service check or EAV service
check, however, you need to configure additional settings (see
Configuring Extended Content Verification service checkory

page 4-30).
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Note that each individual node managed by the BIG/ip Controller
has its own service check timer settings.

@ Note

When you define a node with pdtand you wish to perform a
service check on that node, you must configure service check
intervals and timeouts using pddt Then, you can configure a
simple TCP service check. See Service checking for wildcard
servers and ports, on page 4-20.

To set the service check timer in the F5 Configuration
utility

BIG/ip® Controller, v. 2.1

1.

In the navigation frame, clickodes
The Nodes screen opens.

Click a node in the list.
The Node Properties screen opens.

Click the port you want to configure.
The Global Node Port Properties screen opens.

In theFrequencybox, type the frequency (in seconds) at
which you want the BIG/ip Controller to check the service
on the node for all defined nodes using this port. Five
seconds is adequate for most configurations.

In theTimeout box, type the number of seconds you want
the BIG/ip Controller to wait to receive a response to the
service check. If the BIG/ip Controller does not receive a
response to the service check before the timeout expires,
the BIG/ip Controller marks the service on the natisvn
and does not use it for load balancing. Sixteen (16)
seconds is adequate for most configurations.

Click the Apply button.

Return to the list of nodes by clickingodesin the
navigation pane.
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To set the service check timer on the command line

To define service check settings, you actually use a series of two

commands. First, you set the service check frequency using the

bigpipe tping_svccommand, and then set the service check timer
using thebigpipe timeout_svccommand.

bigpipe tping_svc <port> <seconds>
bigpipe timeout_svc <port> <seconds>

For example, the following series of commands sets the service
check frequency at 5 seconds, and the timer to 16 seconds, which is
adequate for most configurations.

bigpipe tping_svc 80 5

bigpipe timeout_svc 80 16

Service checking for wildcard servers and ports

Thesimple keyword is necessary to perform simple service checks
on nodes with wildcard ports. Add the following entry to the
/etc/bigd.confile. Use the following syntax to set a check on a
node where the check port is not the node port:

simple [<node addr>:]<node port> <check port>

For example, if a wildcard server is defined with a non-wildcard
port

bigpipe vip 0.0.0.0:0 define nl1:0

then to configure the check on it, use wimple keyword to
designate the wildcardserver:><port> and <heck port>:

simple n1:0 80
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Changing the load balancing mode

The default load balancing mode is Round Robin, and it simply
passes each new connection request to the next server in line,
eventually distributing connections evenly across the array of
machines being load balanced. Round Robin mode works well in
most configurations, especially if the equipment that you are load
balancing is roughly equal in processing speed and memory. If you
want to use the round robin load balancing mode, you can skip this
section, and begin configuring features that you want to add on to
the basic configuration.

However, if you are working with servers that differ significantly in
processing speed and memory, you may want to switch to Ratio
load balancing mode. In Ratio mode, the BIG/ip Controller
distributes connections among machines according to ratio weights
that you set, where the number of connections that each machine
receives over time is proportionate to the ratio weight you defined
for each machine.

¢ Tip

The default ratio weight for a node Is If you keep the default
ratio weight for each node in a virtual server mapping, the nodes
receive an equal proportion of connections as though you were
using round robin load balancing.

@ Note

The BIG/ip Controller also supports more sophisticated dynamic
load balancing modes that may be suitable for your site. Refer to
Chapter 5, Using specialized load balancing modes, for more
information about working with specialized load balancing modes.

Using Ratio mode

If you want to switch from Round Robin to Ratio mode, you need
to do two separate configuration tasks:

O Set the load balancing mode to Ratio as described below.
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0 Define the ratio weight (percentage of connections to be handled)
for each individual node address.

Switching to Ratio mode

The first task you should do is to set the load balancing mode to
Ratio. The load balancing mode is actually a property of the BIG/ip

Controller system, and it applies to all virtual servers defined on the
system.

To switch the system to Ratio mode in the F5
Configuration utility

1. Click the BIG/ip logo.
The BIG/ip System Properties screen opens.

2. InthelLoad Balancing Modebox, choose Ratio.

To switch the system to Ratio mode on the command line

Enter the following bigpipe command:

bigpipe Ib ratio

Setting ratio weights for node addresses in a virtual server mapping

Once you switch to Ratio load balancing mode, you need to set the
ratio weight for each node address. Weights are a property of a
node’s IP address, and the default ratio weight for a given node
address i4.

To set ratio weights in the F5 Configuration utility

1. Inthe navigation pane, clidkodes

2. Inthe Nodes list, click the node for which you want to set
the ratio weight.
The Node Properties screen opens.

3. IntheAddressbox, click the node address or host name.
The Global Node Address Properties screen opens.

4. IntheRatio or Priority box, replace the default ratio
weight with the ratio weight of your choice.
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5. Click the Apply button to save your changes.

To set ratio weights on the command line

The bigpipe ratio command sets the ratio weight for one or more
node addresses:

bigpipe ratio <node IP>... <node IP> <ratio weight>

The following example defines ratio weights for three node
addresses. The first command sets the first node to receive half of
the connection load. The second command sets the two remaining
node addresses to each receive one quarter of the connection load.

bigpipe ratio 192.168.10.01 2

bigpipe ratio 192.168.10.02 192.168.10.03 1

Configuring network address translations and
IP forwarding for nodes

The IP addresses that identify nodes on the BIG/ip Controller’s
internal network need not be routable on the BIG/ip Controller’s
external network. This protects nodes from illegal connection
attempts, but it also prevents nodes, and other hosts on the internal
network, from receiving direct administrative connections, or from
initiating connections to clients, such as mail servers or databases,
on the BIG/ip Controller's external interface.

Network address translation resolves this problem. Network
address translations (NATs) assign a particular node a routable IP
address that the node can use as its source IP address when
connecting to servers on the BIG/ip Controller’s external interface.
You can use the NAT IP address to connect directly to the node
through the BIG/ip Controller (rather than having the BIG/ip
Controller send you to a random node according to the load
balancing mode). IP forwarding is a feature that provides similar
functionality, and you may want to use it if your network does not
support NAT.
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There are actually three configuration options, and you need to
identify which method is suitable for your needs:

0 Network Address Translation (NAT)

A network translation address provides a routable alias IP address
that a node can use as its source IP address when making or
receiving connections to clients on the external network. You can
configure a unique NAT for each node address included in a
virtual server mapping. Note that NATs do not support port
translation, and are not appropriate for FTP.

0 Secure Network Address Translation (SNAT)

A secure network address translation provides functionality
similar to that of firewalls. A SNAT defines a routable alias IP
address that one or more nodes can use as a source IP address
only when making connections to hosts on the external network.
SNAT addresses support port translation, and they also prevent
hosts on the external network from connecting directly to the
node. Note that SNAT only supports TCP and UDP. SNAT also
features support for both passive and active FTP.

IP forwarding

IP forwarding does not translate node addresses. Instead, it
simply exposes the node’s IP address to the BIG/ip Controller's
external network and clients can use it as a standard routable
address. When you turn IP forwarding on, the BIG/ip Controller
essentially acts as a router when it receives connection requests
for node addresses. IP forwarding itself does not provide security
features, but you can use the IP filter feature to implement a layer

of security (see&etting up IP forwardingon page 4-28) that can
help protect your nodes.

@ WARNING

NATs and SNATs do not support the NT Domain or CORBA
protocols. Instead, you need to configure IP forwarding (see
Setting up IP forwarding, on page 4-28).
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Defining a standard network address translation (NAT)

When you define standard network address translations (NATS),
you need to create a separate NAT for each node that requires a
NAT. You also need to use unique IP addresses for NAT addresses;
a NAT IP address cannot match an IP address used by any virtual or
physical servers in your network.

To configure a NAT in the F5 Configuration utility

1.

8.

In the navigation pane, cliddATs.
The Network Address Translations screen opens.

On the toolbar, cliclAdd NAT.
The Add Nat screen opens.

In theNode Addressbox, type the IP address of the node.

In theNAT Address box, type the IP address that you want
to use as the node’s alias IP address.

In theNAT Netmask box, type an optional netmask. If you
leave this box blank, the BIG/ip Controller generates a
default broadcast address based on the IP address and
netmask of this virtual server.

In theNAT Broadcast box, type the broadcast address for
this. If you leave this box blank, the BIG/ip Controller
generates a default broadcast address based on the IP
address and netmask of this NAT.

In theExternal Interface box, you can choose the external
interface on which the NAT address is to be used. Note that
this setting only applies if your BIG/ip Controller has more
than one external interface card.

Click the Apply button.

To configure a NAT on the command line

Thebigpipe nat command defines one NAT for one node address.

bigppipe nat <node addr> to <NAT addr>
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Defining a secure network address translation (SNAT)

When you define secure network address translations (SNATS), you
can assign a single SNAT address to multiple nodes. The SNAT
address itself, however, must be a unique IP address that does not
match an IP address used by any virtual or physical servers in your
network.

SNAT addresses have global properties that apply to all SNATs
defined in the configuration.

Setting SNAT global properties

The SNAT feature supports three global properties that apply to all
SNAT addresses:

0 Connection limits
The connection limit applies to each node that uses a SNAT, and
each individual SNAT can have a maximum of 50,000
simultaneous connections.

O TCP idle connection timeout
This timer defines the number of seconds that TCP connections
initiated using a SNAT address are allowed to remain idle before
being automatically disconnected.

0 UDP idle connection timeout
This timer defines the number of seconds that UDP connections
initiated using a SNAT address are allowed to remain idle before
being automatically disconnected.

To configure SNAT global properties in the F5
Configuration utility

1. Inthe navigation frame, clicBecure NATs
The Secure Network Address Translations screen opens.

2. IntheConnection Limit box, type the maximum number
of connections you want to allow each node using a SNAT.
Note that to turn connection limits off, set the limit@o If
you turn connection limits on, keep in mind that each
SNAT can support only 50,000 simultaneous connections.
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3. IntheTCP Idle Connectionsbox, type the number of
seconds that TCP connections initiated by a node using a
SNAT are allowed to remain idle.

4. IntheUDP ldle Connectionsbox, type the number of
seconds that TCP connections initiated by a node using a
SNAT are allowed to remain idle.

5. Click the Apply button.

To configure SNAT global properties on the command
line

Configuring global properties for a SNAT requires that you enter
threebigpipe commands. The following command sets the
maximum number of connections you want to allow for each node
using a SNAT.

bigpipe snat limit <value>

The following commands set the TCP and UDP idle connection
timeouts:

bigpipe snat timeout tcp <seconds>

bigpipe snat timeout udp <seconds>

Configuring SNAT address mappings

The SNAT address mappings define each SNAT address, and also
define the node or group of nodes that uses the SNAT address. Note
that a SNAT address does not necessarily have to be unique; for
example, it can match the IP address of a virtual server. A SNAT
address cannot match an address already in use by a NAT or another
SNAT address.

To configure a SNAT mapping in the F5 Configuration
utility

1. Inthe navigation pane, clicRecure NATs
The Secure Network Address Translations screen opens.

2. On the toolbar, cliclAdd SNAT.
The Add SNAT screen opens.
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3. IntheNode Addressedox, type the IP address of the node
or nodes that are assigned to the SNAT. If you are typing
multiple node addresses, separate each individual address
with a semicolon.

4. IntheSNAT Addresshox, type the IP address that you
want to use as the alias IP address for the node(s).

5. IntheExternal Interface box, you can choose the external
interface on which the NAT address is to be used. Note that
this setting only applies if your BIG/ip Controller has more
than one external interface card.

6. Click the Apply button.

To configure a SNAT mapping on the command line

The bigpipe snatcommand defines one SNAT for one or more
node addresses.

bigpipe snat map <node addr>... <node addr> to <SNAT addr>

For example, the command below defines a secure network address
translations for two nodes:

bigpipe snat map 192.168.75.50 192.168.75.51 to 192.168.100.10

Setting up IP forwarding

IP forwarding is an alternate way of allowing nodes to initiate or
receive direct connections from the BIG/ip Controller's external
network. IP forwarding essentially exposes all of the node IP
addresses to the external network, making them routable on that
network. If your network uses the NT Domain or CORBA
protocols, IP forwarding is your only option for direct access to
nodes.

To set up IP forwarding, you need to do two tasks:

0 Turn IP forwarding on
The BIG/ip Controller uses a system control variable to control
IP forwarding, and its default setting asf.
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0 Address routing issues
You probably have to change the routing table for the router on
the BIG/ip Controller’'s external network. The router needs to
direct connection requests for nodes to the BIG/ip Controller,
which in turn directs the requests to the nodes themselves.

Turning IP forwarding on
IP forwarding is a property of the BIG/ip Controller system, and it
is controlled by the system control varialplet.inet.ip.forwarding .
To set the IP forwarding system control variable in the F5

Configuration utility

1. Click the BIG/ip logo.
The BIG/ip System Properties screen opens.

2. On the toolbar, cliclhdvanced Properties
The BIG/ip System Control Variables screen opens.

3. Check théAllow IP Forwarding box.

4. Click the Apply button.
To set the IP forwarding system control variable on the
command line

Use the standarslysctlcommand to set the variable. The default
setting for the variable i8, which isoff. You want to change the
setting tol, which ison:

sysctl -w net.inet.ip.forwarding=1

To permanently set this value, you can use a text editor, sueh as
or pico, to manually edit théetc/rc.sysctfile. For additional
information about editing this file, see Appendix Egtting BIG/ip
system control variables
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Addressing routing issues for IP forwarding

Once you turn IP forwarding on, you probably need to change the
default router’s routing table. Connection requests for the node
addresses need to be routed through the BIG/ip Controller. For
details about changing the routing table, refer to your router’s
documentation.

Configuring Extended Content Verification
service checking

Extended Content Verification service check is a special type of
service check that actually retrieves content from a server. If the
content matches the expected result, the BIG/ip Controller marks
the nodeup and uses it for load balancing. If the content does not
match, or if the server does not return content, the BIG/ip
Controller marks the nodgown and does not use it for load
balancing.

You can set up ECV service check in the F5 Configuration utility,
or you can use a text editor, suchva®r pico, to manually create
the/etc/bigd.confile, which stores ECV information.

ECV service check is most frequently used to verify content on web
servers, although you can use it for more advanced applications,
such as verifying firewalls or mail servers. The following section
focuses on setting up ECV for web servers. For details about using
advanced ECV service check options, Se¢ting up advanced ECV
service checkon page 5-3.

‘ Note

It is important to note that the intervals and timeouts for simple
service checks apply to EAV and ECV service checks. These
timeouts are configured by setting the service check timers. For
more information about setting these timers, see Configuring the
timer settings, on page 4-15.
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ECV service check properties

ECV service check is a property of both a node port and a node. If
you define ECV service check settings for a node port, all nodes
that use the port inherit the ECV service check settings. You can
override these settings by defining ECV service check settings for
the node itself.

There are actually three different types of ECV service check that
you can define:

0 ECV normal
An ECV normal service check requires that the BIG/ip
Controller mark a nodep (available for load balancing) when
the retrieved content matches the expected result. For example, if
the home page for your web site included the wdoidcome
home, you could set up an ECV service check to look for the
string"Welcome home". A match for this string would mean
that the web server is up and available.

0 ECV SSL
An ECV SSLservice check performs the same function as an
ECV normal service check, but it is designed to work with secure
servers that use the SSL protocol, rather than standard servers
using HTTP. The BIG/ip Controller uses SSL version 3, as do
popular web browsers, but it is backward-compatible for web
servers that support only version 2.

0 ECV reverse
In contrast, arfECV reverseservice check requires that the
BIG/ip Controller mark a noddown(not available for load
balancing) when the retrieved content matches the expected
result. For example, if the content on your web site home page is
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dynamic and changes frequently, you may prefer to set up a
reverse ECV service check that looks for the stfiBgor* . A
match for this string would mean that the web server was down.

€ WARNING

When the BIG/ip Controller checks content looking for a match, it
reads through the content until the service check times out, or until
the read reaches 5000 bytes, whichever comes first. When you
choose text, an HTML tag, or an image name to search for, be sure
to pick one that appears in the first 5,000 bytes of the web page.

Writing regular expressions for ECV service checks

When you set up an ECV service check for a web server, you need
to define a send string and a receive expressiorserd stringis

the request that the BIG/ip Controller sends to the web server. Send
strings typically request that the server return a specific web page,
such as the default page for a web site. Téeeive expressiois

the text string that the BIG/ip Controller looks for in the returned
web page.

Receive expressions use regular expression syntax, and they are not
case-sensitive. Although regular expressions can be complex, you
will find that simple regular expressions are adequate for most ECV
service checks. For example, the most common send string is
"GET /" which simply retrieves the default HTML page for a web
site. The corresponding receive string could be any text string
included in your home page, such as text, HTML tags, or image
names.

Sample send strings

The send string below is probably the most common send string,
and it retrieves the default HTML page for a web site. Note that all
send strings are enclosed by double quotation marks.

"GET /"

To retrieve a specific page from a web site, simply enter a fully
qualified path name:
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"GET /www/support/customer_info_form.html|"

Sample receive expressions

The most common receive expressions contain a text string that
would be included in a particular HTML page on your site. The

text string can be regular text, HTML tags, or image names. Note
that all receive expressions are enclosed by double quotation marks.

For example, the following receive expression looks to match the
textWelcome and it is useful for ECV reverse service checks:

"welcome"

The sample receive expression below searches for a standard
HTML tag. Note that even though you are searching for an HTML
tag, you still need to enclose the regular expression with double
guotation marks.

"<HEAD>"

You can also use null receive expressions, formatted as the one
shown below. When you use a null receive expression, the BIG/ip
Controller considers any content retrieved to be a match.

Null receive expressions are suitable only for ECV normal and
ECV SSL. Note, however, that if you use them you run the risk of
the BIG/ip Controller considering an HTML error page to be a
successful service check.

@ Note

The regular expression syntax discussed here is not the same as the
"wildcard syntax" that is commonly used in command shells. For
more information about regular expression, see the man page for
re_format
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Setting up ECV service check in the F5 Configuration

utility

In the F5 Configuration utility, you can set ECV service check
options in the Global Node Port Properties screen, and also in
individual Node Properties screens. Regardless of which screen
you configure the options in, the steps are the same.

To set up ECV service check in the F5 Configuration

utility

1.

In the navigation frame, clickodes
The Nodes screen opens.

Click a node in the list.
The Node Properties screen opens.

If you want to configure ECV service check options, stay in
this screen. If you want to configure ECV service check
options for the port that the node uses, click the port
number or service name in ti®ort box.

In theType box, choose the type of ECV service check you
want to set up: ECV normal, ECV reverse, or ECV SSL.

In theFirst String box, type the send string that requests
the web page. Note that the F5 Configuration utility
automatically places quotation marks around the string
itself. For example, the following string retrieves the
default HTML page for the site.

GET /

In theSecond Stringbox, type the receive expression that
the BIG/ip Controller should look for in the returned web
page. For example, the following receive expression looks
for a text string in a web page:

Welcome home!

Click the Apply button.
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Manually configuring and testing the /etc/bigd.conf file

You can set up ECV service check on the command line by creating
an/etc/bigd.confile in a text editor such agi or pico. Each line in
the/etc/bigd.confile defines a send string and a receive expression
for one node, or for one port. Remember that when you define a
ECV service check for a port, all nodes that use the port inherit the
service check settings.

Changes to théetc/bigd.conflo not take effect until the system is
rebooted, obigd is restarted. To restabigd, simply run the
commandbigd.

The BIG/ip Controller provides a command line tool that allows
you to verify the syntax of théetc/bigd.confile before the system
begins using it. Once you set up the file, we recommend that you
test it before you reboot the system or restarthifgel daemon and
begin using the file.

Setting up the /etc/bigd.conf file

The/etc/bigd.confile uses three different types of syntax for lines
in the file that correspond to the three different types of service
check that you can configure: ECV normal, ECV SSL, and ECV
reverse. The following sections describe the syntax for each type,
and provide some useful examples.

To set up ECV normal service check

The line for a normal ECV service check begins with the keyword
active. The<node IP>parameter is optional, and you need to
include it only if you are defining ECV service check for a specific
node.

active [<node IP>:]<port> "<send_string>" "<recv_expr>"

For example, the following line sets up a normal ECV service check
for a node, where the BIG/ip Controller looks for the t#¢lcome
in the default page for the site.

active 192.168.100.10:80 "GET /" "welcome"
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To set up ECV SSL service check

The line for an SSL ECV service check begins with the keyword
ssl The<node IP>parameter is optional, and you need to include
it only if you are defining ECV service check for a specific node.

ssl [<node IP>:]<port> "<send_string>" "<recv_expr>"

For example, the following line sets up an SSL ECV service check
for a node port. Note that the receive expression is null. When you
use a null receive expression, the BIG/ip Controller considers any

retrieved content to be a match.

ssl 443 "GET /www/orders/order_form.html" ™"

To set up ECV reverse service check

The line for a reverse ECV service check begins with the keyword
reverse The<node IP>parameter is optional, and you need to
include it only if you are defining ECV service check for a specific
node.

reverse [<node IP>:]<port> "<send_string>" "<recv_expr>"

For example, the following line sets up an SSL ECV service check
for a node port. Note that the receive expression is null. When you
use a null receive expression, the BIG/ip Controller considers any

retrieved content to be a match.

reverse 80 "GET /" ™
Testing /etc/bigd.conf syntax

To test /etc/bigd.conf syntax

You can test youfetc/bigd.confile syntax using the followindpigd
command:

/sbin/bigd -d
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This command parses the file, compiles any regular expressions,
reports any errors, and then exits.

@ Note

The /etc/bigd.conf file is read once at startup. If you change the file
on the command line, you must reboot or restsgd for the

changes to take effect. If you make changes in the F5 Configuration
utility, clicking the apply button makes changes and resthigsl.

See Appendix D, bigd, for details.

Configuring persistence for e-commerce and
other dynamic content sites

If you are setting up an e-commerce or other type of dynamic
content site, you may need to configure persistence on the BIG/ip
Controller. Whether you need to configure persistence or not
simply depends on how you store client-specific information, such
as items in a shopping cart, or airline ticket reservations. For
example, you may store the airline ticket reservation information in
a back-end database that all nodes can access; or on the specific
node to which the client originally connected; or in a cookie on the
client's machine.

If you store client-specific information on specific nodes, you need
to configure persistence. When you turn on persistence, returning
clients can bypass load balancing and instead can go to the node
where they last connected in order to get to their saved information.

The BIG/ip Controller tracks information about individual
persistent connections, and keeps the information only for a given
period of time. The way in which persistent connections are
identified, depends on the type of persistence. The BIG/ip
Controller supports two basic types of persistence:

O SSL persistence
SSL persistence is a sophisticated type of persistence that tracks
SSL connections using the SSL session ID, and itis a property of
individual virtual servers. Using SSL persistence can be
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particularly important if your clients typically have translated IP
addresses or dynamic IP addresses, such as those that Internet
service providers typically assign. Even when the client’s IP
address changes, the BIG/ip Controller still recognizes the
connection as being persistent based on the session ID.

O Simple persistence
Simple persistence supports TCP and UDP protocols, and it
tracks connections based only on the client IP address. When a
client requests a connection to a virtual server that supports
simple persistence, the BIG/ip controller checks to see if that
client previously connected, and if so, returns the client to the
same node.

You may want to use SSL persistence and simple persistence
together. In situations where an SSL session ID times out, or where
a returning client does not provide a session ID, you may want the
BIG/ip controller to direct the client to the original node based on
the client’s IP address. As long as the client's simple persistence
record has not timed out, the BIG/ip controller can successfully
return the client to the appropriate node.

@ Note

The BIG/ip Controller also supports several advanced persistence
modes. For more information about these advanced modes, see
Using advanced persistence options, on page 5-11.

Setting up SSL persistence

SSL persistence is a property of a virtual server, and to set it up for
a given virtual server, you need to do three things:

0 Turn SSL persistence on.

O Set the SSL persistence timer, which determines how long the
BIG/ip Controller considers a given SSL session ID to be valid.
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O Set the SSL session ID timeout, which determines how long the
BIG/ip Controller stores a given SSL session ID before removing
it from the system.

¢ Tip

If you want to turn persistence on for an existing virtual server, you
may want to use the F5 Configuration utility, instead of the
BIG/pipe command line utility. In the F5 Configuration utility, you
simply set virtual server properties, whereas on the command line
you need to redefine the virtual server itself.

To configure SSL persistence in the F5 Configuration
utility

1. Inthe navigation pane, clickirtual Servers.
The Virtual Server list opens and displays each virtual
server’s |IP address and associated port number or service
name.

2. Click the first virtual server in the list.
The Virtual Server Properties screen opens.

3. Check théEnable Session ID Persistenceox.

4. InthePersistence Timebox, type the number of seconds
that the BIG/ip Controller should consider SSL session IDs
to be valid.

5. IntheSession ID Timeoutbox, type the number of
seconds that the BIG/ip Controller should store SSL
sessions IDs before removing them from the system.

6. Click the Apply button.

To configure SSL persistence on the command line

On the command line, you actually set SSL persistence properties
at the time you define the virtual server.

bigpipe vip <virt addr>:<port> define <node addr>:<port> \
special ssl <persist time>
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For example, the following command sets SSL persistence for a
virtual server, where the session ID record is valid for one hour
(3600 seconds).

bigpipe vip vl:ssl define nl:ssl n2:ssl special ssl 3600

Setting up simple persistence

You can set simple persistence properties for both an individual
virtual server, and for a port. Individual virtual server persistence
settings can override those of the port. When you set simple
persistence on a port, all virtual servers that use the given port
inherit the port’s persistence settings.

Setting simple persistence on virtual servers

Persistence settings for virtual servers apply to both TCP and UDP
persistence. Note that the persistence settings for the virtual server
override the persistence settings defined for the port that the virtual
server uses. When the persistence timer is set to a value greater
than 0, persistence a. When the persistence timer is set to 0,
persistence isff.

To configure simple persistence for virtual servers in the
F5 Configuration utility

1. Inthe navigation pane, clickirtual Servers.
The Virtual Server list opens and displays each virtual
server’s IP address and associated port number or service
name.

2. Click a virtual server.
The Virtual Server Properties screen opens.

3. IntheTimeout box, type the number of seconds that you
want the BIG/ip Controller to store persistent connection
information.

4. Click the Apply button.
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To configure simple persistence for virtual servers on
the command line

The bigpipe vip command sets simple persistence for one or more
virtual servers. Note that a timeout greater than 0 turns persistence
on, and a timeout of 0 turns persistermf

bigpipe vip <virt IP>:<port>... <virt IP>:<port> persist <timeout>

For example, the following command sets simple persistence for
the virtual server, where the persistent connection information
expires after one hour (3600 seconds).

bigpipe vip 192.168.100.10:80 persist 3600

Setting simple persistence on ports

Defining persistence on a port requires you only to set the
persistence timer; you do not actually have to turn the persistence
on and off. When the persistence timer is setto 0, persistende is
When it is set to a value greater than O, persistenoe.is

To configure simple persistence for ports in the F5
Configuration utility

1. Inthe navigation pane, clickirtual Servers.
The Virtual Server list opens and displays each virtual
server’s |IP address and associated port number or service
name.

2. Click any virtual server that uses the port for which you
want to turn persistence on.
The Virtual Server Properties screen opens.

3. InthePort box, click the port number.
The Global Virtual Port Properties screen opens.

4. IntheSimple Persistencéox, type the number of seconds
that you want the BIG/ip Controller to store persistent
connection information.

5. Click the Apply button.
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To configure simple persistence for ports on the
command line

The bigpipe persistcommand sets simple persistence for one or
more ports.

bigpipe persist <port>... <port> <seconds>

For example, the following command sets simple persistence for
port 80, where the persistent connection information expires after
one hour (3600 seconds).

bigpipe persist 80 3600

Configuring and synchronizing redundant

systems

Redundant BIG/ip Controller systems have special settings that you
need to configure, such as interface fail-safe settings. One
convenient aspect of configuring a redundant system is that once
you have configured one of the controllers, you can simply copy the
configuration to the other controller in the system usingabefig
syncfeature.

There are two aspects about working with redundant systems:
0 Synchronizing configurations between two controllers
O Configuring fail-safe settings for the interfaces

Synchronizing configurations between controllers

Once you complete the initial configuration on the first controller in
the system, you can synchronize the configurations between the
active unit and the standby unit. When you synchronize a
configuration, the following configuration files are copied to the
other BIG/ip controller:
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O /etc/bigip.conf
The/etc/bigip.confile stores virtual server and node definitions
and settings, including node ping settings, the load balancing
mode, and NAT and SNAT settings.

0 /etc/bigd.conf
The/etc/bigd.confile stores service check settings.

O /etc/bigip.interfaces
The/etc/bigip.interfacedile stores interface configuration
information, such as failsafe timeouts.

0 /etc/hosts.allow
The/etc/hosts.alloviile stores the IP addresses that are allowed
to make administrative shell connections to the BIG/ip
Controller.

0 /etc/netstart
The/etc/netstarfile stores basic system start up settings.

O /etc/ipfw.conf
The/etc/ipfw.confile stores IP filter settings.

0 /etc/rateclass.conf
The/etc/rateclass.corffle stores rate class definitions.

O /etc/ipfwrate.conf
The/etc/ipfwrate.confile stores IP filter settings for filters that
also use rate classes.

O /etc/snmpd.conf
The/etc/snmpd.corfile stores SNMP configuration settings.

If you use command line utilities to set configuration options, be
sure to save the current configuration to the file before you use the
config sync feature.

@ WARNING

If you are synchronizing to a controller that already has
configuration information defined, we recommend that you back up
that controller’s original configuration file(s).
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To synchronize the configuration in the F5 Configuration
utility

1. Click the BIG/ip logo.
The BIG/ip System Properties screen opens.

2. On the toolbar, click the Sync Configuration button.

To synchronize the configuration on the command line

You use thebigpipe configsynccommand to synchronize
configurations. When you include thall option in the command,
all the configuration files are synchronized between machines.

bigpipe configsync -all

If you want to synchronize only thietc/bigip.confile, you can use
the same command without any options:

bigpipe configsync

Configuring fail-safe settings

For maximum reliability, the BIG/ip Controller supports failure

detection on both internal and external interface cards. When you
arm the fail-safe option on an interface card, the BIG/ip Controller

monitors network traffic going through the interface. If the BIG/ip
Controller detects a loss of traffic on an interface when half of the
fail-safe timeout has elapsed, it attempts to generate traffic. The

way in which it attempts to generate traffic depends on whether it is

an external or an internal interface.
« External interface

For external interfaces, the BIG/ip controller attempts to generate

network traffic by issuing ARP requests for the default router.

Any traffic through the interface, including a response to the ARP

request, averts a fail-over.
* Internal interface

For internal interfaces, the BIG/ip controller attempts to generate

network traffic by pinging each node address included in its
configuration. Any traffic through the interface, including a reply
to one or more of the pings, averts a fail-over.
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If the BIG/ip Controller cannot generate traffic on the interface
before the timer expires, it initiates a fail-over, switches control to
the standby unit, and reboots.

€ WARNING

You should arm the fail-safe option on an interface only after the
BIG/ip controller is in a stable production environment. Otherwise,
routine network changes may cause fail-over unnecessarily. Also
note that you cannot arm fail-safe on an internal interface card
before you have configured virtual servers and nodes.

Arming fail-safe on an interface

Each interface card installed on the BIG/ip controller has a unique
name, which you need to know when you set the fail-safe option on
a particular interface card. You can view interface card names in
the F5 Configuration utility, or you can use thiggpipe interface
command to display interface names on the command line.

To arm fail-safe on an interface in the F5 Configuration

utility
1. Inthe navigation pane, clidkICs (network interface
cards).
The Network Interface Cards list opens and displays each
installed NIC.

2. Click an interface name.
The Network Interface Card Properties screen opens.

3. CheckArm Failsafe to turn on the fail-safe option for the
selected interface.

4. IntheTimeout box, enter the maximum time allowed for a
loss of network traffic before a fail-over occurs.

5. IntheShared IP Aliasbox, enter the IP address shared for
the corresponding interface on both BIG/ip controllers.

6. Click the Apply button.
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To arm fail-safe on an interface on the command line

One of the required parameters for thigpipe interface command

is the name of the interface itself. If you need to look up the names
of the installed interface cards, use thigpipe interface command
with the showkeyword:

bigpipe interface show

To arm fail-safe on a particular interface, use tigpipe interface
command with théailsafe arm keyword and interface name
parameter:

bigpipe interface <ifname> failsafe arm
bigpipe interface timeout <seconds>

For example, say you have an external interface naewp@and an
internal interface nameelkpl To arm the fail-safe option on both
cards, you need to issue the following two commands:

bigpipe interface exp0 failsafe arm

bigpipe interface expl failsafe arm

Addressing general networking issues

When you install and configure the BIG/ip Controller, you may
need to address one or more of the following networking issues:

0 Addressing routing issues
There are a variety of router configuration issues that you may
need to address. You need to configure a default route for the
BIG/ip Controller, and you may also need to set up routes for the
nodes that the BIG/ip Controller manages. You may also want to
configure GateD, which allows dynamic routing information to
automatically be updated on the BIG/ip Controller.

0 Configuring sendmail on the BIG/ip Controller
There are some special requirements that you need to take into
account when configuring Sendmail on the BIG/ip Controller.
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0 Configuring DNS on the BIG/ip Controller
You may need to configure the BIG/ip Controller for DNS
resolution or for DNS proxy, and you may even need to convert
from rotary or round robin DNS.

Addressing routing issues

The BIG/ip controller must communicate properly with network
routers, as well as the servers, firewalls, and other routers that it
manages. Because there are a variety of router configurations, and
varying levels of direct control an administrator has over each
router, you need to carefully review the router configurations in
your own network. You may need to change some routing
configurations before you put the BIG/ip controller into production.

The BIG/ip Controller supports static route configurations,
dynamic routing (via BGP4, RIP1, RIP2, and OSPF), and
subnetting. However, the BIG/ip controller is also designed to
eliminate the need for you to modify routing tables on a router that
routes to a BIG/ip controller. Instead, the BIG/ip controller uses
Address Resolution Protocol (ARP) to notify routers of the IP
addresses that it uses on its external interfaces as well as on its
virtual servers.

The following sections address these common routing issues:

0 Routing from a BIG/ip Controller to a gateway to the external
internetwork

0 Routing from content servers to the BIG/ip Controller

0 Routing from a BIG/ip Controller to content servers that are on
different logical networks

0 Setting up dynamic routing with GateD

Routing from a BIG/ip Controller to a gateway to the external net

The BIG/ip Controller needs a route to the external network. For
most configurations, this should be configured asdétault route
on the BIG/ip Controller.
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During installation, you were prompted to configure a default route
for the BIG/ip Controller. If you need to change the default route at
this time, you can set a new default route by editing/éte/netstart
file.
To change the default route

1. Open theetc/netstarfile in a text editor, such agi or pico.

2. Change the default route entry using the following syntax:
defroute="<router IP>"

3. Save and close the file.
4. Reboot the BIG/ip Controller.

Routing between a BIG/ip Controller and content servers on different

logical networks

If you need to configure the BIG/ip Controller to use one or more
nodes that actually sit on a different logical network from the
BIG/ip Controller, you need to assign one or more additional routes
to get to those nodes. Set each node’s default route in such a way
that traffic goes back through the BIG/ip controller internal
interface.

In the following examples, the nodes are on 192.168.6/24 and the

BIG/ip Controller internal interface is on 192.168.5/24. There are

two possible situations which you may have to address:

0 192.168.5/24 and 192.168.6/24 are on the same LAN (either
sharing media or with a switch or hub between them).

0 192.168.5/24 and 192.168.6/24 are on two different LANs with a
router between them.

Case 1: Same LAN

If the nodes are on the same LAN as the BIG/ip Controller, you
simply need to add an interface route for 192.168.6/24 to the
BIG/ip Controller's internal interface. You can add this route to the
/etc/rc.localfile using the following syntax:
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route add -net 192.168.6 -interface expl

@ Note

You must have the interface defined correctly in the /etc/hosts file in
order to use this syntax.

If you are working with a redundant system, you need to set up an
additional shared IP alias in thetc/bigip.interfacedile using the
following syntax:

<ifname> <ip address> <netmask> <broadcast address>

For example, an additional shared IP alias entry in the
/etc/bigip.interface$or the interfaceexpl might look like this:

"expl" "192.168.6.254" "255.255.255.0" "192.168.6.255"

Note that you should always include shared IP aliases in the
letc/bigip.interfacedile, so that each BIG/ip Controller in the
redundant system knows to use them when it is active, and not use
them when it is standby.

Case 2: Different LANs

If you have nodes on different LANs from the BIG/ip Controller,
you need to add a static gateway route on the BIG/ip Controller
itself. For example:

route add -net 192.168.6.0 -gateway 192.168.5.254

You also need to set the default route on the nodes to point to the
router between the LANs. For example:

route add default -gateway 192.168.6.254

Finally, you need to set the default route on the router between the
LANSs to the BIG/ip Controller's shared alias. For example, type the
command:
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route add default -gateway 192.168.5.200

@ Note

These examples assume you are using a UNIX-based router. The
exact syntax for you router may be different.

Itis not really necessary to set the default route for nodes directly to
the BIG/ip Controller, so long as the default path eventually routes
through the BIG/ip Controller.

Setting up dynamic routing with GateD

The GateD daemon allows the BIG/ip controller to exchange
dynamic routing updates with your routers. Setting up the GateD
daemon is a three-part task:

0 You need to create the GateD configuration fietc/gated.conf.
0 You need to enable the GateD daemon.
0 You need to edit théetc/netstarfile.

@ Note

Configuring GateD on the BIG/ip Controller is not required. Most
routing requirements for the BIG/ip Controller can be met without
using GateD.

To create the GateD configuration file

GateD relies on a configuration file, typically named
/etc/gated.confwhich can be relatively simple, or can be very
complex, depending on the routing needs of your network. The
BIG/ip web server includes the GateD online documentation (in the
F5 Configuration utility home page, und@nline Documentation
section, clickGateD) Note that the GateD configuration guide
details the process of creating the GateD configuration file, and also
provides samples of common protocol configurations.
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To immediately start the GateD daemon on the BIG/ip
Controller

Once you create the GateD configuration file, you need to enable
the GateD daemon on the command line using the following
command:

bigip# gated
To enable starting GateD each time the BIG/ip Controller
starts

To start GateD each time the BIG/ip Controller starts, change the
gatedvariable in theetc/netstarfile as shown below:

gated=YES

Configuring Sendmail

You can configure the BIG/ip controller to send email notifications
to you, or to other administrators. The BIG/ip Controller includes a
sample Sendmail configuration file that you can use to start with,
but you will have to customize the Sendmail setup for your network
environment before you can use it.

Before you begin setting up Sendmail, you may need to look up the

name of the mail exchanger for your domain. If you already know

the name of the mail exchanger, skip@onfiguring Sendmail
Finding the mail exchanger for your domain

You can use thaslookup command on any workstation that is
configured for lookup. Once you find the primary IP address for
your domain, you can find the mail exchanger for your domain.
To find the mail exchanger

1. First you need to identify the default server name for your
domain. From a workstation capable of name resolution,
type the following on the command line:

bigip: /etc# nslookup
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2. The command returns a default server name and
corresponding IP address:
Default Server: <server name>
Address: <server

3. Next, use the domain name to query for the mail exchanger:

set g=mx
<domain name>

The information returned includes the name of the mail exchanger.
For example, the sample information shown in Figure 4.1 lists
bigip.net as the preferred mail exchanger.

nsl.bigip.net
ns2.bigip.net

bigip.net  preference = 10, mail exchanger = mail.SiteOne.com
bigip.net  nameserver = nsl.bigip.net

bigip.net  nameserver = ns2.bigip.net

bigip.net  internet address = 192.17.112.1

internet address = 192.17.112.2
internet address = 192.17.112.3

Figure 4.1 Sample mail exchanger information

Setting up Sendmail

When you actually set up Sendmail, you need to open and edit a
couple of configuration files. Note that the BIG/ip Controller does
not accept email messages, and that you can usadnéab utility
to purge unsent or returned messages, and that you can send those
messages to yourself or another administrator.
To set up and start Sendmail

1. Copy /etc/sendmail.cf.ofo /etc/sendmail.cf

2. To set the name of your mail exchange server, open the
/etc/sendmail.cfand set the DS variable to the name of
your mail exchanger. The syntax for this entry is:

DS<MAILHUB_OR_RELAY>

3. Save and close tHetc/sendmail.cfile.
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4. To allow Sendmail to flush outgoing messages from the
gueue for mail that cannot be delivered immediately, open
the/etc/crontabfile, and change the last line of the file to
read:

0,15,30,45 * * * * oot /usr/sbhin/sendmail -q > /dev/null 2>&1

5. Save and close thetc/crontakfile.

6. To prevent returned or undelivered email from going
unnoticed, open thietc/aliasedile and create an entry for
root to point to you or another administrator at your site.

root: networkadmin@SiteOne.com

7. Save and close tHetc/aliasedile.

8. You now need to run theewaliasescommand to generate
a new aliases database that incorporates the information
you added to théetc/aliasedile.

9. To turn Sendmail on, either reboot the system or type the
following command:

lusr/sbin/sendmail -bd -q30m

Configuring DNS on the BIG/ip Controller
There are three different DNS issues that you may need to address
when setting up the BIG/ip Controller:
0 Configuring DNS resolution on the BIG/ip Controller
0 Configuring DNS proxy
0 Converting from rotary or round robin DNS

Configuring DNS resolution

When entering virtual addresses, node addresses, or any other
addresses on the BIG/ip Controller, you can use the address, host
name, or fully qualified domain name (FQDN).
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The BIG/ip Controller looks up host names and FQDNSs in the
/etc/hostdile. If it does not find an entry in that file, then it uses
DNS to look up the address. In order for this to work, you need to
create arfetc/resolv.confile. The file should have the following
format:

nameserver <DNS_SERVER_1>
search <DOMAIN_NAME_1> <DOMAIN_NAME_2>

In place of the<DNS_SERVER_1parameter, use the IP address of a
properly configured name server that has access to the Internet.
You can specify additional name servers as backups, by inserting an
additionalnameserverline for each backup name server.

If you configure the BIG/ip controller itself as a DNS server, then
we suggest that you choose its loopback addreza@.0.1 ) as
the first name server in thietc/resolv.confile.

Replace<DOMAIN_NAME_1> <DOMAIN_NAME_2> with a

list of domain names to use as defaults. This list is used to resolve
hosts when only a host name, and not an FQDN, is used. When you
enter domain names in this file, separate each domain name with a
space.

An sample configuration file is shown in Figure 4.2 below.

; example /etc/resolv.conf
nameserver 127.0.0.1
nameserver 127.16.112.2 ;ip address of main DNS server

search mysite.com store.mysite.com

Figure 4.2 Sampldetc/resolv.confile

F5 Networks, Inc.



Getting Started with a Basic Configuration

You can also configure the order in which name resolution checks
are made by configuring thietc/irs.conffile. You should set this

file so that it checks théetc/hosts.corfle first, and then checks for
DNS entries. See Figure 4.3, make the following entry in the
/etclirs.conffile:

hosts
hosts

local continue
dns

Figure 4.3 Sample entry for théetc/irs.conffile

Configuring DNS proxy

You can configure the BIG/ip controller as a DNS proxy or
forwarder. This is useful for providing DNS resolution for servers
and other equipment behind the BIG/ip controller that might want
to lookup a domain name or IP address.

To configure DNS proxy, you simply creatdetc/named.bodile
that contains only two lines:

forwarders <DNS_SERVERS>
options forward-only

In place of the<DNS_SERVER>parameter, use the IP addresses
of one or more properly configured name servers that have access to
the Internet.

You can also configure the BIG/ip Controller to be an authoritative
name server for one or more domains. This is useful when DNS is
needed in conjunction with phony domain names and network
numbers for the servers and other equipment behind the BIG/ip
Controller. Refer the BIND documentation for more details.

Converting from rotary or round robin DNS

If your network is currently configured to use rotary DNS, your
node configuration may not need modification. However, you need
to modify your DNS zone tables to map to a single IP address
instead of to multiple IP addresses.
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For example, if you had two Web sites with domain names of
www.SiteOne.cormandwww.Site Two.coprand used rotary DNS to
cycle between two servers for each Web site, your zone table might
look like the one in Figure 4.4:

www.SiteOne.com

www.SiteTwo.com

IN A 192.168.1.1
IN A 192.168.1.2

IN A 192.168.1.3
IN A 192.168.1.4

Figure 4.4 Sample zone table with two Web sites and four servers

In the BIG/ip Controller configuration, the IP address of each
individual node used in the original zone table becomes hidden
from the Internet. We recommend that you use the Internet
reserved address range as specified by RFC 1918 for your nodes. In
place of multiple addresses, simply use a single virtual server
associated with your site's domain name.

Using the above example, the DNS zone table might look like the
zone table shown in Figure 4.5

www.SiteOne.com
www.SiteTwo.com

IN A 192.168.100.231
IN A 192.168.100.232

Figure 4.5 Sample zone table with two Web sites and two servers.
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Introducing special features

In addition to the basic setup features available on the BIG/ip
Controller, a number of special setup features can be used to
optimize your network. This chapter describes the special setup
options available on the BIG/ip Controller. These features are
optional, and may not be required in your implementation of the
BIG/ip Controller. The following topics are described in this
chapter:

0 Advanced software-based features

0 Alternative BIG/ip Controller hardware configurations
O Optimized large configurations

0 Alternative network configurations
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Using advanced service check options

You can use advanced service check options to verify that your
content servers are functioning properly. There are two types of
advanced service checks: Extended Content Verification (ECV)
and Extended Application Verification (EAV). This section
describes how to set up, and use, these types of service checking.
This section also includes information for setting up EAV service
checks for SQL based services.

Setting up advanced ECV service checks

In addition to verifying content on web servers, you can use
Extended Content Verification (ECV) service checks to verify
connections to mail servers and FTP servers through transparent
nodes. If you want to set up ECV service checks through a
transparent node to these types of servers, there are certain special
issues that you need to address.

Configuring ECV for transparent nodes

You can set up ECV to verify that a transparent node is functioning
properly. To check if a transparent node is functioning, you can add
an entry to théetc/bigd.confile that allows you to retrieve content
through the node.

You can use a text editor, suchasor pico, to manually create the
/etc/bigd.confile, which stores ECV information. To create the
entry for checking a transparent node, use the following syntax:

transparent <node ip>:<node port> http://www-address[:port][/path]
["recv_expr"]

You can also use the following syntax for this entry:

transparent <node ip>:<node port> <dest ip>[:dest port][/path]
["recv_expr]

For more information about these configuration entries, please refer
to Table 5.1.
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Configuration
Entry

Description

transparent

node ip

node port

dest ip:dest
port /URL

recv string

Transparent is required at the beginning of the entry.

The IP address, in dotted decimal notation, of the transparent firewall or
proxy. This IP cannot be a wild card IP (0.0.0.0). Note that the node mu
defined as a node in a VIP definition. Typically this would be a wild card
(0.0.0.0).

This entry can also be specified as a fully qualified domain name (FQDN).

order to use an FQDN, the BIG/ip Controller must be configured for nam
resolution.

This entry is the node port to use for the ECV check. This port can be ze
This entry can be numeric or can use a well-known service name, sittpa:
or smtp.

This is the combination of the destination, in dotted decimal notation, and

5t be
IP

port

number of the destination against which the ECV service check is performed.
The IP address cannot be a wild card (0.0.0.0). The port number is optignal.
The port can be specified as any non-zero numeric port number, or specijfied

as a well-known port name, suchlatsp or smtp.

The URL is an optional standard HTTP URL. If you do not specify a URL, a

default URL is retrieved using the HTTP 1.0 request format. This entry g
also be specified using a complete URL with an embedded FQDN. This §
cannot be longer than 4096 bytes. In order to resolve an FQDN, the BIG
Controller must be configured for name resolution.

This string is optional. If you specify a string, the string you specify is use
perform standard ECV verification. This entry must be enclosed in quotal
marks, and cannot be longer than 128 bytes.

Table 5.1Extended content verification configuration entries.

@ Note

an
Bntry
lip

d to
tion

Theletc/bigd.confile is read once at startup. If you change the file

on the command line, you must reboot or restsgd for the

changes to take effect. If you make changes in the F5 Configuration

utility, clicking the apply button makes changes and restaidsl.
See Appendix D, bigd, for detalils.
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Introducing EAV service checks

Extended Application Verification (EAV) is a sophisticated type of
service check typically used to confirm whether an application
running on a node is responsive to client requests. To determine
whether a node application is responsive, the BIG/ip Controller
uses a custom program referred to agaternal service checker

An external service checker program essentially provides the option
to customize service check functionality for the BIG/ip Controller.
It is external to the BIG/ip system itself, and is usually developed
by the customer. For example, you can use an external service
checker to verify Internet or intranet applications, such as a web
application that retrieves data from a back-end database and
displays the data in an HTML page.

An external service checker program works in conjunction with the
bigdnodedaemon, which verifies node status using node pings and
service checks. If you configure external service check on a
specific node, the bigdnode daemon checks the node by executing
the external service checker program. Once the external service
checker executes, thegdnode daemon looks for output written by
the external service checker. If thegdnodedaemon finds output
from the external service checker, it marks the nodelf it does

not find output from the external service checker, it marks the node
down Note thatbigdnodedoes not actually interpret output from
the external service checker; it simply verifies that the external
service checker created output.

@ Note

External service checker programs are custom programs that are
developed either by the customer, or by the customer in conjunction
with F5 Networks.

Setting up EAV service checks

An Extended Application Verification service chedk a service
check that is performed by a custom application. There are four
tasks required to implement EAV service checks on the BIG/ip
Controller:
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O Verify that your external service checker program meets certain
requirements, such as creatingid file.

O Install the external service checker program on the BIG/ip
Controller.

0 Allow EAV service checks in the BIG/ip configuration.
0 Configure the specific nodes to use the EAV service check.

Verifying external service checker requirements

Extended Application Verification (EAV) is intended to provide
maximum flexibility. The external service checker programs that
you create can use any number of methods to determine whether or
not a service or an application on a node is responsive. The external
service checker must, however, meet the following minimum
requirements:

O The external service checker must uggdfile to hold its
process ID, and thpid file must use the following naming
scheme:

Ivar/run/pinger.<ip>..<port>.pid.

O As soon as the external service checker starts, ipttidile

already exists, the external service checker should read the file
and send &IGKILL command to the indicated process.

0 The external service checker must write its process ID tpitie
file.

O If the external service checker verifies that the service is
available, it must write standard output. If the external service
checker verifies that the service is not available, it cannot write
standard output.

0 The external service checker must deletgitkfile before it
exits.

The BIG/ip Controller includes a several sample external service
checker scripts for HTTP, NNTP, SMTP, and POP3. These scripts
can be found in the following location:

lusr/local/lib/pingers/sample_pinger

The sample service checker, shown in Figure 5.1, is included with
the BIG/ip Controller.
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# these arguments supplied automatically for all external
pingers:

# $1 = IP (nnn.nnn.nnn.nnn notation or hostname)

$2 = port (decimal, host byte order)

$3 and higher = additional arguments

In this sample script, $3 is the regular expression

H H H HFH

pidfile="/var/run/pinger.$1..$2.pid"

if [ -f $pidfile ]
then

kill -9 “cat $pidfile® > /dev/null 2>&1
fi

echo "$$" > $pidfile

echo "GET /" | /usr/localllib/pingers/nc $1 $2 2> /dev/null | \
grep -E -i $3 > /dev/null

status=$?
if [ $status -eq 0 ]
then
echo "up”
fi
rm -f $pidfile

Figure 5.1 The HTTP external service checker program

Installing the external service checker on the BIG/ip Controller

To install an EAV service check script, place it in the
/usr/local/lib/pingersdirectory. This is the default location for
external service checker applications. You can install external

service checker applications to other directory locations if desired.
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Allowing EAV service checks

Once you install an external service checker on the BIG/ip
Controller, you need to add an entry to tle¢c/bigd.confile. The
standard syntax of thietc/bigd.confile includes the following
lines:

active [<node_ip>:]J<port> ['<send_string>" ['<recv_pattern>"]]
reverse [<node_ip>:]<port> ['<send_string>" ['<recv_pattern>"]]
ssl [<node_ip>:]J<port> ['<send_string>" ['<recv_pattern>"]]

To allow external service checking, you need to add the following
entry to the/etc/bigd.confile:

external [<node_ip>:]<port> [ <path> ]['<argument_string>"]

The<path> variable can be an absolute or a relative path to the
external checker application. Absolute paths should begin with a
slash (7). Other paths are relative to the directory default
directory,/usr/local/lib/pingers

The"<argument_string>" variable must consist of exactly one
string in quotation marks. The string may include any number of
arguments, delimited in the usual way by white space, for example:

active n1:80 "GET /" "html"
external n1:8000 "my_pinger -a 600 -b"

In the above example, the BIG/ip Controller uses HTTP to check
port 80, but runs the scrigtisr/local/lib/pingers/my_pingeto
check port 8000, with additional arguments.

In the following example, there are three nodes on which the BIG/ip
Controller checks port 8000. The BIG/ip Controller runs a separate
copy of the external service checker nanmeyl pingerfor each

node:

external n1:8000 "my_pinger -a -b"

external 8000 "my_pinger -b"
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In this example, the first entry specifies how to ping port 8000 on
nodenl. The second entry specifies how to ping port 8000 on any
other node.

Configuring specific nodes to use EAV service check

The BIG/ip Controller performs the external service check at
specified intervals. The BIG/ip Controller actually uses the service
ping interval, which is set using thegpipe tping_svccommand.

The external service checker runs as root. The BIG/ip Controller
starts an external service checker using the following shell
command:

<path> <node_ip> <port> [ <additional_argument> ... ]

For the case of the example shown above, the appropriate command
would be:

lusr/local/lib/pingers/my_pinger n1 8000 -a 600 -b

The BIG/ip Controller inserts the node IP and port number before
the additional arguments that are specified in/fgte/bigd.confile.

Note that the standard input and output of an external service
checker are connectedbigdnode Thebigdnode does not write
anything to the external service checker's standard input, but it does
read the external service checker's standard outphigdfnodeis

able to read any data from the external service checker program, the
particular service is considereqb.

EAV service check for SQL-based services

This section describes how to set up the BIG/ip Controller to
perform EAV service checks on SQL-based services such as
Microsoft SQL Server versions 6.5 and 7.0, and also Sybase.

The service checking is accomplished by performing an SQL login
to the service. If the login succeeds, the service is considered up,
and if it fails, the service is considered down. An executable
program tdslogin performs the actual login.

1. Testthe login manually:
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cd /usr/local/lib/pingers

Jtdslogin 192.168.1.1 1433 mydata userl
mypassl

Replace the IP address, port, database, user, and password
in this example with your own information.

You should receive the message:

Login succeeded!

If you receive the connection refused message, verify that
the IP and port are correct. See the Troubleshooting SQL
based EAV service checks section for more tips.

2. Create and entry in thletc/bigd.confwvith the following
syntax:

external 192.168.1.1:1433
"lusr/local/lib/pingers/SQL_pinger" "mydata
userl mypassl”

In this entrymydata is the name of the databaseserlis
the login name, anthypasslis the password.

3. Add entries in théetc/bigip.confor the service checking:
tping_svc 1433 5
timeout_svc 1433 15

4. Reload théetc/bigip.confand restarbigd:
bigpipe -f /etc/bigip.conf
bigd

5. Verify that the service checking is being performed
correctly: If the service is "UP", change the password in

/etc/bigd.conto an invalid password and restaigd. The
service should go down after the timeout period elapses.

Correct the password and resthigd and the service
should go up again.
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Troubleshooting SQL-based service checks

If you are having trouble, you should verify that you can login

using another tool. For example, if you have Microsoft NT SQL
Server version 6.5, there is a client progre8@L/w included with

the SQL software. This client program performs simple logins to
SQL servers. Use this program to test whether you can login using
the ISQL/w program before attempting logins from the BIG/ip
Controller.

Creating a test account for Microsoft SQL

On the SQL server, you can run the SQL Enterprise Manager to add
logins. When first entering the SQL Enterprise Manager, you may
be prompted for the SQL server to manage.

You can register servers by entering the machine name, user name,
and password. If these names are correct, the server will be
registered and you will be able to click on an icon for the server.
When you expand the subtree for the server, there will be an icon
for Logins.

Underneath this subtree, you can find the SQL logins. Here, you
can change passwords or add new logins by right-clicking on the
Logins icon. Click this icon to open an option Aald login. After

you open this option, enter the user name and password for the new
login, as well as which databases the login is allowed to access. You
must grant the test account access to the database you specify in the
EAV configuration.

Using advanced persistence options

In addition to the simple persistence option provided by the BIG/ip
Controller, several advanced persistence options are available.
These options include HTTP Cookie persistence, Destination
Address Affinity (Sticky persistence), and Persist masking.
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Using HTTP cookie persistence

Insert mode

Rewrite mode

You can set up the BIG/ip Controller to use HTTP cookie
persistence. This method of persistence uses an HTTP cookie
stored on a client’'s computer to allow the client to reconnect to the
same server previously visited at a web site. This method of
persistence can be used only with unencrypted HTTP 1.0 or 1.1
communication.

There are three types of cookie persistence available: Insert mode,
Rewrite mode, and Passive mode. The mode you choose affects
how the cookie is handled by the BIG/ip Controller when it is
returned to the client.

If you specify Insert mode, the information about the server to
which the client connects is written in the header of the HTTP
response from the server. This mode creates a cookie, named
BIGipServer, on the client computer that contains the information
about the chosen server. The expiration date for the cookie is set
based on the time-out configured on the BIG/ip Controller.

If you specify Rewrite mode, the BIG/ip Controller intercepts a
cookie, namedIGipCookie, sent from the server to the client and
rewrites the name of the cookie BdGipServer. When the BIG/ip
Controller rewrites the cookie, the server information and time-out
value are reset.

Rewrite mode requires you to set up the cookie created by the
server. In order for Rewrite mode to work, there needs to be a blank
cookie coming from the web server for BIG/ip to rewrite. With
Apache variants, the cookie can be added to every web page header
by adding an entry in thbttpd.conffile:

Header add Set-Cookie
BIGipCookie=0000000000000000000000000000000000
00000000

(There should be 75 zeros in the cookie).
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Passive mode

If you specify Passive mode, the BIG/ip Controller does not insert
or search for existing cookies in the response from the server. It
does not try to set up the cookie. In this mode, itis assumed that the
server provides the cookie formatted with the correct node
information and time-out.

In order for Passive mode to work, there needs to be a cookie
coming from the web server with the appropriate node information
in the cookie. With Apache variants, the cookie can be added to
every web page header by adding an entry inttted.conffile:

Header add Set-Cookie:
BIGipServer=184658624.20480.000; expires=Sat,
19-Aug-2000 19:35:45 GMT; path=/

In this example184658624s the encoded node address 20480
is the encoded port.

The equation for an address (a.b.c.d) is:

d*256"3 + c*256"2 + b*256 +a.

The way to encode the port is to take the two bytes that store the
port and reverse them. So, port 80 becomes 80 * 256 + 0 = 20480.
Port 1433 (instead of 5 * 256 + 153) becomes 153 * 256 + 5 =
39173.

To activate HTTP cookie persistence in the F5
Configuration utility

1. Inthe navigation pane, clickirtual Servers.
The Virtual Servers Properties screen opens.

2. Click Application Persistence
The Virtual Server Application Persistence screen opens.

3. Select HTTP Cookie Persistence.

4. Select the mode you want to use: Insert, Rewrite, or
Passive. Each mode handles the cookie in a different
manner (see the explanations preceding).
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5. Select the time-out value in days, hours, minutes, and
seconds. This value determines how long the cookie lives
on the client computer before it expires.

6. Click Apply.
To activate HTTP cookie persistence from the command
line

To activate HTTP cookie persistence from the command line, use
the following syntax:

bigpipe vip <virt addr>:<service> define <node addr> [...<node
addr>] special cookie <mode name> <timeout>

For the<mode name>, type Insert, Rewrite, or Passive. The
<timeout> value for the cookie is written using the following
format:

<days>d hh:mm:ss

Using destination address affinity (sticky persistence)

You can optimize your proxy server array with destination address
affinity (also called sticky persistence). Address affinity directs
requests for a certain destination to the same proxy server,
regardless of which client the request comes from.

This enhancement provides the most benefits when load balancing
caching proxy servers. A caching proxy server intercepts web
requests and returns a cached web page if it is available. In order to
improve the efficiency of the cache on these proxies, it is necessary
to send similar requests to the same proxy server repeatedly.
Destination address affinity can be used to cache a given web page
on one proxy server instead of on every proxy server in an array.
This saves the other proxies from having to duplicate the web page
in their cache, wasting memory.

€ WARNING

In order to prevent sticky entries from clumping on one server, use a
static load balancing mode, such as Round Robin.
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To activate destination address affinity in the F5
Configuration utility

You can only activate destination address affinity on wildcard
virtual servers. For information on setting up a wildcard virtual
server, se®efining wildcard virtual serveron page 4-10. Follow
these steps to configure destination address affinity:

1. Inthe navigation pane, clickirtual Servers.
The Virtual Servers screen opens.

2. Click the wildcard virtual server you want to configure.
The Virtual Server Properties screen opens.

3. Click theDestination Address Affinity Enable box to
enable destination address affinity.

4. InDestination Address Affinity Mask box, type in the
mask you want to apply to sticky persistence entries.

5. Click the Apply button.

To activate sticky persistence from the command line

Use the following command to turn sticky persisteocdor the
virtual server:

bigpipe vip 0.0.0.0:<port> sticky enable

Use the following command to turn sticky persistenéior the
virtual server:

bigpipe vip 0.0.0.0:<port> sticky disable

Use the following command to show whether the sticky persistence
is onor off for the virtual server:

bigpipe vip 0.0.0.0:<port> sticky show

Use the following command to list sticky persistence entries for the
specified virtual server.

bigpipe vip 0.0.0.0:<port> sticky dump
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Use the following command to delete sticky entries for the
specified virtual server:

bigpipe vip 0.0.0.0:<port> sticky clear

Use the following command to define the sticky mask for the
virtual server:

bigpipe vip 0.0.0.0:<port> sticky mask <mask>

For example<mask> could be 255.255.255.0 . To remove the
sticky mask for the virtual server:

bigpipe vip 0.0.0.0:<port> sticky mask none
To show the sticky mask for the virtual server:
bigpipe vip 0.0.0.0:<port> sticky mask show

To clear all sticky connections on a BIG/ip Controller, issue the
following bigpipe command:

bigpipe vip sticky clear

Using persist mask on a virtual server

The persist mask feature works only on virtual servers that
implement simple persistence. By adding a persist mask, you
identify a range of client IP addresses that will be managed as
simple persistent connections when connecting to a virtual server.

Applying a persist mask

The complete syntax for thgigpipe vip persist maskcommand is:
bigpipe vip <virt addr>:<port> persist mask <ip> | none | show

Use the following syntax to specify a range of IP addresses to be

included in persistence of the specified virtual port. The command

adds a persist mask to a port:

bigpipe vip <virt addr>:<port> persist mask <ip>
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For example, the following command would keep persistence
information for addresses in the subnetwork 192.168.100 that
connect to the virtual server 10.10.10.90:80’s nodes:

bigpipe vip 10.10.10.90:80 persist mask 192.168.100.0

You can turn off a persist mask on a virtual server by using the
noneoption in place of thép mask. To turn off the persist mask
that you set in the preceding example, use the following command:

bigpipe vip 10.10.10.90:80 persist mask none
To display all persist masks, use tilgowoption:

bigpipe vip 10.10.10.90:80 persist mask show

Maintaining persistence across virtual servers that use the
same virtual addresses

The BIG/ip Controller platform provides a similar persistence

mode that is more granular. The BIG/ip Controller can maintain
persistence for all connections requested by the same client, as long
as the virtual server hosting each request uses the same virtual
address. When this mode is turned on, the BIG/ip Controller
attempts to send all persistent connection requests received from
the same client, within the persistence time limit, to the same node
only when the virtual server hosting the connection has the same
virtual address as the virtual server hosting the initial persistent
connection. Connection requests from the client that go to other
virtual servers with different virtual addresses, or those connection
requests that do not use persistence, are load balanced according to
the currently selected load balancing mode.

Using the preceding example, if a BIG/ip Controller configuration
includes the following virtual server mappings, where each virtual
server uses persistence:

bigpipe vip vi:http define nl:http n2:http

bigpipe vip vl:ssl define nl:ssl n2:ssl
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For example, a client makes an initial connection1chttp and the
BIG/ip Controller's load balancing mechanism choaséhttp as

the node. If the same client then connectslcss| the BIG/ip
Controller starts tracking a new persistence session, and it uses the
load balancing mode to determine which node should receive the
connection request because the requested virtual server uses a
different virtual addressv(l) than the virtual server hosting the first
persistent connection request). However, if the client
subsequently connects¥d.:ssl the BIG/ip Controller uses the
persistence session established with the first connection to
determine the node that should receive the connection request,
rather than the load balancing mode. The BIG/ip Controller should
send the third connection requesttb:ssl which uses the same
node address as timd.:http node that currently hosts the client's
first connection with which it shares a persistent session.

€ WARNING

In order for this mode to be effective, virtual servers that use the
same virtual address, as well as those that use TCP or SSL
persistence, should include the same node addresses in the virtual
server mappings.

The system control variablegip.persist_on_any_port_same_vip
turns this mode on and off. To activate the persistence mode, type:

sysctl -w bigip.persist_on_port_same_vip=1
To deactivate the persistence mode, type:

sysctl -w bigip.persist_on_port_same_vip=0

Maintaining persistence across all virtual servers

You can set the BIG/ip Controller to maintain persistence for all
connections requested by the same client, regardless of which
virtual server hosts each individual connection initiated by the
client. When this mode is turned on, the BIG/ip Controller attempts
to send all persistent connection requests received from the same
client, within the persistence time limit, to the same node.
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Connection requests from the client that do not use persistence are
load balanced according to the currently selected load balancing
mode.

For example, if a BIG/ip Controller configuration includes the
following virtual server mappings, where each virtual server uses
persistence:

bigpipe vip vl:http define nl:http n2:http
bigpipe vip vl:ssl define nl:ssl n2:ssl

bigpipe vip v2:http define nl:http n2:http
bigpipe vip v2:ssl define nl:issl n2:ssl

Say that a client makes an initial connectiorvichttp  and the
BIG/ip Controller's load balancing mechanism choosebkttp  as
the node. If the same client subsequently connects:tsl |, the
BIG/ip Controller would send the client's requeshtiossl , which
uses the same node address asithiettp  node that currently
hosts the client's initial connection.

@ WARNING

In order for this mode to be effective, virtual servers that use TCP
or SSL persistence should include the same node addresses in the
virtual server mappings.

The system control variablgigip.persist_on_any_vipturns this
mode on and off. To activate the persistence mode, type:

sysctl -w bigip.persist_on_any_vip=1
To deactivate the persistence mode, type:

sysctl -w bigip.persist_on_any_vip=0
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Using advanced redundant system features

In addition to the simple redundant features available on the BIG/ip
Controller, several advanced redundant features are available.
Advanced redundant system features provide additional assurance
that your content is available if a BIG/ip Controller experiences a
problem. These advanced redundant system options include:

O Mirroring connection and persistence information

0 Gateway fail-safe

O Network-based fail-over

0 Setting a specific BIG/ip Controller to be the active controller

Mirroring connection and persistence information

When the fail-over process puts the active controller duties onto a
standby controller, your connection capability returns so quickly
that it has little chance to be missed. By preparing a redundant
system for the possibility of fail-over, you effectively maintain your
site’s reliability and availability in advance. But fail-over alone is
not enough to preserve the connections and transactions on your
servers at the moment of fail-over; they would be dropped as the
active controller goes down unless you have enabiédoring.

The mirror feature on BIG/ip Controllers is a specialized, ongoing
communication between the active and standby controllers that
duplicates the active controller’s real-time connection or
persistence information state on the standby controller. If mirroring
has been enabled, fail-over can be seamless to such an extent that
file transfers can proceed uninterrupted, customers making orders
can complete transactions without interruption, and your servers
can generally continue with whatever they were doing at the time of
fail-over.
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The mirror feature is intended for use with long-lived connections,
such as FTP, Chat, and Telnet sessions. Mirroring is also effective
for persistence information.

€ WARNING

If you attempt to mirror all connections, the performance of the
BIG/ip Controller may degrade.

Commands for mirroring

New commands that support mirroring capabilities are presented in
overview in Table 5.2. For complete descriptions, syntax, and
usage examples, see AppendixBG/pipe commands

BIG/pipe command | Options

bigpipe mirror Options for global mirroring

bigpipe vip mirror | Options for mirroring connection and
persistence information on a virtual server.

bigpipe snat mirror | Options for mirroring secure NAT connections

Table 5.2Mirroring command in BIG/pipe

Global mirroring on the BIG/ip Controller redundant
system

Mirroring must be enabled on a redundant system at the global
level before you can set mirroring of any specific types of
connections or information. The syntax of the command for setting
global mirroring is:

bigpipe mirror enable | disable | show

To enable mirroring on a redundant system, use the following
command:

bigpipe mirror enable
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To disable mirroring on a redundant system, use the following
command:

bigpipe mirror disable

To show the current status of mirroring on a redundant system, use
the following command:

bigpipe mirror show

Mirroring virtual server state

Mirroring provides seamless recovery for current connections,
persistence information, SSL persistence, or sticky persistence
when a BIG/ip Controller fails. When you use the mirroring
feature, the standby controller maintains the same state information
as the active controller. Transactions such as FTP file transfers
continue as though uninterrupted.

Since mirroring is not intended to be used for all connections and
persistence, it must be specifically enabled for each virtual server.

To control mirroring for a virtual server, use thapipe vip

mirror command to enable or disable mirroring of persistence
information, or connections, or both. The syntax of the command
is:

bigpipe vip <virt addr>:<port> mirror [ persist | conn ] \
enable | disable

Usepersistto mirror persistence information for the virtual server.
Useconnto mirror connection information for the virtual server.

To display the current mirroring setting for a virtual server, use the
following syntax:

bigpipe vip <virt addr>:<port> mirror [ persist | conn ] show

If you do not specify eithepersist, for persistent information, or
conn, for connection information, the BIG/ip Controller assumes
that you want to display both types of information.
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Mirroring SNAT connections

SNAT connections are mirrored only if specifically enabled. You
can enable SNAT connection mirroring by specific node address,
and also by enabling mirroring on the default SNAT address. Use
the following syntax to enable SNAT connection mirroring on a
specific address:

bigpipe snat <node addr> [...<node addr>] mirror enable | disable

In the following example, thenableoption turns on SNAT
connection mirroring to the standby controller for SNAT
connections originating from 192.168.225.100.

bigpipe snat 192.168.225.100 mirror enable

Use the following syntax to enable SNAT connection mirroring the
default SNAT address:

bigpipe snat default mirror enable | disable

Using gateway fail-safe

Fail-safe features on the BIG/ip Controller provide network failure
detection based on network traffic. Gateway fail-safe monitors
traffic between the active controller and the gateway router,
protecting the system from a loss of the internet connection by
triggering a fail-over when the gateway is unreachable for a
specified duration.

Enabling gateway fail-safe

Gateway fail-safe monitoring can be toggled on or off from the
command line using theigpipe gatewaycommand.

For example, arm the gateway fail-safe using the following
command:

bigpipe gateway failsafe arm
To disarm fail-safe on the gateway, enter the following command:

bigpipe gateway failsafe disarm
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To see the current fail-safe status for the gateway, enter the
following command:

bigpipe gateway failsafe show

Adding a gateway fail-safe check

You can set up a gateway fail-safe check usinggaeway
keyword and three parameters to define the check tdite
daemon:

O the name or IP address of the router (only one gateway can be
configured for fail-safe)

O the time interval (seconds) between pings sent to the router

O time-out period (seconds) to wait for replies before proceeding
with fail-over

To establish the parameters for gateway fail-safe monitoring, use
the following syntax to add a line to thetc/bigd.conf

gateway <IP addr> <ping_interval> <timeout>
You could also specify the device instead of the device’s IP address:
gateway <device> <ping_interval> <timeout>

For example, you could establish a router fail-safe check by placing
either of the following lines into théetc/bigd.confile. Note that
changes to this file are read only whieigd starts (at system boot,

or when you restart it with the commaibihd from a command

line).

gateway 10.1.1.1 5 30
gateway router 5 30

Either of these two checks pings the router on IP address 10.1.1.1.
at five second intervals, and if a ping goes unacknowledged for 10
seconds, the BIG/ip Controller fails over to the standby unit.

For more information about theigd daemon andetc/bigd.conf
see Appendix Dbigd.
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Gateway fail-safe messages

The destination for gateway fail-safe messages is set in the standard
syslog configuration/étc/syslog.conf which directs these

messages to the filwar/log/bigd Each message is also written to
the BIG/ip Controller consoledev/console

Using network-based fail-over

Network-based fail-over allows you to configure your redundant
BIG/ip Controller to use the network to determine the status of the
active controller. Network-based fail-over can be used in addition
to, or instead of, hard-wired fail-over.

Configuring network-based fail-over

To enable network-based fail-over, you need to change the settings
of specific BIG/store database keys using ltigdba utility. To

enable network-based fail-over, thigip.Failover.Ethernet key

must be set to one (1). To set this value to one, type this command
to open the BIG/store database:

bigdba /var/f5/bigdb/user.db
At the bigdba prompt, type the following entry:
bigip.Failover.Network=1

Other keys are available to lengthen the delay to detect the fail-over
condition on the standby controller, and to lengthen the heart beat
interval from the active unit. To change the time required for the
standby unit to notice a failure in the active unit, set the following
value using thdigdba utility (the default is three seconds):

bigip.Cluster.StandbyTimeoutSec = <value>

To change the heart beat interval from the active BIG/ip Controller,
change the following value usirtggdba (the default is one
second):

bigip.Cluster.ActiveKeepAliveSec = <value>

For more information about BIG/store and usirigdba, see
Appendix D,bigd.
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Setting a specific BIG/ip Controller to be the preferred

active unit

echo " sod.";

echo " sod.";

Setting a preferred active controller means overlaying the basic
behavior of a BIG/ip Controller with a preference toward being
active. A controller that is set as the active controller becomes
active whenever the two controllers negotiate for active status.

To clarify how this differs from default behavior, contrast the basic
behavior of a BIG/ip Controller in the following description. Each
of the two BIG/ip Controllers in a redundant system has a built-in
tendency to try to become the active controller. Each system
attempts to become the active controller at boot time; if you boot
two BIG/ip Controllers at the same time, the one that becomes the
active controller is the one that boots the first. In a redundant
configuration, if the BIG/ip Controllers are not configured with a
preference for being the active or standby controller, either
controller can become the active controller by becoming active first.

The active or standby preference for the BIG/ip Controller is
defined by setting the appropriate startup parametersdd(the
switch overdaemon) inetc/rc.local For more details osod
startup and functioning, see Appendix §ad

The following example shows how to set the controllestiandby
/usr/sbin/sod -force_slave 2> /dev/null

A controller that prefers to be standby can still become the active
controller if it does not detect an active controller. Itis not possible
for both controllers in a redundant system to be in active mode or in
standby mode at the same time.

This example shows how to set controllertctive

lusr/sbin/sod -force_master 2> /dev/null

A controller that prefers to be active can still serve as the standby
controller when it is on a live redundant system that already has an
active controller. For example, if an active controller that preferred
to be active failed over and was taken out of service for repair, it
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could then go back into service as the standby controller until the
next time the redundant system needed an active controller, for
example, at reboot.

Configuring advanced Transparent Node
mode options

Transparent Node mode allows the BIG/ip Controller to perform
load balancing on routers and router-like devices. There are several
advanced configuration issues and options available if you run the
BIG/ip Controller in this mode. These issues and options include:

0 Port translation

0 Node ping

0 Configuring routes

0 Using standard virtual servers

0 Using FTP in Transparent Node mode

0 Setting up ECV service checks for transparent devices

@ WARNING

Before using Transparent Node mode: If you previously enabled
the IP source checking system control variable, disable it by
clearing the IP sourcecheck box.

Port translation

When you define nodes for wildcard virtual servers, you need to

use the addresses of the transparent devices on the internal network
of the BIG/ip Controller. If you specify pofl in the node

definition, the BIG/ip Controller does not perform port translation.

If you use a non-zero port, the BIG/ip Controller performs port
translation.
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Node ping

The BIG/ip Controller's default node ping setting is ICMP ping.
Some transparent devices may not be configured to accept ICMP
pings. If the devices in your environment cannot be configured to
respond to ICMP pings on their internal ports, you have two
options:

0 You can switch to TCP Echo ping.
O You can disable node ping entirely.

If you disable node ping entirely, you may want to set the global
properties for each node port to use service check. Service check
confirms that the BIG/ip Controller can connect to a node port and
establish communication with the service managed on that port. If
there is no appropriate port on the device, you should disable
service check as well.

Configuring routes for Transparent Node mode

You can configure the BIG/ip Controller to run a routing daemon,
GateD, or to simply use default and static routes. Aside from the
normal interface routes that the operating system automatically
creates, the BIG/ip Controller needs only gateway routes to the
internal networks (networks inside the firewall), to which the
BIG/ip Controller is not directly connected. The BIG/ip Controller
must use its external interface to reach these gateways. Note that
the BIG/ip Controller does not need any routes to the nodes
specified in the default wildcard virtual server.

Using standard virtual servers in Transparent Node mode

You can configure conventional virtual servers to handle traffic that
needs to be routed to non-transparent devices. This feature is useful
in resolving the following issues:

0 Some client web browsers may be configured to use a non-
transparent proxy.
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0 Certain email peers may be configured to use an SMTP gateway
that is on the firewall. In this case, you may want to add only one
firewall node to the virtual server in order to avoid maintaining
two or more email configurations.

O You may want to load balance client connections that go to
internal network servers.

Using FTP in Transparent Node mode

A default wildcard virtual serverQ.0.0.0:Q does not handle FTP
connection requests. If you need to accommodate FTP connection
requests, you should configure two FTP-specific wildcard virtual
servers0.0.0.0:20and0.0.0.0:21 Note that the BIG/ip Controller
supports connections for non-default active ports on FTP proxy
servers.

Setting up ECV service checks for transparent devices

You can set up ECV to verify that a transparent node is functioning
properly. To check if a transparent node is functioning, you can add
an entry to théetc/bigd.confile that allows you to retrieve content
through the node.

You can use a text editor, suchasor pico, to manually create the
letc/bigd.confile, which stores ECV information. To create the
entry for checking a transparent node, use the following syntax:

transparent <node ip>:<node port> http://www-address[:port][/path]

[‘recv string"]

You can also use the following syntax for this entry:

transparent <node ip>:<node port> <dest ip>[:dest port][/path]

['recv string"]

For more information about these configuration entries, please refer
to Table 5.1.
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Viewing final destination addresses in the printed
connection table

The BIG/pipe command line utility also offers a useful diagnostic
tool that prints the list of current connections. Normally, the
bigpipe dt command prints the client, virtual server, and node
addresses. In Transparent Node Mode Higpipe dt command
also prints the final destination address.

Using specialized load balancing modes

Load balancing is an integral part of the BIG/ip Controller. A load
balancing mode defines, in part, the logic that a BIG/ip Controller
uses to determine which node should receive a connection hosted
by a particular virtual server. The BIG/ip Controller supports
specialized load balancing modes that dynamically distribute the
connection load, rather than following a static distribution pattern
such as Round Robin. Dynamic distribution of the connection load
is based on various aspects of real-time server performance
analysis, such as the current number of connections per node or the
fastest node response time. The following section describes how
each load balancing mode distributes connections, as well as how to
set the load balancing mode on the BIG/ip Controller.

Understanding individual load balancing modes

Individual load balancing modes take into account one or more
dynamic factors, such as current connection count. Because each
application of the BIG/ip Controller is unique, and node
performance depends on a number of different factors, we
recommend that you experiment with different load balancing
modes, and choose the one that offers the best performance in your
particular environment.
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Fastest mode

Fastest mode passes a new connection based on the fastest response
of all currently active nodes. Fastest mode may be particularly

useful in environments where nodes are distributed across different
logical networks.

Least Connections mode

Observed mode

Predictive mode

Least Connections mode is relatively simple in that the BIG/ip
Controller passes a new connection to the node with the least
number of current connections. Least Connections mode works
best in environments where the servers or other equipment you are
load balancing have similar capabilities.

Observed mode uses a combination of the logic used in the Least
Connection and Fastest modes. In Observed mode, nodes are
ranked based on a combination of the number of current
connections and the response time. Nodes that have a better
balance of fewest connections and fastest response time receive the
a greater proportion of the connections. Observed mode also works
well in any environment, but may be particularly useful in
environments where node performance varies significantly.

Predictive mode also uses the ranking methods used by Observed
mode, where nodes are rated according to a combination of the
number of current connections and the response time. However, in
Predictive mode, the BIG/ip Controller analyzes the trend of the
ranking over time, determining whether a node’s performance is
currently improving or declining. The nodes with better
performance rankings that are currently improving, rather than
declining, receive a higher proportion of the connections.
Predictive mode works well in any environment.
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Priority mode

Priority mode is a special type of round robin load balancing. In
Priority mode, you define groups of nodes and assign a priority
level to each group. The BIG/ip Controller begins distributing
connections in a round robin fashion to all nodes in the highest
priority group. If all the nodes in the highest priority group go
downor hit a connection limit maximum, the BIG/ip Controller
begins to pass connections on to nodes in the next lower priority
group.

For example, in a configuration that has three priority groups,
connections are first distributed to all nodes set as priority 3. If all
priority 3 nodes are down, connections begin to be distributed to
priority 2 nodes. If both the priority 3 nodes and the priority 2
nodes are down, connections then begin to be distributed to priority
1 nodes, and so on. Note, however, that the BIG/ip Controller
continuously monitors the higher priority nodes, and each time a
higher priority node becomes available, the BIG/ip Controller
passes the next connection to that node.

Setting the load balancing mode

The load balancing mode is a system property of the BIG/ip
Controller, and it applies to all standard and wildcard virtual servers
defined in the configuration.

To set the load balancing mode in the F5 Configuration
utility

1. Inthe navigation frame, click the BIG/ip logo.
The BIG/ip System Properties screen opens.

2. InthelLoad Balancing Modebox, choose the desired load
balancing mode.

3. Click Apply.

@ WARNING

If you select Ratio mode or Priority mode, be sure to set the ratio
weight or priority level for each node address in the configuration.
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To set the load balancing mode on the command line

The command syntax for setting the load balancing mode is:
bigpipe Ib <mode name>

Table 5.3 describes the valid options for #r@ode name>

parameter.
Mode Name Description
priority Sets load balancing to Priority mode.
least_conn Sets load balancing to Least Connections

mode.

fastest Sets load balancing to Fastest mode.
observed Sets load balancing to Observed mode.
predictive Sets load balancing to Predictive mode.

Table 5.30ptions for thesmode name>parameter.

Setting ratio weights and priority levels for node addresses

If you set the load balancing mode to either Ratio mode or Priority
mode, you need to set a special property on each node address.

O Ratio weight
The ratio weight is the proportion of total connections that the
node address should receive. The default ratio weight for a given
node address ik. If all node addresses use this default weight,
the connections are distributed equally among the nodes.

O Priority level
The priority level assigns the node address to a specific priority

group.

To set ratio weights and priority levels in the F5
Configuration utility

1. Inthe navigation pane, clidkodes
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2. Inthe Nodes list, click the node for which you want to set
the ratio weight.
The Node Properties screen opens.

3. IntheAddressbox, click the node address or host name.
The Global Node Address Properties screen opens.

4. IntheRatio or Priority box, replace the default ratio
weight with the ratio weight of your choice.

5. Click Apply to save your changes.

To set ratio weights on the command line

Thebigpipe ratio command sets the ratio weight for one or more
node addresses:

bigpipe ratio <node IP> [<node IP>...] <ratio weight>

The following example defines ratio weights and priority for three
node addresses. The first command sets the first node to receive
half of the connection load. The second command sets the two
remaining node addresses to each receive one quarter of the
connection load.

bigpipe ratio 192.168.10.01 2

bigpipe ratio 192.168.10.02 192.168.10.03 1

€ WARNING

If you set the load balancing mode to Ratio or Priority, you must
define the ratio or priority settings for each node address. The
value you define using thagpipe ratiocommand is used as the
ratio value if Ratio is the currently selected load balancing mode,
and the same value is used as the priority level if Priority is the
currently selected load balancing mode.
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Controlling network access and traffic flow

with filters

IP filters

Filters control network traffic by setting whether packets are
forwarded or rejected at the external network interface. Filters
apply to both incoming and outgoing traffic. When creating a filter,
you define criteria which are applied to each packet that is
processed by the BIG/ip Controller. You can configure the BIG/ip
Controller to forward or block each packet based on whether or not
the packet matches the criteria.

The BIG/ip Controller supports two types of filters, IP filters and
rate filters.

Typical criteria that you define in IP filters are packet source IP
addresses, packet destination IP addresses, and upper-layer protocol
of the packet. However, each protocol has its own specific set of
criteria that can be defined.

For a single filter, you can define multiple criteria in multiple,
separate statements. Each of these statements should reference the
same identifying name or number, to tie the statements to the same
filter. You can have as many criteria statements as you want, limited
only by the available memory. Of course, the more statements you
have, the more difficult it is to understand and maintain your filters.

Configuring IP filters

When you define an IP filter, you can filter traffic in two ways:

0 You can filter traffic going to a specific destination or coming
from a specific destination, or both.

0 The filter can allow network traffic through, or it can reject
network traffic.
Defining an IP filter in the F5 Configuration utility

1. ClickIP Filters in the navigation pane.
The IP Filters screen opens.
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2. Inthe IP Filters screen, clickdd Filter.
The Add IP Filter screen opens.

3. Onthe Add IP Filter screen, in tidame box, type a filter
name.

4. From theType list, chooseAccept Packeto allow traffic,
or Deny Packeto reject traffic.

5. IntheSource IP Addressbox, only if you want the filter to
be applied to network traffic based on its source, enter the
IP address from which you want to filter traffic.

6. IntheSource Portbox, only if you want the filter to be
applied to network traffic based on its source, enter the port
number from which you want to filter traffic.

7. IntheDestination IP Addressbox, enter the IP address to
which you want to filter traffic, only if you want the filter to
be applied to network traffic based on its destination.

8. IntheDestination Port box, enter the port number to
which you want to filter traffic, only if you want the filter to
be applied to network traffic based on its destination.

9. Click Add to add the IP filter to the system.

@ \ote

For information on configuring IP filters and rate filter on the
command line, refer to the IPFW man page.

Rate filters and rate classes

Inaddi tionto I P filtersyoucand 0 def ineratesofaccessbyud ng
aratefilter. Rat efiltersoond doft hebad cfilterandar ated as
Raed asesdef inehow many bitspersecondar e d lowed per
connedt ion and t he num berofpadket  si naqueue.
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Configuring rate filters and rate classes

Rate filters are a type of extended IP filter. They use the same IP
filter method, but they apply eate classwhich determines the
volume of network traffic allowed through the filter.

@ Tip

You must define at least one rate class in order to apply a rate filter.

Rate filters are useful for sites that have preferred clients. For
example, an e-commerce site may want to set a higher throughput
for preferred customers, and a lower throughput for random site
traffic.

Configuring rate filters involves both creating a rate filter and a rate
class. When you configure rate filters, you can use existing rate
classes. However, if you want a new rate filter to use a new rate
class, you must configure the new rate class before you configure
the new rate filter.

To configure a new rate class in the F5 Configuration
utility
1. Click Rate Filtersin the navigation pane.
The Rate Filters screen opens.

2. Inthe Rate Filters screen, cliedd Class.
The Rate Class screen opens.

3. Onthe Rate Class screen, in themebox, type a rate
class name.

4. In theBits Per Second Allowedbox, enter the maximum
number of bits per second that you want the class to allow.

5. In theMinimum Number of Bits Outstanding box, enter
the minimum number of bits required to be sent for
processing from the queue at one time.

6. IntheQueue Length (in Packetshox, enter the maximum
number of packets allowed in the queue. Once the BIG/ip
Controller fills the queue, it begins to drop subsequent
packets received.
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7.

Click Add to add the rate class to the system.

@ Note

For information on configuring IP filters and rate filter on the
command line, refer to the IPFW man page.

After you have added a rate class, you can configure rate filters for
your system.

To configure a rate filter in the F5 Configuration utility

1.

Click Rate Filters in the navigation pane.
The Rate Filters screen opens.

In the Rate Filters screen, cliddd Class.
The Add Class screen opens.

On the Rate Filter screen, in thlamebox, type a name for
the rate filter.

From theRate Classlist, choose a rate class. Note that you
must have a rate class defined before you can proceed.

In theSource IP Addressbox, enter the IP address from
which you want to filter traffic, only if you want the filter to
be applied to network traffic based on its source.

In theSource Portbox, enter the port number from which
you want to filter traffic, only if you want the filter to be
applied to network traffic based on its source.

In theDestination IP Addressbox, enter the IP address to
which you want to filter traffic, only if you want the filter to
be applied to network traffic based on its destination.

In theDestination Port box, enter the port number to
which you want to filter traffic, only if you want the filter to
be applied to network traffic based on its destination.
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9. ClickAdd.

@ Note

For information on configuring IP filters and rate filter on the
command line, refer to the IPFW man page.

Working with more than two interface cards

When you configure a BIG/ip Controller with more than two
interface cards installed, you address the following issues:

0 Additional interfaces should be configured.

O You need to specify an interface for each virtual address.
0 You need to define an interface for NATSs.

O You need to define an interface for SNATSs.

0 Verify routing with multiple NICs.

O Edit httpd.conf for network administration with the F5 web
server.

Configuring additional interfaces with the First-Time Boot

utility

The first step in configuring the BIG/ip Controller with additional
interfaces is to run the First-Time Boot utility. This utility detects
how many NICs are present in the BIG/ip Controller. If you have
more than two NICs present, the utility prompts you to define
additional external interfaces. The First-Time Boot utility prompts
you for information to configure the F5 web server.

You can also designate one of your additional internal NICs with
the route for which access is permitted for network administration
using SSH (or Telnet for international users).

The First-Time Boot utility/bin/config detects and configures
additional interfaces if they are present in the BIG/ip Controller.
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Running the First-Time Boot utility

As Administrator with root-level permission, enter the following
command from the command line:

/bin/config

After choosing and configuring the first external interface, you are
prompted to configure additional external interfaces:

More external interfaces to configure? [y or n]

Typey to configure a second external interface. Typiéyou want
the remaining NICs to be set to internal. After you configure
external interfaces, the First-Time Boot utility sets any remaining
interfaces tanternal by default.

When asked to configure the web server, you are prompted to
define a domain name for the external and internal interfaces. If you
have more than two NICs, an external interface and an internal
interface are automatically chosen to be the web server's interfaces.
Changing the domain name or configuring additional interfaces
must be done manually by editing th&pd.conffile. For more
information, refer to the Editingttpd.conf for network

administration sectio&diting httpd.conf for network

administration with the BIG/ip web seryeon page 5-44.

If you already have the F5 web server configured from a previous
install, you can choose to not replace ybttpd.confile. The script
asks you if you want to replace your existing file. If you choose not
to replace the file, you are asked to confirm your choice. When you
chooseCancel a message is displayed indicating that the
configuration was not successful. This message only applies to the
F5 web server configuration. Your BIG/ip configuration is still

valid.

The First-Time Boot utility creates a négtc/netstarscript which
supports more than two NICs. It also modifies th&c/ethersaand
/etc/bigip.interfacediles.

@ Note

When you rerun the First-Time Boot utility, it does not replace or
change your existing /etc/bigip.conf or your /etc/bigd.conf files.
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You may need to edit thietc/bigip.confile using a text editor such
asvi or pico to add the appropriate interface statements. For
example, if you want to designagp2as an internal interface, add
the following lines to your bigip.conf file:

interface exp2 internal
interface exp2 failsafe disarm
interface exp2 timeout 30.

Once you are done editing thégip.conffile, reboot the BIG/ip
Controller, or restarbigd by typingbigd on the command line and
pressingenter, in order to implement your changes.

Specifying an interface for a virtual address

When you define a virtual server on a BIG/ip Controller that has
more than one external interface, you need to specify the external
interface that the virtual server’'s address is associated with.

€ WARNING

All virtual servers that share a virtual address must be associated
with the same external interface.

To specify a virtual server interface in the F5
Configuration utility

1. Inthe navigation pane, clickirtual Servers.
The Virtual Servers screen opens.

2. Inthe toolbar, clickAdd Virtual Server.
The Add Virtual Server screen opens.

3. Inthe Add Virtual Server screen, type in the properties for
the virtual server you want to add including the address and
port.

4. Click Add.
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To specify a virtual server interface on the command line

You can define virtual servers with thégpipe vip command.
Normally, a virtual server is added to the external interface with a
network address that matches the network of the virtual address.
However, with multiple NICs, you can specify which external
interface a virtual server is added to using thgpipe vip

command. To do this, add tkRénterface>argument to the
command.

bigpipe vip <virt addr>:<port>[/<bitmask>] [<interface>] \
define <node addr>:<port> ... <node addr>:<port>

bigpipe vip <virt addr>:<port> [<interface>] [netmask <netmask> \
[broadcast <broadcast_ip>]] define <node addr>:<port> ... \
<node addr>:<port>

You can set theinterface> parameter tmoneif you want to
prevent BIG/ip from issuing ARP requests for a specific virtual
server. This has the same effect as usingstreetl variable
bigip.vipnoarp, but on a server-by-server basis.

The following example shows how to define a virtual server that is
added to a FDDI NIC.

bigpipe vip 210.12.150.100:80 /24 fpa0 define 192.158.11.100:80 \
192.158.11.101:80 192.158.11.102:80

Specifying an interface for a NAT address

When you define a NAT address on a BIG/ip Controller that has
more than one external interface, you need to specify the external
interface that the virtual server's address is associated with.

To specify an interface for a NAT in the F5 Configuration
utility

1. Click NATs in the navigation pane.
The Network Address Translations (NATS) screen opens.

2. Click the NAT you want to configure.
The NAT Properties screen opens.
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3. IntheExternal Interface list, choose the interface to
which you want to assign this NAT.

4. Click Apply.

To specify an interface for a NAT on the command line

When mapping a network address translation withitiggipe nat
command, you must now specify which external interface a virtual
IP address is added to by using the newterface> parameter.

bigpipe nat <internal_ip> to <external_ip> [/<hitmask>] \
[<interface>]

bigpipe nat <internal_ip> to <external_ip> [<interface>] [netmask \
<netmask> [broadcast <broadcast_ip>] |/<bitmask>]

The following example shows how to define a NAT where the IP
address represented bgxternal_ip>is added to an Intel NIC.

bigpipe nat 11.0.0.100 to 10.0.140.100/24 exp0

Specifying an interface for a SNAT address

When you define a SNAT address on a BIG/ip Controller that has
more than one external interface, you need to specify the external
interface that the virtual server’'s address is associated with.

@ WARNING

All virtual servers that share a virtual address must be associated
with the same external interface.

To specify an interface for a SNAT in the F5
Configuration utility

1. Click Secure NATsin the navigation pane.
The Secure Network Address Translations (SNATS) screen
opens.

2. Click the SNAT you want to configure.
The SNAT Properties screen opens.
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3. IntheExternal Interface list, choose the interface to
which you want to assign this SNAT.

4. Click Apply.

To specify an interface for a SNAT on the command line

When mapping a secure network address translation with the
bigpipe snatcommand, you must specify which external interface
avirtual IP address is added to by using the rémterface>
parameter.

bigpipe snat <internal_ip> to <external_ip> [/<bitmask>] \

[<interface>]

bigpipe snat <internal_ip> to <external_ip> [<interface>] [netmask]
<netmask> [broadcast <broadcast_ip>] |/<bitmask>]

The following example shows how to define a SNAT where the IP
address represented kgxternal_ip>is added to an Intel NIC.

bigpipe snat 11.0.0.100 to 10.0.140.100/24 expO

Routing with multiple NICs

Use Router Discovery Protocol (RDP) for routing on a BIG/ip
Controller with more than one interface. For router configuration
information, please refer to documentation included with your
router.

Editing httpd.conf for network administration with the
BIG/ip web server

When you use the First-Time Boot utility, it configures the BIG/ip
web server and saves your changes inhtipd.conf file. This file
defines your virtual web servers for the external and internal
interfaces that your IP addresses are mapped to. You must edit this
file, using a text editor such as or pico, if you want to change
access to specific interfaces. If you subsequently rumebenfig-

httpd script (orconfig-httpdfor international users), some or all

your changes may be lost and you must edit your BIG/ip web server
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configuration file again. For an example of how to add a second
virtual host to the BIG/ip web server, see this sample configuration
of virtual hosts in an environment with more than two NICs:
httpd.conf file.

Example configurations for more than two NICs

The following two scenarios for configuring your network with
more than two NICs contain important details related to creating
virtual servers.

O In the first scenario, you have one gateway, with two routers and
two BIG/ip Controllers behind it.

O The second scenario involves two routers providing access into
the network, with two BIG/ip Controllers behind them.

Each scenario configuration has advantages and disadvantages
related to how you set up your virtual servers, which are detailed in
the following descriptions. For instructions on how to create virtual
servers on specific interfaces, sggecifying an interface for a

virtual addresson page 5-41

Configuration example: One gateway

When your network is configured with one gateway to the Internet,
and has two routers connected to two BIG/ip Controllers behind
that gateway, we recommend that you connect the first router to one
of the external interfaces on each BIG/ip Controller and the other
router to the remaining external interfaces on each BIG/ip
Controller for maximum redundancy.

If the gateway is running OSPF, it maintains redundancy by
ensuring that there is only one path from your network to the
Internet. In the unlikely event that the active router should falil,
OSPF determines that the router is not functioning properly, and
sends subsequent connections to the second router. Existing
connections will persist by going through the second router. Under
such conditions, when you create a virtual server, we recommend
that you create it to use the default interface.

By using the default interface, the virtual server is guaranteed to
handle connections in an efficient manner by cooperating with
OSPF's attempts to compensate for the failed router. Otherwise, if
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Optimizing

the virtual server is configured to use one specific external
interface, there is no way for connections to arrive at the virtual
server when the router leading to it fails.

Configuration example: Two gateways

When your network is configured with two routers to the Internet,
and has two BIG/ip Controllers behind them, we also recommend
that you connect the first router to one of the external interfaces on
each BIG/ip Controller and the other router to the remaining
external interfaces on each BIG/ip Controller. However, in this
configuration, you have two entry points into your network, one
through each router.

You have the flexibility to decide how you want clients to access
various web sites on your virtual servers based on how the virtual
servers are created. For example, your research department uses an
intranet site to exchange information and that sensitive material
needs to be protected. You can limit access to the virtual server that
hosts the research intranet by creating the virtual server to accept
connections through a specific external interface, sudxpd.

Then, by restricting access to the external interface to only your
researchers, you guarantee that the information is protected. On the
other hand, you want your employees, including the researchers, to
have access to the Human Resources information on the intranet.

You would then create the virtual server that hosts the Human
Resources intranet using the default external interface so that any
employee connecting from any location can make a connection to
that virtual server.

large configurations

The BIG/ip Controller supports up to 40,000 virtual servers and
nodes combined. Larger configurations on a BIG/ip Controller,

such as those that exceed 1,000 virtual servers or 1,000 nodes,
introduce special configuration issues. To ensure a high
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performance level, you need to change certain aspects of the BIG/ip
Controller's management of virtual servers and nodes. The
following steps can be taken to optimize a large configuration.

0 Reduce ARP traffic on the external network

0 Reduce the number of node pings and service checks issued by
the BIG/ip Controller

Reducing ARP traffic on the external network

The BIG/ip Controller maintains an IP alias on its external interface
for each virtual address that it manages. IP aliases are broadcast on
the network when a virtual server is defined, and also each time a
BIG/ip Controller switches from standby mode to active mode in a
redundant system. Each time a new IP alias is defined, the router
on the external network must issue an ARP request for that virtual
server’s address. If you have defined thousands of virtual addresses
in the BIG/ip Controller configuration, the corresponding ARP
requests may lead to a significant increase in network traffic.

This type of configuration also increases fail-over recovery time in
BIG/ip redundant systems. When a fail-over occurs, the BIG/ip
Controller that becomes the active machine creates an IP alias for
each virtual server that it manages. Normally, this process takes
less than one second. However, if the BIG/ip Controller has 8,000
virtual servers, this process can take as long as 90 seconds. The
active BIG/ip Controller is unresponsive during the time it creates
the IP aliases, and it cannot begin processing connections until the
IP aliasing is complete.

To ensure a fast fail-over process, and to help reduce the amount of
ARP requests a router must make, you should run the BIG/ip
Controller in VIP-NoArp mode. In VIP-NoArp mode, the BIG/ip
Controller does not create IP aliases for virtual servers. Instead,
network traffic bound for virtual servers configured on the BIG/ip
Controller are routed using the BIG/ip Controller’s external

interface as a gateway. Configuring VIP-NoArp mode is a two-step
process:

0 On the router, you must configure a gateway to the virtual servers
using the BIG/ip Controller’s external interface IP address.
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0 On the BIG/ip Controller itself, you must change thip_no_arp
system control variable. Note that you can use either the F5
Configuration utility, or the BIG/pipe command line utility, to
change system control variables.

@ Note

You can enable VIP-NoArp mode only if you have the ability to add
a route to your router. Note that in redundant systems, you need to
use the shared external IP address as the gateway address for the
virtual servers configured on the BIG/ip Controller.

Configuring the router

In the router configuration, you need to define a static route as the
gateway for each virtual address managed by the BIG/ip Controller.
The static route should set the gateway address to the IP address for
the external interface on the BIG/ip Controller. For example, if the
shared external address of a BIG/ip redundant system is 11.0.0.100,
and all virtual servers configured on the BIG/ip redundant system
use IP addresses 11.0.1.50 through 11.0.1.55, you need to configure
the router to use 11.0.0.100 as a gateway to the 11.0.1.* subnet.
Such a definition on a UNIX-like router would read:

route add -net 11.0.1.0 gw 11.0.0.100

Activating VIP-NoArp mode in F5 Configuration utility

In the F5 Configuration utility, the VIP-NoArp mode setting is
under BIG/ipsysctl  configuration. To turn the VIP-NoArp
mode on, simply check thRisable IP Aliases on Virtual Servers
box. To turn VIP-NoArp mode off, clear tHeisable IP Aliases on
Virtual Servers box.

@ WARNING

We recommend that you do not toggle this mode on or off while the
virtual servers are defined. Resetting the variable at that time may
result in system anomalies.
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Activating VIP-NoArp mode on the command line

You can activate VIP-NoArp mode in one of two ways:

O You can edit thdetc/rc.sysctfile in a text editor, and then reboot
the system.

O You can immediately enable or disable the mode usiysgtl
commands.

If you choose to edit théetc/rc.sysctfile, you simply need to add
the following line to the file to activate VIP-NoArp mode:

sysctl -w bigip.vipnoarp=1

To deactivate VIP-NoArp mode, you can either comment the line
out, or delete it from théetc/rc.sysctfile altogether. Once you edit
the file, the changes do not take affect until you reboot the system.

To immediately activate VIP-NoArp mode, type the following on
the command line:

bigpipe -f /dev/null
sysctl -w bigip.vipnoarp=1
bigpipe -f /etc/bigip.conf

To immediately deactivate VIP-NoArp mode, type the following on
the command line:

bigpipe -f /dev/null
sysctl -w bigip.vipnoarp=0

bigpipe -f /etc/bigip.conf

€ WARNING

We recommend that you do not toggle the VIP-NoArp mode on or
off while the virtual servers are defined. Resetting the sysctl
variable at that time may lead to a system crash.
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Reducing the number of node pings and service checks
issued by the BIG/ip Controller

The BIG/ip Controller checks node status at user-defined intervals
in two different ways:

0 The BIG/ip Controller can issuersode pingto all node
addresses that it manages. If the BIG/ip Controller receives a
response to a node ping from a specific node address, all nodes
associated with that node address are maudgaahd available for
connections. The node ping can be either ICMP or TCP.

0 The BIG/ip Controller can also performssrvice check For
each node that uses service check, the BIG/ip Controller connects
to the node and attempts to establish a connection with the
service configured on the node port. If the BIG/ip Controller is
able to establish a connection with the service, the BIG/ip
Controller marks the nodep. If the BIG/ip Controller cannot
establish a connection with the service, the BIG/ip Controller
marks the nodeown It is important to note that the node is
markeddown even if the node’s address is able to respond to the
BIG/ip Controller’s simple node ping.

If a BIG/ip Controller's configuration includes thousands of hodes,
the node pings and service checks begin to take up more resources
on both the BIG/ip Controller and the servers than is preferred. You
can significantly reduce the number of node pings and service
checks in configurations that have a group of node addresses which
are all IP aliases on the same server. For each group of node
addresses that points to a given server, you can select one node
address out of the group to represent all node addresses in the
group. The representative node address is referred to athe

alias. When the BIG/ip Controller issues a node ping or service
check, it sends the ping or performs the service check only on the
node alias, rather than on all nodes in the group. If the BIG/ip
Controller receives a valid response before the time-out expires, it
marks all nodes associated with the node aliaspeand available

to receive connections. If the BIG/ip Controller does not receive a
valid response before the time-out expires, it marks all of the nodes
associated with the node alias@mvn
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An important note about service checks

You can set the BIG/ip Controller to use a node alias for nodes that
are configured for service checks; however, there are some
limitations to this implementation. Service checks are port-

specific, unlike node pings which are merely sent to a node address.
If you assign a node alias to a node that uses service check, the node
alias must be configured to support the port number associated with
the node. If the node alias is not configured properly, the BIG/ip
Controller can not establish a conversation with the service that the
specific node supports, and the service check is invalid.

@ Note

If you have configured different ports on each node to handle a
specific Internet service and you want to use IP aliases, you can use
BIG/pipe commands to work around the situation. Refer to the
BIG/pipe Command Reference in Appendix B for more information
about thebigpipe alias command.

Setting up node aliases in the F5 Configuration utility

In the F5 Configuration utility, each node address has a set of
properties associated with it, including tNede Aliasproperty.

Note that before you define a node alias for a specific node address,
you may want to check the properties for each node that uses the
node alias. The node alias must support each port used by a node
that is configured for service check, otherwise the service check
results are invalid.

1. SeleciNodesin the System tree to display the Virtual
Servers page.

2. In the Node Properties table, click the node address.

3. Inthe Node Address Properties page, type the node alias in
theNode Aliasbox.

4. Click Apply.
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Setting up node aliases using the BIG/pipe command line utility

The BIG/pipe command line utility allows you to set node aliases
for multiple nodes at one time. With thgpipe alias
command, you can do three things:

0 View all node aliases defined in the current configuration
O View the node alias associated with a specific node address
0 Define a node alias for one or more node addresses

For details about working with thieigpipe alias command,
refer to theBIG/pipe Command ReferentceAppendix B.

Using alternative network configurations

There are a number of alternative network configurations you can
use with the BIG/ip Controller. These network configurations
include IEEE 802.1q VLAN trunk mode and out of path routing.

Setting up 802.1g VLAN trunk mode

The BIG/ip Controller supports VLANs based on the IEEE 802.1q
Trunk mode on BIG/ip Controller internal interfaces. VLAN tags

are not supported on the external interfaces. You can define a single
VLAN tag for each IP address defined for each BIG/ip Controller
internal interface. This includes node network addresses,
administrative addresses, shared administrative aliases, and
additional aliases.

€ WARNING

In order for 802.1q VLAN trunk mode to operate on a BIG/ip
Controller interface, all IP addresses on that interface must have a
VLAN tag.

In order to use VLAN tags, you must eddtc/netstart

Additionally, if you plan to use VLAN tags on a redundant BIG/ip
system, you must edietc/bigip.interfaces
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Adding VLAN tag definitions to /etc/netstart

The VLAN tag ID for the network needs to be specified at the time
the network address is defined for a particular internal interface.
This is done by extending thedditional_xxxdefinition for the
internal interface (whergxxis the interface name, such exspQ,

expl, or hmc0). For example, if you have an internal interface IP
defined as:

ipaddr_exp1="10.1.1.1"
netmask_expl1="255.0.0.0"
linkarg_expl="media 100BaseTX,FDX"
additional_expl="broadcast 10.255.255.255"

To define a VLAN tag ID 12 for this network (10.0.0.0), extend the
additional_expdefinition in the following manner:

additional_expl="broadcast 10.255.255.255 vlan 12"

Do this for each internal interface for which you want to define a
VLAN tag ID.
Adding VLAN tag definitions to /etc/bigip.interfaces

For a redundant configuration, this file contains the shared IP
addresses for the internal and external interfaces for BIG/ip. If you
plan to use VLAN tags on a redundant BIG/ip system, you must
edit the/etc/bigip.interfacedile.

For example, based on the previous example, the default
/etc/bigip.interfacedile would contain the following line:

"expl" "10.1.1.10" "255.0.0.0" "10.255.255.255"

This line is extended with the same VLAN tag defined for its
primary address, in this case 12:

"expl" "10.1.1.10" "255.0.0.0" "10.255.255.255"
nyon
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Configuring multiple VLANSs on one interface

In order to set up multiple VLANs on the same interface, you need
to add a new IP address for the interface. The BIG/ip Controller
only supports one VLAN ID per network.

For example, to support an additional network, 12.0.0.0, with a
VLAN tag ID of 15 on the same interface, add the following line to
your /etc/netstarfile after theifconfig command:

Isbinfifconfig expl add 12.1.1.1 netmask 255.0.0.0
media 100BaseTX,FDX broadcast 12.255.255.255
vlan 15

Note that you must add a shared address téetogbigip.interfaces
file in a redundant BIG/ip scenario:

"expl" "12.1.1.10" "255.0.0.0" "12.255.255.255"
"5
To enable or disable VLAN tags on the command line

Once you have added VLAN tags, you can useltiypipe

interface command to enable, disable, or show the current settings
for the interface. To globally enable or disable the VLAN tags for
your internal interface, use the following syntax:

bigpipe interface <ifname> vlans [ enable |
disable | show ]

For example, use the following command to enable VLAN tags on
the interfaceexpl

bigpipe interface expl vlans enable

Using ifconfig to add another VLAN

You must uséfconfig to define an additional VLAN tag associated
with a network. For example, use the following command to add
the VLAN tag on the network:

ifconfig expl add <address> netmask <mask>
broadcast <address> vlan <tag>
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You can also us#config to display VLAN information for the
interfaceexplwith the following command:

ifconfig expl

Using netstat to view VLAN tags

You can also use threetstat utility to display VLAN tag
information with the route table for the BIG/ip Controller. Use the
following syntax to display VLAN tag information withetstat

netstat -nrT

€ WARNING

802.1qg VLAN tags are currently supported only on Intel
EtherExpressPro NICs and Packet Engines GNIC-2 NICs.

Out of path routing

Out of path routing allows you to route outgoing server traffic
around the BIG/ip Controller directly to an outbound router. This
method of traffic management increases the outbound throughput
of the BIG/ip Controller by taking the outbound server traffic off of
the BIG/ip Controller.

With out of path routing, the BIG/ip Controller must be configured
so that it does not translate the IP address or port of incoming
packets. This is important because packets are not translated when
they are outbound to the router. To avoid translation of incoming,
or destination packets, the BIG/ip Controller must be in
Transparent Node mode and configured with a wildcard virtual
server on the external interface.

The following tasks are required to configure the BIG/ip Controller
to use out of path routing:

0 Set up Transparent Node mode on the BIG/ip Controller.
0 Define a wildcard virtual server on an external interface.
O Set the route through the BIG/ip Controller.
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0 Set the idle connection time-out value to remove stale
connections.

Configuring Transparent Node mode

You can use the F5 Configuration utility, or edit thedc/rc.sysctl
file with a text editor, to set the BIG/ip Controller to Transparent
Node mode.

To activate Transparent Node mode in the F5
Configuration utility

1. Inthe navigation pane, click the BIG/ip logo.
The BIG/ip System Properties screen opens.

2. On the toolbar, click Advanced Properties.
The Advanced Properties screen opens.

3. Check théTransparent Node Modebox.

4. Click Apply.
To activate Transparent Node mode from the command
line

1. Enter the followingsysctlcommand:
sysctl -w bigip.bonfire_mode=1

2. Save thdetc/rc.sysctfile using the following command:
letc/rc.sysctl -s

Defining an external virtual server

After you configure Transparent Node mode on the BIG/ip
Controller, you can configure a wildcard virtual server for the
external interface. A wildcard virtual server does not translate
packets, which is key to Out of path routing.

To define a wildcard virtual server mapping in the F5
Configuration utility

1. Inthe navigation pane, click Virtual Servers.
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10.

11.

12.

13.

On the toolbar, click Add Virtual Server.
The Add Virtual Server screen opens.

In theAddressbox, type the wildcard IP address@D.0.0

In theNetmaskbox, type an optional netmask. If you leave
this setting blank, the BIG/ip Controller uses the default
netmask. Use the default netmask unless your configuration
requires a different netmask.

In theBroadcastbox, type the broadcast address for this
virtual server. If you leave this box blank, the BIG/ip
Controller generates a default broadcast address based on
the IP address and netmask of this virtual server.

In thePort box, type a port number, or select a service
name from the drop-down list. Note that pOrtefines a
virtual server that handles all types of services.

ForExternal Interface, choose the external interface on
which you want to create the virtual server. Chodséault

to allow the F5 Configuration utility to choose the interface
based on the network address of the virtual server. If no
external interface is found for that network, the virtual
server is created on the first external interface.

In theNode Addressbox, enter the address of the first
node to which the virtual server maps.

In theNode Portbox, type the node port number, or select
the service from the drop-down list. Note that port
defines a node that handles all types of services.

Click Add to save the virtual server.
Once you clickAdd, you return to the Virtual Servers
screen.

To add additional nodes to the virtual server mapping, click
the virtual server in the list.
The Virtual Server Properties screen opens.

On the toolbar, click Add Node.
The Add Node screen opens.

In the Add Node screen, enter the IP address and service or
port number for the node.
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14. Click Add to save the node to the virtual server mapping.
Once you click Add, you return to the Virtual Server
Properties screen. Repeat steps 12 through 15 until you
have defined all nodes that should be included in the virtual
server mapping, and then complete the task with step 16.

15. If you have defined all nodes for the virtual server mapping,
click Apply to save the virtual server mapping.
To define a wildcard virtual server mapping on the
command line

Enter thebigpipe vip command as shown below. Note that all
wildcard virtual servers us.0.0.0as the IP address.

bigpipe vip 0.0.0.0:<port> define <node IP>:<port> \
<node IP>:<port>... <node IP>:<port>

For example, the following command defines a wildcard virtual
server that maps to three nodes. Because the nodes are firewalls
and need to handle a variety of services, both the virtual server and
the nodes are defined using pOrt

bigpipe vip 0.0.0.0:0 define 192.168.10.01:0 \
192.168.10.02:0 192.168.10.03:0

Setting the route through the BIG/ip Controller

A route must be defined through the BIG/ip Controller on the
outbound router in your network configuration. This route should
be the IP address (or alias) for the server, or servers, for which you
want to set up Out of path routing.

For information about how to define this route, please refer to the
documentation provided with your router.

Setting the idle connection time-out

With Out of path routing, the BIG/ip Controller cannot track the
normal FIN/ACK sequences made by connections. Normally, the
BIG/ip Controller shuts down closed connections based on this
sequence. With Out of path routing, the idle connection time-out
must be configured to clean up closed connections. You need to set
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an appropriate idle connection time-out value so that valid
connections are not disconnected, and closed connections are
cleaned up in a reasonable time.

To set the idle connection time-out in the F5
Configuration utility

1. Inthe navigation pane, click Virtual Servers.

2. Inthe Virtual Servers list, click wildcard virtual server you
created for Out of path routing.
The Virtual Server Properties screen opens.

3. InthePort box, click the port.
The Global Virtual Port Properties screen opens.

4. Intheldle connection timeout TCP (secondshox, type a
time-out value for TCP connections. The recommended
time-out setting is 10 seconds.

5. Intheldle connection timeout UDP (secondshox, type a
time-out value for TCP connections. The recommended
time-out setting is 10 seconds.

6. Click Apply.
To set the idle connection time-out in the  /etc/bigip.conf
file
To set the idle connection time-out in thetc/bigip.confile, edit
the following lines:
treaper <port> <seconds>

udp <port> <seconds>

The<seconds>value is the number of seconds a connection is
allowed to remain idle before it is terminated. Tdgort> value is
the port on the wildcard virtual server for which you are
configuring out of path routing. The recommended value for the
TCP and UDP connection time-outs is 10 seconds.
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Monitoring and administration utilities
provided on the BIG/ip Controller

The BIG/ip platform provides several utilities for monitoring and
administration of the BIG/ip Controller. You can monitor system
statistics, as well as statistics specific to virtual servers and nodes,
such as the number of current connections, and the number of
packets processed since the last reboot.

The BIG/ip platform provides the following monitoring and
configuration and administration utilities:

0 BIG/pipe
If you type certain BIG/pipe commands, suchbégpipe vip or
bigpipe node,and use thehowkeyword in the command, the
command displays statistical information about the elements that
you configure using that command.

O BIG/stat
This utility is provided specifically for statistical monitoring of
virtual servers, nodes, NATs, SNATSs, and services. One benefit
of using BIG/stat is that it allows you to customize the display of
statistical information.

O BIG/top
BIG/top provides statistical monitoring. You can set a refresh
interval, and you can specify a sort order.

0 Syslog
Syslog is the standard UNIX system logging utility, which
monitors critical system events, as well as configuration changes
made on the BIG/ip Controller.

O BIG/store
BIG/store is a database that contains various configuration
information for the BIG/ip Controller.
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Using the BIG/pipe command utility as a
monitoring tool

Using the BIG/pipe utility, you can view information about the
BIG/ip Controller itself, as well as elements such as virtual servers,
virtual addresses, virtual ports, nodes, and node addresses.
Typically, the BIG/pipe utility provides the following statistics:

0 Current number of connections

0 Maximum number of concurrent connections

O Total number of connections since the last system reboot
0 Total number of bits (inbound, outbound, total)

O Total number of packets (inbound, outbound, total)

Monitoring the BIG/ip Controller

Thebigpipe summary command displays performance statistics
for the BIG/ip Controller itself. This display summary includes
current usage statistics, such as the amount of time a BIG/ip
Controller has been running since the last reboot. Type the
following command:

bigpipe summary

The performance statistics display in the format shown in Figure
6.1 (the output has been truncated for this example).
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Figure 6.1 The BIG/pipe summary display screen
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Table 6.1 contains descriptions of each individual statistic included
in the summary display screen.

Statistic Description
total uptime Total time elapsed since the BIG/ip Controller was last booted.
total uptime (secs) Total uptime displayed in seconds.

total connections

total # pkts
bits

total

#
#
total #
# pkts (inbound)
#

total bits (inbound)

total # pkts
(outbound)

total # bits
(outbound)

error no nodes
available

tcp port deny
udp port deny
vip tcp port deny
vip udp port deny

max connections deny
vip duplicate syn ssl

vip duplicate syn
wrong dest

Total number of connections handled.
Total number of packets handled.

Total number of bits handled.

Total number of incoming packets handled.
Total number of incoming bits handled.

Total number of outgoing packets handled.

Total number of outgoing bits handled.

The number of times the BIG/ip Controller tries to make a
connection to a node, but no nodes are available.

The number of times a client attempted to connect to an
unauthorized TCP port on the BIG/ip Controller (unauthorized
port and source IP are logged in the syslog).

The number of times a client attempted to connect to an
unauthorized UDP port on the BIG/ip Controller (unauthorizeg
port and source IP are logged in the syslog).

The number of times a client attempted to connect to an
unauthorized TCP port on a virtual address (unauthorized po
and source IP are logged in the syslog).

The number of times a client attempted to connect to an
unauthorized UDP port on a virtual address (unauthorized po
and source IP are logged in the syslog).

The total number of connections denied because the maximu
number of connections allowed was exceeded.

The number of duplicate connection attempts to existing SSL|
connections from the same client.

The number of duplicate connection attempts from the same

—

—

r

m

client (address and port combination) to a different virtual ser
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Statistic

Description

vip duplicate syn node
down

vip maint mode deny
virtual addr max
connections deny

virtual path max
connections deny

vip non syn

error vip fragment no
port

error vip fragment no
conn

error standby shared
drop

dropped inbound

dropped outbound

reaped

ssl reaped

persist reaped

udp reaped

malloc errors

The number of duplicate connection attempts to a server that|
down when a connection to the server was made previously.

The number of times a connection to a virtual server was den
while the BIG/ip Controller is in maintenance mode.

The number of virtual address connections dropped because
maximum number of connections was exceeded.

The number of virtual path connections dropped because the|
maximum number of connections was exceeded.

The number of packets received which are not connection
requests, and are destined to a virtual address, but not a valid
virtual server (port).

The number of IP fragments for which there is no port.

The number of IP fragments for which there is no connection,

The number of packets destined to the shared IP address in a

redundant system that is received and ignored by the standby
system.

The total number of inbound packets dropped by the BIG/ip
Controller.

The total number of outbound packets dropped by the BIG/ip
Controller.

is

the

The total number of connections that timed-out, and are deleted

by the BIG/ip Controller.

The total number of SSL session ID records that timed-out, al
are closed by the BIG/ip Controller.

The total number of persistence records that timed-out, and g
closed by the BIG/ip Controller.

The total number of UDP connections that timed-out, and are|
closed by the BIG/ip Controller.

The number of times a connection could not be created becal
the system is low on memory.
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nd

re

lise




Monitoring and Administration

Statistic Description

mem pool total The total amount of memory available in all combined memory
pools.

mem pool used The total amount of memory, in all combined memory pools, in
use by the BIG/ip Controller.

mem percent used The total percentage of memory in use by all combined memory
pools.

Table 6.1BIG/pipe monitoring statistics

Viewing the status of the interface cards

Thebigpipe interface command displays the current status and the
settings for external and internal interface cards. You can also use
thebigpipe interface command to view information for a specific
interface card, using the following command syntax:

interface <ifname>

Monitoring virtual servers, virtual addresses, and services

You can use different variations of thégpipe vip command, as
well as thebigpipe port command, to monitor information about
virtual servers, virtual addresses, and services managed by the
BIG/ip Controller.

Displaying information about virtual servers and virtual addresses

Thebigpipe vip command displays the status of virtual servens (
down, uncheckedr disabled, the current number of connections

to each virtual server, and the status of the member nodes that are
included in each virtual server mapping. The status for individual
member nodes includes whether the nodgpisdown, unchecked,

or disabled and also includes the cumulative count of packets and
bits received and sent by the node on behalf of the virtual server.
The BIG/ip Controller displays the statistics as shown in Figure 6.2.
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bigpipe vip
VIP +------ > 192.168.20.100
| (cur, max, limit, tot) = (0, 0, 0, 0)
| (pckts,bits) in = (0, 0), out = (0, 0)
+---+--> PORT 23 UP
| (cur, max, limit, tot) = (0, 0, 0, 0)
| (pckts,bits) in = (0, 0), out = (0, 0)
NODE 192.168.103.30:23 UP
| (cur, max, limit, tot) = (0, 0, 0, 0)
| (pckts,bits) in = (0, 0), out = (0, 0)
+--> PORT 21 UP
| (cur, max, limit, tot) = (0, 0, 0, 0)
| (pckts,bits) in = (0, 0), out = (0, 0)
NODE 192.168.103.30:21 UP
(cur, max, limit, tot) = (0, 0, 0, 0)
(pckts,bits) in = (0, 0), out = (0, 0)

Figure 6.2 Virtual server statistics

If you want to view statistical information about one or more
specific virtual servers, simply include the virtual servers in the
bigpipe vip command as shown below:

bigpipe vip <virt addr>:<port>... <virt addr>:<port>

If you want to view statistical information about traffic going to one
or more virtual addresses, specify only the virtual address
information in the command:

bigpipe vip <virt addr>... <virt addr>

Displaying information about services

The bigpipe port command allows you to display information

about specific virtual ports managed by the BIG/ip Controller. You
can use the command to display information about all virtual
services, or you can specify one or more particular virtual services.

To view information about all virtual services, use the following
syntax:
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bigpipe port

To view statistical information about one or more specific virtual
services, simply include the service names or port numbers as
shown below:

bigpipe port <port>... <port>

Monitoring nodes and node addresses

The bigpipe nodecommand displays the status of all nodes
configured on the BIG/ip Controller. The information includes
whether or not the specified nodelip, down, disablegdor
uncheckedand the number of cumulative packets and bits sent and
received by each node on behalf of all virtual servers. The BIG/ip
Controller displays the statistical information as shown in Figure
6.3.

bigpipe node
| NODE 192.168.103.20 UP
| (cur, max, limit, tot) = (0, 0, 0, 0)
| (pckts,bits) in = (0, 0), out = (0, 0)
+---PORT 23 UP
(cur, max, limit, tot) = (0, 0, 0, 0)
(pckts,bits) in = (0, 0), out = (0, 0)

Figure 6.3 Node statistics screen

If you want to view statistical information about one or more
specific nodes, simply include the nodes in Higpipe node
command as shown below:

bigpipe node <node addr>:<port>... <node addr>:<port>

If you want to view statistical information about traffic going to one
or more node addresses, specify only the node address information
in the command:

bigpipe vip <node addr>... <node addr>
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Monitoring NATs

Thebigpipe nat showcommand displays the status of the NATs

configured on the BIG/ip Controller. The information includes the
number of cumulative packets and bits sent and received by each
node on behalf of all virtual servers. Use the following command

to display the status of all NATs included in the configuration:
bigpipe nat show

Use the following syntax to display the status of one or more
selected NATSs:

bigpipe nat <node addr> [..<node addr>] show

An example of the output for this command is in Figure 6.4.

NAT { 10.10.10.3 to 9.9.9.9 }

(pckts,bits) in = (0, 0), out = (0, 0)

NAT { 10.10.10.4 to 12.12.12.12

netmask 255.255.255.0 broadcast 12.12.12.255 }
(pckts,bits) in = (0, 0), out = (0, 0)

Figure 6.4 NAT statistics

Monitoring SNATs

The bigpipe snat showcommand displays the status of the SNATs
configured on the BIG/ip Controller. The information includes
connections and global SNAT settings. Use the followiigpipe
command to show SNAT mappings:

bigpipe snat [<SNAT addr>] [...<SNAT addr>] show
bigpipe snat show

Use the following command to show the current SNAT
connections:

bigpipe snat [<SNAT addr>] [...<SNAT addr>] dump [ verbose ]
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bigpipe snat dump [ verbose ]

The optionalverbosekeyword provides more detailed output.

The following command prints the global SNAT settings:

bigpipe snat globals show

Working with the BlG/stat utility

BIG/stat™ is a utility that allows you to quickly view the status of
the following elements:

O Virtual servers

0 Services

O Nodes

O Network address translations (NATS)

You can customize the BIG/stat utility statistics display. For
example, you can customize your output to display statistics for a
single element, or for selected elements. You can set the display to
automatically update at time intervals you specify.

Thebigstat command accepts one or more options, which allow
you to customize the statistical display. When you usebigstat
command without specifying any options, the BIG/stat utility
displays the list of virtual servers, services, nodes, NATs, and
SNATs only one time. The basic command syntax is:

bigstat [ options...]

The following table, Table 6.2, describes the options that you can
use in thebigstat command.
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Option Description

-bigip Displays totals for the BIG/ip Controller overall.

-C <count> Sets the interval at which new information is displayed.
-h and -help Displays the help options.

-nat Displays network address table (NAT) entries only.
-no_viptot Removes virtual server totals from the display.
-no_nodetot Removes node totals from the display.

-node Displays nodes only.

-port Displays ports only.

v Displays version information.

-vip Displays virtual servers only.

Table 6.2Thebigstat command options

Working with the BIG/top utility

BIG/top™ is a real-time statistics display utility. The display

shows the date and time of the latest reboot and lists activity in bits,
bytes, or packets. Similar to BIG/stat, the BIG/top utility accepts
options which allow you to customize the display of information.
For example, you can set the interval at which the data is refreshed,
and you can specify a sort order. The BIG/top displays the statistics
as shown in the following figure, Figure 6.5.
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current

time
BIG/ip
00:31:59
227.19.162.82

VIP ip:port
Nodes Up--
217.87.185.5:80
2
217.87.185.5:20
217.87.185.5:20

NODE ip:port
State----
129.186.40.17:80
UP

129.186.40.17:20
129.186.40.18:80
UP

129.186.40.17.21
129.186.40.18:21
UP

129.186.40.18:20

ACTIVE |[---In----Out---Conn-|---In----Out---Conn-|

| bits since | bits in prior |

| Nov 28 18:47:50 | 3 seconds [
1.1G 29.6G 145 1.6K 0 0

|---In----Out---Conn-|---In----Out---Conn-|-

1.0G 27.4G 139.6K 1.6K 0 0

47.5M 2.1G 3.1K 0 0 0 2
10.2M 11.5M 2.6K 0 0 0 2
|---In----Out---Conn-|---In----Out---Conn-|--
960.6M 27.4G 69.8K 672 0 0

474M 211G 31K 0 0 0 UP
105.3M 189.0K 69.8K  1.0K 0 0

9.4M 11.1M 13K 0 0 0 UP
700.8K 414.7K  1.3K 0 0 0

352 320 1 0 0 0 up

Figure 6.5 The BIG/top screen display

Using BIG/top command options

BIG/ip® Controller, v. 2.1

The bigtop command uses the syntax below, and it supports the
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Option Description

-bytes Displays counts in bytes (the default is bits).

-conn Sorts by connection count (the default is to sort by byte count).

-delay <value> Sets the interval at which data is refreshed (the default is four seconds).

-delta Sorts by count since last sample (the default is to sort by total count).

-help Displays BIG/top help.

-nodes <value> Sets the number of nodes to print (the default is to print all nodes).

-nosort Disables sorting.

-once Prints the information once and exits.

-pkts Displays the counts in packets (the default is bits).

-scroll Disables full-screen mode.

-vips <value> Sets the number of virtual servers to print (the default is to print all
virtual servers).

Table 6.3BIG/top command options

Using runtime commands in BIG/top

Unless you specified thenceoption, the BIG/top utility
continually updates the display at the rate indicated bydleéay
option, and you can also use the following runtime options at any
time:

O Theu option cycles through the display modes; bits, bytes, and
packets.

0 Theq option quits the BIG/top utility.

Working with the Syslog utility
The BIG/ip Controller supports logging via ti8yslogutility. The

logs are generated automatically, and saved in user-specified files.
These logs contain all changes made to the BIG/ip Controller
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configuration, such as those made with tigpipe vip command,
or other BIG/pipe commands, as well as all critical events that

occur in the system.

@ Note

You can configure the Syslog utility to send email or activate pager
notification based on the priority of the logged event.

The Syslog log files track system events based on information
defined in theetc/syslog.corfile. You can view the log files in a
standard text editor, or with tHessfile page utility.

Sample log messages

The following sample log messages give you an idea of how the
Syslog utility tracks events that are specific to the BIG/ip

Controller.

Sample message

Description

bigd: allowing connections on port 20

bigd: node 192.168.1.1 detected up

bigd: added service port 20 to node
192.168.1.1

kernel: security: port denial
207.17.112.254:4379 ->
192.168.1.1:23

A user specifically allowed connections on
virtual port 20

The 192.168.1.1 node address was
successfully pinged by the BIG/ip Controller|

A user defined a new node, 192.168.1.1:20.

A client was denied access to a specific port.
The client is identified as coming from
207.17.112.254:4379, and the destination npde
is 192.168.1.1:23.

Table 6.4Sample Syslog messages
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Removing and returning items to service

Once you have completed the initial configuration on the BIG/ip
Controller, you may want to temporarily remove specific items
from service for maintenance purposes. For example, if a specific
network server needs to be upgraded, you may want to disable the
nodes associated with that server, and then enable them once you
finish installing the new hardware and bring the server back online.

If you specifically disable the nodes associated with the server, the
BIG/ip Controller allows the node to go down only after all the
current connections are complete. During this time, the BIG/ip
Controller does not attempt to send new connections to the node.
Although the BIG/ip Controller's monitoring features would
eventually determine that the nodes associated with the server are
down, specifically removing the nodes from service prevents
interruptions on client connections.

You can remove the entire BIG/ip Controller from service, or you
can remove the following individual items from service:

O Virtual servers

0 Virtual addresses

O Virtual ports

O Nodes

O Node addresses

Removing the BIG/ip Controller from service

The BIG/ip platform offers a Maintenance mode, which allows you
to remove the BIG/ip Controller from network service. This is
useful if you want to perform hardware maintenance, or make
extensive configuration changes. When you activate Maintenance
mode, the BIG/ip Controller no longer accepts connections to the
virtual servers it manages. However, the existing connections are
allowed to finish processing so that current clients are not
interrupted.

Thebigpipe maint command toggles the BIG/ip Controller into or
out of Maintenance mode. The command syntax is simply:
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bigpipe maint

If the BIG/ip Controller runs in Maintenance mode for less than 20
minutes and you return the machine to the normal service, the
BIG/ip Controller quickly begins accepting connections. However,

if the BIG/ip Controller runs in Maintenance mode for more than

20 minutes, returning the Controller to service involves updating all
network ARP caches. This process can take a few seconds, but you
can speed the process up by reloading/éte/bigip.confile using

the following command:

bigpipe -f /etc/bigip.conf

Removing individual virtual servers, virtual addresses, and
ports from service

The BIG/ip Controller also supports taking only selected virtual
servers, addresses, or ports out of service, rather than removing the
BIG/ip Controller itself from service. Each BIG/pipe command

that defines virtual servers and their components suppodble
anddisable keywords, which allow you to remove or return the
elements from service.

When you remove a virtual address or a virtual port from service, it
affects all virtual servers associated with the virtual address or
virtual port. Similarly, if you remove a node address from service,
it affects all nodes associated with the node address.

Enabling and disabling virtual servers and virtual addresses

Thebigpipe vip command allows you to enable or disable
individual virtual servers, as well as virtual addresses. To enable or
disable a virtual server, type the appropriate command:

bigpipe vip <virtual addr>:<virtual port> enable
bigpipe vip <virtual addr>:<virtual port> disable

To enable or disable a virtual address, type the appropriate
command:
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bigpipe vip <virtual addr> enable
bigpipe vip <virtual addr> disable

Enabling and disabling virtual ports

Thebigpipe port command allows you to allow or deny traffic on a
virtual port:

bigpipe port <virtual port> enable
bigpipe port <virtual port> disable

Removing individual nodes and node addresses from
service

Enabling and disabling nodes and node addresses

Thebigpipe nodecommand allows you to enable or disable
individual nodes, as well as node addresses.

To enable or disable mode, type the appropriate command:
bigpipe node <node addr>:<node port> enable
bigpipe node <node addr>:<node port> disable

To enable or disable mode addresstype the appropriate
command:

bigpipe node <node addr> enable

bigpipe node <node addr> disable

Viewing the currently defined virtual servers and nodes

When used without any parameters, BIG/pipe commands typically
display currently configured elements. For example Higpipe

vip command displays all currently defined virtual servers, and the
bigpipe nodecommand displays all nodes currently included in
virtual server mappings. The following sections provide BIG/pipe
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command syntax associated with configuration. For information
about using BIG/pipe commands for monitoring your existing
system, refer to Appendix BIG/pipe commands

Viewing system statistics and log files

The F5 Configuration utility allows you to view a variety of system
statistics and system log files. Note that from each statistics screen,
you can access property settings for individual virtual servers,
nodes, IP addresses, and ports by selecting the individual item in
the statistics table.

Viewing system statistics
The F5 Configuration utility allows you to view the following
statistical information:

0 BIG/ip system statistics, including the elapsed time since the last
system reboot, the number of packets and connections handled by
the system, and the number of dropped connections.

O Virtual servers, including virtual servers, virtual address only, or
virtual ports only.

0 Nodes, including nodes, node addresses only, or node ports only.

O NAT statistics, such as the number of packets handled by each
NAT.

O SNAT statistics, such as SNAT mappings.

O IP filter statistics, including the number of packets accepted and
rejected by individual IP filters.

O Rate filter statistics, including the number of bits passed through,
delayed, and dropped by individual rate filters.

O Information about illegal connection attempts, such as the source
IP addresses from which the illegal connection is initiated.

Statistics are displayed in real-time. You can specify the update
frequency by setting an interval (in seconds), and then clicking
Update.
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Viewing log files
The F5 Configuration utility allows you to display three different
log files:

O The BIG/ip system log, which displays standard UNIX system
events

0 The BIG/ip log, which displays information specific to BIG/ip
events, such as defining a virtual server

O The Pinger log, which displays status information determined by
each node ping issued by the BIG/ip Controller

Printing the connection table

The BIG/pipe command line utility also offers a useful diagnostic
tool that prints the list of current connections. Normally, the
bigpipe dt command prints the client, virtual server, and node
addresses. In Transparent Node Mode tigpipe dt command
also prints the final destination address.

Changing passwords for the BIG/ip Controller

During the First-Time Boot utility, you define a password that
allows remote access to the BIG/ip Controller, and you also define a
password for the BIG/ip web server. You can change these
passwords at any time.

Changing the BIG/ip Controller password

1. Atthe BIG/ip Controller command line prompt, log on as
root user and use thEasswdcommand.

2. Atthe password prompt, enter the password you want to
use for the BIG/ip Controller and preBeturn.

3. To confirm the password, retype it and présesurn.
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Changing passwords and adding new user IDs for the
BIG/ip web server

You can create new users for the BIG/ip web server, change a
password for an existing user, or recreate the password file
altogether, without actually going through the BIG/ip web server
configuration process.

Creating new users and changing passwords for existing users

The following command creates a new user ID, or changes the
password for an existing user ID. In place of tigsername>
parameter, enter the user ID for which you want to create a
password:

Ivarlf5/httpd/bin/htpasswd /var/f5/httpd/basicauth/users \
<username>

Once you enter the command, you are prompted to enter the new
password for the named user.

Creating a new password file

The following command recreates the BIG/ip web server password
file, and defines one new user ID and password. In place of the
<username>parameter, enter the user ID that you want to create:

Ivar/f5/httpd/bin/htpasswd -c /var/f5/httpd/basicauth/users \
<username>

Once you enter the command, you are prompted to enter the new
password for the named user.

Working with the BIG/store database

The BIG/store™ database holds certain configuration information
for the BIG/ip Controller. Two utilities currently use the
configuration stored in BIG/store: the State Mirroring daemon and
sod Thebigdba utility is provided for loading configuration
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Using bigdba

information into BIG/store. An additionalefault.txt file is
included with the BIG/ip Controller which contains default
information you can load into the BIG/store database.

Use thebigdba utility to modify the BIG/store database. The
bigdba utility allows you to create a database and insert and modify
keys and values. All values are entered into BIG/store as strings.

Accessing and modifying the default database

The default BIG/store database is created when you run the First-
Time Boot utility. To usebigdba from the command line run
bigdba with the name of the database.

bigdba /var/f5/bigdb/user.db

Database "/var/f5/bigdb/user.db” opened.

Using bigdba commands

Table 6.5 describes the commands you can uddgidba.
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Command Description

subkey sk <string> | Add subkey to current key level

p <key name | *> Print the value stored<atame> If name value
is* (asterisk), all values stored under the current
subkey are displayed

up Back up one subkey

up <string> Back up through subkeystring>

d <string>[*] Delete value stored under current kestring>

<string> = <value> | Storevalue>under namestring> within the
current key

set confirm on Confirm delete operations

set confirm off Do not confirm deletions

set comments on Show comments. By default, commentsfare

set comments off Do not show comments. By default, comments
areoff

dump <file> Dumps the database to the file name specified

load <file> Loads the database with the file specified

quit | g | EOF Quits theigdba utility

help | ? Display the help text for th@gdba utility

Table 6.5Thebigdbacommands

Working with the default.txt file

Thedefault.txt file documents the keys that are valid in the
BIG/store database. This file is locatedar/f5/bigdb/default.txt
This text file, which can be loaded with thégdba program,
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contains all the possible database keys, comments that document
these keys, and the default values used by programs that run on the
BIG/ip Controller.

@ Note

The values in the default.txt file are default values, several of the
keys listed are not present in the BIG/store database.

Thedefault.txt file is intended to serve as documentation only.

Some of the records, such as those that represent IP addresses and
port numbers, need to be set to values other than the default values
for the system to work.

If you want to loaddefault.txt into the BIG/store database, it is
recommended that you dump the existing database to another text
file. Make a copy ofdefault.txt, and then edit the copy so that the
records which are present in your dump file match the values
contained in the default.txt file. After the values match, you can
load the edited copy afefault.txt.

Supported configuration options

Currently, the only configuration options supported by BIG/store
are network-based fail-over and state mirroring for fail-over. For
information about setting up network-based fail-over, 9eing
network-based fail-oveon page 5-25. For information about
setting up state mirroring, sédirroring connection and
persistence informatiqron page 5-20
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Working with SNMP on the BIG/ip Controller

This chapter covers the management and configuration tasks for the
simple network management protocol (SNMP) agent and
management information bases (MIBs) available with the BIG/ip
Controller.

@ WARNING

The SNMP agent must be configured on the BIG/ip Controller in
order to use the F5 Networks see/IT Network Manager.

The BIG/ip SNMP agent and MIBs allow you to manage the BIG/ip
Controller by configuring traps for the SNMP agent or polling the
controller with your standard network management station (NMS).

You can configure the BIG/ip SNMP agent to send traps to your
management system with the F5 Configuration utility. You can also
set up custom traps agent setup by editing several configuration
files.

Security options are available that let you securely manage
information collected by the BIG/ip SNMP agent, including:

0 Community names
0 TCP wrappers
0 View access control mechanism (VACM)
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Preparing the BIG/ip Controller for SNMP

The BIG/ip platform includes a private BIG/ip SNMP MIB. This
MIB is specifically designed for use with the BIG/ip Controller.
You can configure the SNMP settings in the the F5 Configuration
utility, or on the command line.

Downloading the MIBs

SNMP management software requires that you use the MIB files
associated with the device. You may obtain two MIB files from the
BIG/ip directory/usr/contrib/f5/mibsor you can download the files
from theAdditional Software Downloads section of the F5
Configuration utility home page.

0 LOAD-BAL-SYSTEM-MIB.txXThis is a vendor MIB that contains
specific information for properties associated with specific F5
functionality (load balancing, NATs, and SNATS)

0 UCD-SNMP-MIB.txtThis is a MIBII ( RFC 1213) that provides
standard management information.

For information about the objects defined in th@AD-BAL-
SYSTEM-MIB.txtrefer to the descriptions in the object identifier
(OID) section of the MIB file. For information about the objects
defined inUCD-SNMP-MIB.txtrefer to RFC 1213.

Understanding configuration file requirements

/etc/hosts.deny

You need to make changes to several configuration files on the
BIG/ip Controller before you use the SNMP agent. Once you
change these configuration files, you need to restart the SNMP
agent.

This file must be present to deny by default all TCP connections to
the SNMP agent. The contents of this file are as follows:

ALL : ALL
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/etc/hosts.allow

The/etc/hosts.alloviile is used to specify which hosts are allowed

to access the SNMP agent. There are two ways to configure access
the the SNMP agent with thietc/host.allowfile. You can type in

an IP address, or list of IP addresses, that are allowed to access the
SNMP agent, or you can type in an IP address and mask to allow a
range of addresses in a subnetwork to access the SNMP agent.

For a specific list of address, type in the list of addresses you want
to allow to access the SNMP agent. Addresses in the list must be
separated by blank space or by commas. The basic syntax is as
follows:

daemon: <IP address> <IP address> <IP address>

For example, you can type the following line which sets the SNMP
agent to accept connections from the IP addresses specified:

bigsnmpd: 128.95.46.5 128.95.46.6 128.95.46.7

For a range of addresses, the basic syntax is as follows, where
daemonis the name of the daemon, alRIMASK specifies the
network that is allowed access:

daemon: IP/IMASK

For example, you might use the following line which sets the
bigsnmpd daemon to allow connections from the
128.95.46.0/255.255.255.0 address:

bigsnmpd: 128.95.46.0/255.255.255.0

The example above allows the 256 possible hosts from the network
addresd28.95.46.0 to access the SNMP daemon. Additionally,
you may use the keywordLL to allow access for all hosts or all
daemons.
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/etc/snmpd.conf

The/etc/snmpd.corffle controls most of the SNMP daemon. This
file is used to set up and configure certain traps, passwords, and
general SNMP variable names. A few of the necessary variables are
listed below:

0 System Contact Name
The System Contact is a MIB-Il simple string variable defined by
almost all SNMP boxes. It usually contains a user name, as well
as an email address. This is set by syscontactkey.

O Machine Location (string)
The Machine Location is a MIB-Il variable that almost all boxes
support. It is a simple string that defines the location of the box.
This is set by thesyslocationkey.

0 Community String
The community string clear text password is used for basic
SNMP security. This also maps to VACM groups, but for initial
read/only access, it is limited to only one group.

0 Trap Configuration
Trap configuration is controlled by these entries in the
/etc/snmpd.coriile:

« trapsink <host>
This sets the host to receive trap information. Ehest>is an
IP address.

* trapport <port>
This sets the port on which traps are sent. There must be one
trapport line for eachtrapsink host.

e trapcommunity <community string>
This sets the community string (password) to use for sending
traps. If set, it also sends a trap upon startaptdStart(0).

¢ authtrapenable <integer>
Setting this variable td enables traps to be sent for
authentication warnings. Setting it fdisables it.
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e data_cache_duration <seconds>
This is the time in seconds data is cached. The default value
for this setting is one second.

@ Note

To change the trap port, thteapportline must precede theapsink
line. If you use more then onpportline, then there must be one
trapportline before each trapsink line. The same follows for
trapcommunity If you use more then oteapcommunityline,

then there must be ortmpcommunityline before eaclirapsink
line.

letc/rc.local

The following entry in the/etc/rc.localautomatically starts up the
SNMP agent when the system boots up (Figure 7.1).

# BIG/ip SNMP Agent
if [ -f /etc/snmpd.conf ]; then
/sbin/bigsnmpd -c /etc/snmpd.conf

fi

Figure 7.1 Starting the SNMP agent in the /etc/rc.local file.

If the /etc/snmpd.cori§ present on your system, the SNMP agent is
automatically started.

letc/snmptrap.conf

This configuration file includes OID, trap, and regular expression
mappings. The configuration file specifies whether to send a
specific trap based on a regular expression. An excerpt of the config
file is shown in Figure 7.2.
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# Default traps.

.1.3.6.1.4.1.3375.1.1.110.2.6 ROOT LOGIN
.1.3.6.1.4.1.3375.1.1.110.2.5 REQUEST DENIAL
.1.3.6.1.4.1.3375.1.1.110.2.4 SYSTEM RESET
.1.3.6.1.4.1.3375.1.1.110.2.3 SERVICE UP
.1.3.6.1.4.1.3375.1.1.110.2.2 SERVICE DOWN

#.1.3.6.1.4.1.3375.1.1.110.2.1 Unknown Error
#.1.3.6.1.4.1.3375.1.1.110.2.1 Unknown Failure

Figure 7.2 Excerpt from the /etc/snmptrap.conf file

Syslog

Some of the OIDs have been permanently mapped to BIG/ip
specific events. The OIDs that are permanently mapped for the
BIG/ip Controller include:

O Root login

0 Request denial
0 System reset
O Service up

O Service down

You may, however, insert your own regular expressions and map
them to the 110.1 OID. Théetc/snmptrap.corffle contains two
examples for mapping your own OIDs:

g Unkown error
0 Unknown failure

By default, the lines for these files are commented out. Use these
OIDs for miscellaneous events. When lines match your expression,
they are sent to your management software with the 110.2.1 OID.

You must configuresyslogto send syslog lines tchecktrap.pl. If
the syslog lines make a match the specified configuration in the
snmptrap.confile, a valid SNMP trap is generated. The following
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lines in the/etc/syslog.corile require thesysloglook at
information logged, scan trenmptrap.confile, and determine if a
trap should be generated:

local0.* | exec /shin/checktrap.pl.
locall.* | exec /shin/checktrap.pl.

auth.* | exec /shin/checktrap.pl.

Configuring the BIG/ip SNMP agent

The F5 Configuration utility allows you to enable the BIG/ip
SNMP agent, and it allows you to easily define three aspects of the
SNMP agent:

g Client access
You can define an address and netmask for a workstation from
which SNMP requests are acceptable.

0 System information
You can name a system contact, a machine location, and a
community string.

O Trap configuration
You can enter a trap sink, a trap community, or set up an
authentication trap.

Configuring SNMP settings

The F5 Configuration utility provides sample SNMP settings for
your reference. If you want to use the BIG/ip SNMP MIB, you
need to replace these sample settings with settings appropriate to
your environment and your specific SNMP management software.

To set SNMP properties in the F5 Configuration utility

1. Click SNMP in the navigation pane.
The SNMP Configuration screen opens.

F5 Networks, Inc.



Configuring SNMP

2. Inthe BIG/ip SNMP Configuration screen, chdekabled
to allow access to the BIG/ip SNMP agent.

3. IntheAllow Address box, enter the IP address, or
addresses, of the management system from which the agent
can accept requests. This allows you to restrict access to
management information to a specific computer or
computers running a management system. If you type in a
list of addresses, type a comma after the last address.

4. IntheAllow Netmask box, enter the netmask for a range of
IP addresses for machines from which the agent can accept
requests. If you type a list of IP addresses inAtlew
Addressbox, leave théllow Netmask box blank.

5. In theSystem Contactbox, enter the contact name and
email address for the person who should be contacted if this
BIG/ip Controller generates a trap.

6. IntheMachine Location box, enter a machine location,
such ag-irst Floor, or Building 1,that describes the
physical location of the BIG/ip Controller.

7. In theCommunity String box, enter a community name.
The community name is a clear text password used for
basic SNMP security and for grouping machines that you
manage.

8. IntheTrap Sink box, enter the host that should be notified
when a trap is sent by the BIG/ip SNMP agent.

9. IntheTrap Community box, enter the community name to
which this BIG/ip controller belongs. Traps sent from this
box are sent to the management system managing this
community.

10. CheckAuth Trap Enabled to allow traps to be sent for
authentication warnings.

Configuring options for the checktrap script

Thechecktrap.pl script reads a set of lines from standard input.
The script checks each line against a set of regular expressions. If a
line matches the regular expression, an SNMP trap is sent.
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Options for checktrap

snmpd_conf_file=<snmp configuration file>

This is the file that contains the SNMP variables. Thecktrap.pl
gets trap configuration information from this file. The default is
/etc/snmpd.conf

trapd_conf_file=<snmp trap configuration file>

This is the file that contains the regular expression to SNMP trap
OID mappings. It also contains a description string that is added to
the trap message. The defauliésc/snmptrap.conf

trap_program=<snmp trap program>

This is the program that sends the trap. This program should be the
snmptrap program included with the BIG/ip Controller. The
default is/sbin/snmptrap

no_date_strip

This turns off automatic date stripping. Normally, each input line
is expected to begin with a date. Typically, this date is stripped off
before the trap is sent. This option keeps the date information in the
trap. By default, the date is stripped from the trap.

usage

Prints a usage string.
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Configuration files for the BIG/ip Controller

File

Description

letc/bigip.conf

/etc/bigd.conf

/etc/bigip.interfaces

/etc/hosts.allow

letc/netstart
letc/ipfw.conf
letc/rateclass.conf
letc/ipfwrate.conf
letc/snmpd.conf
letc/bigip.license

letc/syslog.conf

letc/rc.sysctl

/etc/hosts

letc/rc.local

letclirs.conf
letc/login.conf
letc/rc

letc/sshd_config

Stores virtual server and node definitions and settings, incly
node ping settings, the load balancing mode, and NAT and
SNAT settings.

Stores service check settings.

Stores interface configuration information, such as fail-saf
timeouts.

Stores the IP addresses of workstations that are allowed to
administrative shell connections to the BIG/ip Controller.

Stores basic system start up settings.

Stores IP filter settings.
Stores rate class definitions.

Stores IP filter settings for filters that also use rate classes
Stores SNMP configuration settings.

Stores authorization information for the BIG/ip Controller.

Stores the configuration files for syslogd under the BIG/ip
Controller.

Stores the default UNIX and the BIG/ip Controdigsctl
variables.

Stores the hosts table for the BIG/ip Controller.

Stores the local daemons, filters, local boot settings for the
BIG/ip Controller.

Controls information retrieval functions in the C library.
UNIX system file, modified for the BIG/ip Controller.
UNIX system startup script, modified for the BIG/ip Control

ding

U

make

This is the configuration file for the secure shell server. It

contains all the access information for people trying to get iTto

the system via ssh.
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File

Description

letc/wideip.conf

/VENDOR

/VERSION

/usr/contrib/bin/ssh-askpass

Ivarlf5/httpd/conf/cert.conf

Ivar/f5/httpd/conf/httpd.conf
Ivar/f5/httpd/ssl/lib/ssleay.cnf

Ivar/fs/httpd/ssl/lib/ssleay.cont

Ivar/f5/httpd/basicauth/users

Ivar/f5/bigdbkdb>

This is a 3DNS Controller configuration file. For more
information, please refer to the documentation for that prod

This file contains information describing F5 Networks. It
includes the company name, a common name, contact
information, and the text of the licensing agreement for the
software.

Contains name of the product, the number, and the access
(BIG/ip 2.04 HA, for example).

This is the external program used by the ssh configuratiqg
utility to ask the user for his password from an X-windows
system. It allowsSSHto connect to a remote site, or generat
PPKey pair, in a secure manner.

The information for the public key/private key certification
infrastructure for the webserver.

The main configuration file for the webserver.

This file holds the configuration information for how the S
library interacts with browsers, and how key information is
generated.

This file holds the configuration information for how the S§

library interacts with browsers, and how key information is
generated.

The webserver password file. Contains the user names
passwords of the people permitted to access whatever is
provided by the webserver.

This is the location of the F5 BlG/store database. Whkelle>
is the name specified for the database. This database hold

Lct.

ights

=]

£ a

5L

and

various configuration information.
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BIG/pipe commands

This appendix lists the various BIG/pipe commands with
descriptions. Some entries contain additional information about
using the command. At the end of the appendix is a list of
commands from previous versions of the BIG/pipe utility.

Command Description Page

-? Displays online help for an individubalgpipe command. B-4

alias Defines an IP alias to be pinged on behalf of a specific group|oB-5
nodes.

configsync Synchronizes tHetc/bigip.conbetween the two BIG/ip B-7

Controller units in a redundant system.

conn Shows information about current connections such as the sourBe8
IP address, virtual server and port, and node connected to.

-d Verifies command syntax for the specified command without | B-9
executing a command.
-f Resets the BIG/ip Controller and loads a specified configuratiprB-10
file.
failover Sets the BIG/ip Controller as active or standby. B-11
gateway Turns the gateway fail-safe feature on and off. B-1p
-h and -help Displays online help for BIG/pipe command syntax. B-13
interface Sets options on individual interfaces. B-14
Ib Sets the load balancing mode. B-19
maint Toggles the BIG/ip Controller into and out of maintenance mgde.  B-20
mirror Sets mirroring of the active BIG/ip Controller to the standby | B-21
controller.
nat Defines external network address translations for nodes. B-22
node Defines node property settings. B-24
persist Defines and displays persistence settings for simple TCP angd B-27

UDP persistence.

port Defines properties for virtual ports. B-29
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Command Description Page
-r Clears the BIG/ip Controller define and counter values. B-31
ratio Sets load-balancing weights and priority levels used in the RatiB-32
and Priority load balancing modes.
-S Writes the current configuration to a configuration file. B-34
snat Defines and sets options for SNAT (Secure NAT). B-3%
summary Displays summary statistics for the BIG/ip Controller. B-4(
timeout_node Sets the amount of time node addresses have to respond to| aBig
issued by the BIG/ip Controller.
timeout_svc Sets the amount of time services have to respond to a servigeB-45
check issued by the BIG/ip Controller.
tping_node Sets the interval at which the BIG/ip Controller pings node | B-47
addresses to determine node status.
tping_svc Sets the interval at which the BIG/ip Controller issues service B-48
checks to nodes to determine node status.
treaper Sets the timeout for idle TCP connections on ports. B-50
udp Enables UDP traffic on ports, and sets the timeout for idle UDPB-52
connections.
-v Displays the BIG/pipe utility version number. B-54
version Displays the BIG/ip Controller software version number. B-55
vip Defines virtual servers, virtual server mappings, and virtual sefvBr56
properties.
Backward- Lists the commands from previous versions of the BIG/ip B-68
compatible Controller that are compatible with this version.
commands
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-?
bigpipe <command> -?

Description

For certain commands, displays online help, including complete
syntax, description, and other related information. For example, to
see online help for thbigpipe port command, enter:

bigpipe port -?
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alias

bigpipe alias [<node addr> [..<node addr>] ] show
bigpipe alias <node addr> [...<node addr>] delete

bigpipe alias <node addr> [...<node addr>] pingnode <pingnode addr>

Description

Defines a single node address to represent a group of node
addresses which are actually IP aliases on the same physical server.
To determine if the nodes associated with the representative node
alias are available, the BIG/ip Controller sends a single node ping
to the node alias, rather than an individual ping to each node
address.

Note that you may also find this feature useful for nodes that are
configured for service check, as long as each node uses the same
port number.

Defining a node alias

Use the following syntax to define the node alias for one or more
node addresses, wherpirgnode addr> is the node alias (the node
address that represents the group):

bigpipe alias <node addr> [...<node addr>] pingnode <pingnode addr>

@ Note

The address that serves as the node aligsiffgnode addr) must
be a node address that is already defined in one or more virtual
server mappings.

The following command defines a node alias for two node
addresses, 192.168.42.2 and 192.168.42.3. The BIG/ip Controller
performs node pings on the alias address 192.168.42.1 to determine
the availability of 192.168.42.2 and 192.168.42.3.

bigpipe alias 192.168.42.2 192.168.42.3 pingnode 192.168.42.1
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Deleting a node alias

The following command deletes the node alias defined for the
specific node:

bigpipe alias <node addr> delete

Displaying current node aliases

The following command displays all node aliases defined on the
BIG/ip Controller:

bigpipe alias show

The following command displays the node alias defined for a
specific node:

bigpipe alias <node addr> show
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configsync
bigpipe configsync [all]

Description

Synchronizes configurations of two BIG/ip Controllers in a
redundant system by copying the configuration file(s) from the
active system to the standby system.

Using theconfigsynccommand without thall option synchronizes
only the boot configuration filéetc/bigip.conf

Theall option changes the set of configuration files modified when
the command is executed. When you synchronize a configuration
usingconfigsync allcommand, the following configuration files

are copied to the other BIG/ip Controller:

O /etc/bigip.conf

0 /etc/bigd.conf

O /etc/bigip.interfaces
O /etc/hosts.allow

O /etc/netstart

0 /etc/ipfw.conf

0 /etc/rateclass.conf
O /etclipfwrate.conf

0 /etc/snmpd.conf

Be sure to save the current configuration to Abie/bigip.confile
before you use the config sync feature.

€ WARNING

If you are synchronizing a standby controller that already has
configuration information defined, we recommend that you back up
that controller’s original configuration file(s).
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conn
bigpipe conn [ <virt addr>[:<port>] ] dump

Description

Displays information about current client connections to virtual
addresses and virtual servers.

The following command displays all current client connections:
bigpipe conn dump

The output shows the source IP, virtual server and port, and node
connected to.

bigip conn dump

from vip node
100.100.100.30:49152 -> 100.100.100.100:23 -> 200.200.200.10:23
100.100.101.90:49153 -> 100.100.100.100:80 -> 200.200.200.10:80

Figure B.1 Formatted output of theonncommand

B-8 F5 Networks, Inc.



BIG/pipe Command Reference

-d

bigpipe -d [-]

bigpipe -d -f <filename>

Description

Parses the command line and checks syntax without executing the
specified command.

This distinguishes between valid and invalid commands, and is
particularly useful with thef option, to validate the configuration
file.

Use the-d command followed by a command that you want to
validate:

bigpipe -d vip 10.10.10.100:80 define 192.168.195.2:80

The command checks the syntax and logic, reporting any errors that
would be encountered if the command executed.

Use the-d command together with thé <filename>command to
validate and load the specified configuration file. For example, to
check the syntax of the configuration filetc/altbigpipe.confuse

the following command:

bigpipe -d -f /etc/altbigip.conf
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-f

bigpipe -f <filename>

Description

Resets all of the BIG/ip Controller settings and then loads the
configuration settings from the specified file, typically
/etc/bigip.confile, or another file you specify.

bigpipe -f /etc/bigip.conf

For testing purposes, you can save a test configuration by renaming
it to avoid confusion with the boot configuration file. To load a test
configuration, use thd command with the flename> parameter.

For example, if you renamed your configuration file to
/etc/bigtest.confthe test command would be:

bigpipe -f /etc/bigtest.conf
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failover
bigpipe failover active | standby | show

Description

Switches the BIG/ip Controller to be the active or the standby unit
in a redundant system. The BIG/ip Controller automatically
switches between active and standby modes, without operator
intervention.

Show the status of the controller with the following command:

bigpipe failover show

€ WARNING

A standby controller that has been put into active mode with this
command is not fully configured for operation as the active
controller in a redundant system. Important fail-over processes that
properly handle an actual fail-over are not invoked by thiover
command.
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gateway

bigpipe gateway failsafe arm | disarm | show

Description

Turns the gateway fail-safe feature on and off. This command is
supported only for redundant systems.

The typical use of gateway fail-safe is where active and standby
BIG/ip Controllers use different routers as gateways to the internet.
Fail-over is triggered if the gateway for the active controller is
unreachable. Note that this is not a condition that is reliably
detected by the interface fail-safe feature, but is reliably detected by
gateway fail-safe.

To arm fail-safe on the gateway:

bigpipe gateway failsafe arm

To disarm fail-safe on the gateway, enter the following command:
bigpipe gateway failsafe disarm

To see the current fail-safe status for the gateway, enter the
following command:

bigpipe gateway failsafe show
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-h and -help
bigpipe [-h | -help ]
Description
Displays thebigpipe command syntax or usage text for all current
commands.
@ Note

More detailed man pages are available for some indivichigpipe
commands. To display detailed online help for bthgpipe
command, typeman bigpipe
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interface

bigpipe
bigpipe
bigpipe
bigpipe

bigpipe

interface

interface

interface

interface

interface

<ifname> internal | external | show
<ifname> failsafe arm | disarm | show
<ifname> timeout <seconds> | show
<ifname> mac_masq <mac_addr> | show
<ifname> vlans enable | disable | show

Description

Displays names of installed network interface cards and allows you
to set properties for each network interface card.

@ Note

Interface fail-safe is not designed for gateway or node failure
detection, as it cannot detect router or node failures in instances
where other sources of Ethernet traffic are active on the interface.

Designating an internal or external interface

Use the following syntax to designate an interface as an internal or
external interface.

bigpipe interface <ifname> internal | external

The dfname> parameter takes a valid interface name such as:

0 exp0
This is an Intel NIC on interface O

O fpal
This is an FDDI NIC on interface 1

0 de2
This is a DEC/SMC NIC on interface 2

0 hmcO
This is a Gigabit Ethernet NIC on interface O
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The following example configures multiple (2) internal and one
external interface on the BIG/ip Controller:

bigpipe interface de2 internal
bigpipe interface fpal internal

bigpipe interface exp0 external

€ WARNING

Use caution when redefining internal and external interfaces.

When you reconfigure interfaces, make sure that you have set up the
interfaces you need for operation. It is possible to accidently take
the controller out of network service by redefining interfaces.

Displaying status for interfaces

Use the following syntax to display the current status and the
settings for all installed interface cards:

bigpipe interface show

Use the following syntax to display the current status and the
setting for a specific interface.

bigpipe interface <ifname> show

Arming and disarming the fail-safe mode

Use the following command to activate the BIG/ip Controller
interface fail-safe mode.

bigpipe interface <ifname> failsafe arm
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When armed, the active controller automatically fails over to the
standby controller whenever the active controller detects that there
is no activity on the specified interface, and subsequently detects no
activity on the interface in response to ARP requests. The default
fail-safe mode is set tdisarm

€ WARNING

You should arm the fail-safe mode only after you configure the
BIG/ip Controller, and both the active and standby units are ready
to be placed into a production environment.

Note that you must specify a default route before usingoibpipe
interface failsafecommand. You specify the default route in the
/etc/hostsand/etc/netstarfiles.

Use the following command to deactivate the BIG/ip Controller
interface fail-safe mode.

bigpipe interface <ifname> failsafe disarm

Setting the fail-safe timeout

Use the following syntax to set the amount of time, in seconds, that
an interface will be monitored for activity in response to a BIG/ip
Controller ARP request, in order to be designated operational.

bigpipe interface <ifname> timeout <seconds>

If no activity is detected on the interface within the specified time,
the BIG/ip Controller assumes that the interface is down. Note that
the default setting is 30 seconds.

Warning messages are generated after half of the specified timeout
period. Inthe case of an armed BIG/ip Controller in a BIG/ip
redundant system, traffic is switched from the active unit to the
standby unit at the end of the timeout period. Note that the fail-safe
timeout is used only if the fail-safe option is armed on the interface.

Viewing the timeout setting

Use the following syntax to view the fail-over timeout setting for a
specific interface:
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bigpipe interface <ifname> timeout show

Displaying the current fail-safe status

Use the following syntax to display the current status and settings
for the BIG/ip Controller fail-safe mode:

bigpipe interface failsafe show

Setting the MAC masquerade address

Sharing the MAC masquerade address makes it possible to use
BIG/ip Controllers in a network topology using secure hubs. You
can view the media access control (MAC) address on a given
controller using the following command:

Isbin/ifconfig -a

Use the following syntax to set the MAC masquerade address that
will be shared by both BIG/ip Controllers in the redundant system.

bigpipe interface <ifname> mac_masgq <MAC addr>

@ WARNING

You must specify a default route before usingrttee_masq
command. You specify the default route in fste/hostsand
/etc/netstarfiles.

Find the MAC address on both the active and standby units and
choose one that is similar but unique. A safe technique for
choosing the shared MAC address follows:

Suppose you want to set upac_masqon the external interfaces.
Using theifconfig -a command on the active and standby units, you
note that their MAC addresses are:

Active: exp0 = 0:0:0:ac:4c:a2

Standby: exp0 = 0:0:0:ad:4d:f3
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In order to avoid packet collisions, you now must choose a unique
MAC address. The safest way to do this is to select one of the
addresses and logical®R the first byte withOx40. This makes

the MAC address a locally administered MAC address.

In this example, either 40:0:0:ac:4c:a2 or 40:0:0:ad:4d:f3 would be
a suitable shared MAC address to use on both BIG/ip Controllers in
the redundant system.

The shared MAC address is used only when the BIG/ip Controller
is in active mode. When the unit is in standby mode, the original
MAC address of the network card is used. On startup, or when
transitioning from standby mode to active mode, the BIG/ip
Controller sends gratuitous ARP requests to notify the default
router and other machines on the local Ethernet segment that its
MAC address has changed. See RFC 826 for more details on ARP.

@ Note

You can use the same technique to configure an internal interface
MAC address.

Enabling VLAN communication for an interface

If you want to use IEEE 802.1q VLAN Trunk mode, then VLAN
tags must be enabled on the BIG/ip Controller internal interface
using thebigpipe interface command.

Use the following syntax to enable, disable or show the VLAN
status of the specified interface:

bigpipe interface <ifname> vlans enable | disable | show
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Ib

bigpipe
bigpipe
bigpipe
bigpipe
bigpipe
bigpipe
bigpipe

bigpipe

show
round_robin
ratio

priority
fastest
least_conn
predictive
observed

Description

Sets the load balancing mode for all virtual servers.
Setting the load balancing mode

Use the following syntax to set the load balancing mode:
bigpipe Ib <mode name>

The mode names allowed are displayed in the syntax section above.

The command below sets the load balancing mode to Least
Connections, which routes new connections to the node which
currently maintains the least number of connections.

bigpipe Ib least _conn

Viewing the currently selected load balancing mode

The following command displays the currently selected load
balancing mode.

bigpipe Ib show
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maint
bigpipe maint

Description

Toggles a BIG/ip Controller into and out of Maintenance mode.
When in Maintenance mode, a BIG/ip Controller accepts no new
connections, but it does allow existing connections to complete.

Themaint command interactively prompts you to enter or exit the
maintenance mode.

bigpipe maint

If the BIG/ip Controller is already in maintenance mode, ttingint
command takes the BIG/ip Controller out of maintenance mode. If
the BIG/ip Controller is in maintenance mode for more than 20
minutes, the BIG/ip Controller immediately begins to accept new
connection requests.

If the BIG/ip Controller has been in maintenance mode for more
than 20 minutes, it automatically updates all network ARP caches;
this process normally takes a few seconds. However, you can speed
the process up by reloading the configuration file, using the
following command:

bigpipe -f /etc/bigip.conf
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mirror
bigpipe mirror enable | disable | show

Description

Enables and disables mirroring between active and standby BIG/ip
Controllers. Mirroring ensures that persistence and connection
information on the active controller is duplicated on the standby
controllers. This command enables and disables mirroring for all
virtual servers.

To enable mirroring on a redundant system:

bigpipe mirror enable

To disable mirroring on a redundant system:

bigpipe mirror disable

To show the current status of mirroring on a redundant system:

bigpipe mirror show
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nat

bigpipe nat <node addr> to <NAT addr>[/<bitmask>] [<ifname>]

bigpipe nat <node addr> to <NAT addr> netmask <netmask> \
[broadcast <broadcast_ip>] [<ifname>]

bigpipe nat <node addr> [...<node addr>] delete
bigpipe nat <NAT addr> [...<NAT addr>] delete
bigpipe nat [<NAT addr> [...NAT addr>] ] show

bigpipe nat [<node addr> [..<node addr>] ] show

Description

Defines an IP address, routable on the external network, that a node
can use to initiate connections to hosts on the external network and
receive direct connections from clients on the external network.

The NAT command defines a mapping between the IP address of a
server behind the BIG/ip Controllenode addr> and an unused
routable address on the network in front of the BIG/ip Controller
<NAT addr >.

Defining a NAT

A NAT definition maps the IP address of a nodeode addr>to a
routable address on the external interfad&d¥ addr >, and can
include an optional interface and netmask specification. Use the
following syntax to define a NAT:

bigpipe nat <node addr> to <NAT addr>[/<bitmask>] [<ifname>]

The dfname> parameter is the internal interface of the BIG/ip
Controller through which packets must pass to get to the destination
internal address. The BIG/ip Controller can determine the interface
to configure for the NAT in most cases. Thérame> parameter is
useful, for example, where there is more than one internal interface.

The following example shows a NAT definition:
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bigpipe nat 10.10.10.10 to 10.12.10.10/24 expl

Deleting NATs

Use the following syntax to delete one or more NATs from the
system:

bigpipe nat <node addr> [...<node addr>] delete

Displaying status of NATs

Use the following command to display the status of all NATs
included in the configuration:

bigpipe nat show

Use the following syntax to display the status of one or more
selected NATs:

bigpipe nat <node addr> [...<node addr>] show

NAT { 10.10.10.3 to 9.9.9.9 }

(pckts,bits) in = (0, 0), out = (0, 0)

NAT { 10.10.10.4 to 12.12.12.12

netmask 255.255.255.0 broadcast 12.12.12.255 }
(pckts,bits) in = (0, 0), out = (0, 0)

Additional Restrictions

Thenat command has the following additional restrictions:

O The IP address defined in temode addr>parameter must be
routable to a specific server behind the BIG/ip Controller.

O You must delete a NAT before you can redefine it.

0 The interface for a NAT may only be configured when the NAT is

first defined.
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node

bigpipe node <node addr>[:<port>][...<node addr>[:<port>]] \
enable | disable

bigpipe node [<node addr>[:<port>][...<node addr>[:<port>]] ] show

bigpipe node <node addr>[:<port>][...<node addr>[:<port>]] \
limit <max conn>

Description

Displays information about nodes and allows you to set properties
for nodes, and node addresses.

Enabling and disabling nodes and node addresses

To enable a node address, useribdecommand with a node
address and thenableoption:

bigpipe node 192.168.21.1 enable

To disable a node address, use tioele command with thelisable
option:

bigpipe node 192.168.21.1 disable

To enable a node address, useribdecommand with a node
address and port, and theableoption:

bigpipe node 192.168.21.1:80 enable

To disable one or more node addresses, usaddecommand
with disable option:

bigpipe node 192.168.21.1:80 disable

Setting connection limits for nodes

Use the following command to set the maximum number of
concurrent connections allowed on a node:

bigpipe node 192.168.21.1:80 limit 100
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Note that to remove a connection limit, you also issue the preceding
command, but set thergax conr> variable to0 (zero):

Setting connection limits for node addresses

Use the following command to set the maximum number of
concurrent connections allowed for a node addresses:

bigpipe node 192.168.21.1 limit 100

To remove a connection limit, you also issue the above command,
but set the snax conn> variable to O (zero).

Displaying status of all nodes
bigpipe node show

When you issue theode showcommand, the BIG/ip Controller
displays the node statusgor dowr), and a node summary of
connection statistics, which is further broken down to show
statistics by port. The report shows the following information:

O current number of connections

O total number of connections made to the node since last boot

O maximum number of concurrent connections since the last boot
O concurrent connection limit on the node

O the total number of connections made to the node since last boot
O total number of inbound and outbound packets and bits

Figure B.2 shows the output of this command:

bigpipe node 192.168.200.50:20
NODE 192.168.200.50 UP
| (cur, max, limit, tot) = (0, 0, 0, 0)
| (pckts,bits) in = (0, 0), out = (0, 0)
+-  PORT 20 UP
(cur, max, limit, tot) = (0, 0, 0, 0)
(pckts,bits) in = (0, 0), out = (0, 0)

Figure B.2 Node status and statistics
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Displaying the status of individual nodes and node
addresses

Use the following command to display status and statistical
information for a node addresses:

bigpipe node 192.168.21.1 show

The command reads the status of each node address, the number of
current connections, total connections, and connections allowed,
and the number of cumulative packets and bits sent and received.

Use the following command to display status and statistical
information for one or more specific nodes:

bigpipe node 192.168.21.1:80 show

Setting connection limits for individual nodes and
node addresses

Use the following command to set the maximum number of
concurrent connections allowed for one or more nodes:

bigpipe node 192.168.21.1:80 limit <max conn>

Note that to remove a connection limit, you also issue the above
command, but you set thewax conre variable to 0 (zero).

Use the following command to set the maximum number of
connections allowed for a node addresses:

bigpipe node <192.168.21.1> limit <max conn>

Note that to remove a connection limit, you also issue the above
command, but you set thewax conr> variable to 0 (zero).
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persist

bigpipe persist <port> [...<port>] <seconds>

bigpipe persist [<port> [...<port>] ] show | dump

Description

Enables or disables simple persistence on one or more virtual ports.
Persistence tracks the source IP addresses and ports of all incoming
requests, and the nodes and ports that hosted the request. It forces
new connections from the source address to use the same node as
used by the prior connection from that source IP address and port.
A configurable time limit determines how long the BIG/ip

Controller retains persistent connection information. By default,
persistence is disabled on all ports. Persistence is affected by
certain system control variables.

Setting a persistence timeout

Use the following syntax to set the number of seconds for which the
BIG/ip Controller maintains persistent connection information on a
specific virtual port:

bigpipe persist <port> <seconds>
Set seconds to 0 to turn persistence off for a specific virtual port.

Displaying persistence settings for virtual ports

Use the following syntax to display the number of seconds for
which the BIG/ip Controller maintains persistent connection
information for all virtual ports that have persistence turned on:
bigpipe persist show

Use the following syntax to display persistence settings for a
specific virtual port:

bigpipe persist <port> show
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Displaying persistent connections on a virtual port

Use the following syntax to display information about current
persistent connections on a virtual port:

bigpipe persist [<port>] [...port] dump

B -28 F5 Networks, Inc.



BIG/pipe Command Reference

port

bigpipe port <port> [...<port>] limit <max conn>

bigpipe port <port> [...<port>] enable | disable | show

Description

Enables and disables network traffic on virtual ports, and also sets
connection limits on ports. You can use standard port numbers,
service or port names (for exampleww, http or 80) for the

<port> parameter. Note that the port settings you define with this
command control the port service for all virtual servers that use the
port. By default, all ports are disabled.

A portis any valid port number, between 0 and 65535, inclusive, or
any valid service name in thetc/servicedile.

Allowing and denying virtual ports

You can enable or disable traffic to specific virtual ports. The
default setting for all virtual ports is disabled. Use the following
syntax to allow one or more virtual ports:

bigpipe port <port> [...<port>] enable
To deny access to one or more virtual ports:
bigpipe port <port> [...<port>] disable

Setting connection limits on ports

Use the following syntax to set the maximum number of concurrent
connections allowed on a virtual port. Note that you can configure
this setting for one or more virtual ports.

bigpipe port <port> [...<port>] limit <max conn>

To turn off a connection limit for one or more ports, use the
preceding command, setting thenax conr> parameter t® (zero):

bigpipe port <port> [...<port>] limit 0
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Displaying the status of all virtual ports

Use the following syntax to display the status of virtual ports
included in the configuration:

bigpipe port show

Displaying the status for specific virtual ports

Use the following syntax to display the status of one or more virtual
ports:

bigpipe port <port> [...<port>] show

Figure B.3 shows a sample of formatted output of the port
command.

bigpipe port telnet show

PORT 23 telnet enable
(cur, max, limit, tot, reaped) = (37,73,100,691,29)
(pckts,bits) in = (2541, 2515600), out = (2331, 2731687)

Figure B.3 Formatted output oport command showing the Telnet port statistics
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-r
bigpipe -r

Description

Use the following syntax to clear the defined kernel and counter
values from memory:

bigpipe -r

@ WARNING

This command should be used with caution. All throughput is
stopped when you run this command.

Typically, this command is used on a standby BIG/ip Controller
prior to loading a newetc/bigip.confile that contains newping
andtreaper values.

For example, you can execute the following commands on a
standby BIG/ip Controller:

bigpipe -r
bigpipe -f <filename>

This sequence of commands ensures that only the values set in the
<filename> specified are in use.
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ratio

bigpipe ratio [<node addr>] [node addr> ...] show

bigpipe ratio <node addr> [<node addr>...] <weight>

Description

This command provides two functions related to load balancing:

0 For the Ratio load balancing mode, the command sets the weight
or proportions for one or more node addresses.

0 For the Priority load balancing mode, the command sets the
priority level. Note that multiple node addresses can have the
same priority level setting.

Setting ratio weight for one or more node
addresses

The default ratio setting for any node address.idf you use the

Ratio or Priority load balancing modes, you must set a ratio other
than1l for at least one node address in the configuration. If you do
not change at least one ratio setting, the load balancing modes have
the same affect as the Round Robin load balancing mode.

Use the following syntax to set the ratio for one or more node
addresses:

bigpipe ratio <node addr> [...<node addr>] <weight>

For example, the following command sets the ratio weight to 3 for a
specific node address:

bigpipe ratio 192.168.103.20 3

Displaying the ratio weights for node addresses

The following command displays the current ratio weight settings
for all node addresses.

bigpipe ratio show

The command displays the following output:

B-32 F5 Networks, Inc.



BIG/pipe Command Reference

192.168.200.51 ratio

1
w

192.168.200.52 ratio

1}
[N

Displaying ratio weight for specific node addresses

Use the following syntax to display the ratio setting for one or more
node addresses:

bigpipe ratio <node addr> [...<node addr>] show

‘ Note

The <weight> parameter must be a whole number, greater than or
equal to 1.
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-S

bigpipe -s [ <filename> | - ]

Description

Writes the current BIG/ip Controller configuration settings from
memory to the default boot configuration file named
letc/bigip.conf

You can use a hyphen charactet')'in place of a file name to
display the configuration on the standard output device.

bigpipe -s -

If you are testing and integrating BIG/ip Controllers into a network,
you may want to use multiple test configuration files. Use the
following syntax to write the current configuration to a filename
that you specify:

bigpipe -s <filename>

For example, the following command saves the current
configuration from memory to an alternate configuration file named
/etc/bigip.conf2

bigpipe -s /etc/bigip.conf2
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shat

bigpipe snat map default to <SNAT addr> [<ifname>] [netmask <ip>]

bigpipe snat map <node addr> [...<node addr>] to \
<SNAT addr> [netmask <ip>]

bigpipe snat <SNAT addr> [...<SNAT addr>] delete

bigip snat default delete

bigpipe snat default dump [verbose]

bigpipe snat [<node addr> [..<node addr>] ] dump [verbose]
bigpipe snat globals show

bigpipe snat default show

bigpipe snat [<node addr> [..<node addr>] ] show

bigpipe snat limit <max conn>

bigpipe snat default limit <max conn>

bigpipe snat <node addr> [...<node addr>] limit \
<max conn>

bigpipe snat <node addr> [...<node addr>] mirror \
enable | disable

bigpipe snat default mirror enable | disable

bigpipe snat <node addr> [...<node addr>] timeout tcp | udp \
<seconds>

bigpipe snat [default] timeout tcp | udp <seconds>
bigpipe snat <SNAT addr> [...<SNAT addr>] stats reset

bigpipe snat default stats reset
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Description

Defines one or more addresses that nodes can use as a source IP
address when initiating connections to hosts on the external
network. Note that clients cannot use SNAT addresses to connect
directly to nodes.

Defining the default SNAT

Use the following syntax to define the default SNAT. If you use the
netmask parameter and it is different from the external interface
default netmask, the command sets the netmask and derives the
broadcast address.

bigpipe snat map default to <SNAT addr> [<ifname>] [netmask <ip>]
Creating individual SNAT addresses
The followingbigpipe command creates a SNAT mapping:

bigpipe snat map <node addr> [...<node addr>] to \
<SNAT addr> [<ifname>] [netmask <ip>]

If the netmask is different from the external interface default
netmask, the command sets the netmask and derives the broadcast
address.

Deleting SNAT Addresses

The following syntax deletes a specific SNAT:
bigpipe snat <SNAT addr> | default delete
Showing SNAT mappings

The following bigpipe command shows mappings:
bigpipe snat [<SNAT addr>] [...<SNAT addr>] show
bigpipe snat default show

The following command shows the current SNAT connections:
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bigpipe snat [<SNAT addr>] [...<SNAT addr>] dump [ verbose ]
bigpipe snat default dump [ verbose ]

The optionalverbosekeyword provides more detailed output.

The following command prints the global SNAT settings:

bigpipe snat globals show

Limiting connections

Use the following commands to set the maximum number of
concurrent connections allowed for one or more SNAT addresses.
Zero indicates no limit.

bigpipe snat 192.168.12.3 limit <max conn>

The default SNAT address connection limit is set with the following
command:

bigpipe snat default limit <max conn>
Set global concurrent connection limit:
bigpipe snat limit <max conn>

Enabling mirroring for redundant systems

The following example sets SNAT mirroring for all SNAT
connections originating at 192.168.225.100 :

bigpipe snat 192.168.225.100 mirror enable

Setting idle connection timeouts

Use the following command to set the timeout for idle TCP
connections:

bigpipe snat timeout tcp <seconds>
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Use the following command to set the timeout for idle UDP
connections. Note that you must have a timeout set for UDP
connections; zero is not allowed:

bigpipe snat timeout udp <seconds>

Use the following command to set the timeout for idle TCP
connections originating at this node address. Setands to 0
(zero) to disable TCP timeout for these nodes.

bigpipe snat <node addr> [...<node addr>] timeout tcp <seconds>

Use the following command to set the timeout for idle TCP
connections originating at the default node address. Sstends
to O (zero) to disable TCP timeout for these nodes.

bigpipe snat default timeout tcp <seconds>
Use the following syntax to set the timeout for idle UDP

connections originating at this node address. Note that you must
have a timeout set for UDP connections; zero is not allowed:

bigpipe snat <node addr> [...<node addr>] timeout udp <seconds>

Use the following syntax to set the timeout for idle UDP
connections originating at the default SNAT address. Note that you
must have a timeout set for UDP connections; zero is not allowed:

bigpipe snat default timeout udp <seconds>

Clearing statistics

You can reset statistics by node or by SNAT address. Use the
following syntax to clear all statistics for one or more nodes:

bigpipe snat <node addr> [ ...<node addr> ] stats reset

Use the following syntax to clear all statistics for one or more
SNAT addresses:

bigpipe snat <SNAT addr> [ ...<SNAT addr> ] stats reset
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Use the following command to reset the statistics to zero for the
default:

bigpipe snat default stats reset
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summary

bigpipe summary

Description
Displays a summary of current usage statistics.

The output display format for theummary command is shown in
Figure B.4.
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Figure B.4 Summaryoutput display
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For detailed descriptions of each of statistic displayed by the
summary command, refer t&Jsing the BIG/pipe command utility
as a monitoring toglon page 6-3.
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timeout_node

bigpipe timeout_node show

bigpipe timeout_node <seconds>

bigpipe timeout_node 0

Description

Sets the amount of time that a server has to respond to a BIG/ip
Controller ping in order for the server to be markea If a server

fails to respond within the specified time, the BIG/ip Controller
assumes that the server is down, and the BIG/ip Controller no
longer sends requests to the services hosted by the server. If the
server responds to the next ping, or to subsequent pings, the BIG/ip
Controller then marks the servep, and resumes sending requests
to those services.

The default is 15 seconds.

Displaying the current timeout value

Use the following command to display the current timeout setting
for node ping:

bigpipe timeout_node show

Setting a timeout value for node ping

Use the following syntax to set the timeout setting for node ping:
bigpipe timeout_node <seconds>

The sample command below sets the time-out to 33 seconds.
bigpipe timeout_node 33

Disabling node ping

To disable node ping, you simply set the node ping timeout value to
0 (zero):
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bigpipe timeout_node 0

@ WARNING

Node ping is the only form of verification that the BIG/ip Controller
uses to determine status on node addresses. If you turn node ping
off while one or more node addresses are curredtyn, the node
addresses remain markeibwn until you turn node ping back on

and allow the BIG/ip Controller to verify the node addresses again.
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timeout_svc

bigpipe timeout_svc [<port>] show

bigpipe timeout_svc <port> <seconds>

bigpipe timeout_svc <port> 0

Description

Sets the amount of time that a specific node has to respond to a
service check issued by the BIG/ip Controller. There are three
types of service checks, each of which is affected by this setting:

0 Simple Service check where the BIG/ip Controller attempts to
establish a connection to the service hosted by the node

0 Extended content verification where the BIG/ip Controller
requests specific content from the node

0 Extended application verification where the BIG/ip Controller
executes an external service check program that verifies whether
or not specific content is available on the node

If a node fails to respond to any type of service check within the
specified time, the BIG/ip Controller assumes that the service is
down and no longer sends client requests to the service. If the node
responds to the next service check, or to subsequent service checks,
the BIG/ip Controller marks the serviesm, and resumes sending
requests to the service.

€ WARNING

The BIG/ip Controller does not attempt to detect the status of a
node if node ping is turned ofbigd -n) and thetimeout_svand
tping_svevalues are set to O for a particular node.

Thetimeout_svcdefault for each port is set t which disables
service checks on the port.

Note that the BIG/ip Controller monitors only those services that
have atimeout_svcvalue greater than 0.
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Setting the service check timeout

Use the following syntax to set the service check timeout for a
specific node port. Note that this setting applies to all nodes that
use the port.

bigpipe timeout_svc <port> <seconds>

For example, the following command sets the service check timeout
on port 80 to 120 seconds:

bigpipe timeout_svc 80 120

Disabling the service check

To disable service check on a specific port, use the above command,
but set the seconds parameter to zero:

bigpipe timeout_svc <port> 0

Displaying service check timeouts

Use the following command to display the current service check
timeout settings for all ports:

bigpipe timeout_svc show
The system displays the following output:
port 80 timeout after 120 seconds

The system only displays ports that have a timeout set to a value
other than 0.

Use the following syntax to display the current service check
timeout setting for a specific port:

bigpipe timeout_svc <port> [show]

F5 Networks, Inc.



BIG/pipe Command Reference

tping_node
bigpipe tping_node show

bigpipe tping_node <seconds>

Description

Sets the interval (in seconds) at which a BIG/ip Controller issues a
ping to each server managed by the BIG/ip Controller. If a specific
server responds to the ping within a set time, the server is marked
up and the BIG/ip Controller sends connections to the services
hosted by that server. If a server fails to respond to a ping within
the specified time, the BIG/ip Controller assumes that the server is
no longer available, and it marks the nadiavn

Note that thedimeout_nodesetting determines the number of
seconds that a server has to respond to the ping issued by the BIG/ip
Controller.

The default setting fotping_nodeis 5 seconds.

Setting a node ping interval

Use the following syntax to set the number of seconds which a
server has to respond to a ping issued by the BIG/ip Controller:

bigpipe tping_node <seconds>

Disabling node ping

To turn node ping off, simply set the interval @seconds:
bigpipe tping_node 0

Displaying the current node ping setting

Use the following command to display the current node ping
setting:

bigpipe tping_node show
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tping_svc

bigpipe tping_svc show

bigpipe tping_svc <port> <seconds>

bigpipe tping_svc <port> 0

Description

Sets the interval (in seconds) at which BIG/ip Controller issues a
service check to one or more specific nodes included in the
configuration. There are three types of service check, each of
which is affected by this setting:

0 Simple Service check where the BIG/ip Controller attempts to
establish a connection to the service hosted by the node

0 Extended content verification where the BIG/ip Controller
requests specific content from the node

0 Extended application verification where the BIG/ip Controller
executes an external service check program that verifies whether
or not specific content is available on the node

If a node fails to respond to a service check within the time
specified by théimeout_svcsetting, the BIG/ip Controller marks
the servicedlown and no longer routes client requests to it.

@ WARNING

The BIG/ip Controller does not attempt to detect the status of a
node if node ping is turned ofbigd -n) and thetimeout_svand
tping_svcevalues are set to O for a node.

Setting global service check intervals for a node
port

Use the following syntax to set a service check interval for a
specific node port.

bigpipe tping_svc <port> <seconds>
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Use the following syntax to turn service check off for a specific
node port.

bigpipe tping_svc <port> 0

Displaying the current service check interval

Use the following syntax to display the intervals at which the
BIG/ip Controller issues service checks to all nodes configured for
service check:

bigpipe tping_svc show
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treaper

bigpipe treaper show

bigpipe treaper <port> <seconds>

bigpipe treaper <port> 0

Description

Sets the expiration time for idle TCP connections on a specific port.
An idle connection is one in which no data has been received or
sent for the number of seconds specified bytteaper command.
Thetreaper default value is 0 seconds, meaning that no idle
connections are terminated. Rozaper to be effective, you should
setits value to be greater than the configured timeout for the service
daemons installed on your nodes.

Thetreaper command clears the connection tables, avoiding
memory problems due to the accumulation of dead, but not
terminated, connections.

Setting the idle TCP connection timeout for a virtual
port

Use the following syntax to set an inactive connection timeout for
one or more virtual ports:

treaper <port> <seconds>

To turn inactive connection timeout off, use the same command but
set the number of seconds to zero:

treaper <port> 0

@ Note

Typical settings include 120s for 25/SMTP, 120s for 80/www, 300-
600 for 20/ftp-data and 21/ftp-data.
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Displaying the current inactive connection timeout

Use the following syntax to display the current number of seconds
that connections are allowed to remain idle before being dropped:

bigpipe treaper show
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udp

bigpipe udp [<port> [...port] ] show

bigpipe udp <port> [...<port>] <seconds>

bigpipe udp <port> 0

Description

Theudp command enables UDP traffic on virtual ports and also
sets a timeout for idle UDP connections. UDP traffic is enabled
only when the timeout is set to a value greater than 0 (zero). You
can disable UDP traffic on a port by setting the idle connection
timeout to O (zero). By default, UDP is disabled on all ports.
Setting the idle connection timeout for UDP traffic

Use the following syntax to set the UDP timeout on one or more
virtual ports, where theseconds parameter is the number of
seconds before an idle connection is dropped:

bigpipe udp <port> <seconds>

For example, the following command sets the UDP timeout to 300
seconds for port 53:

bigpipe udp 53 300

To turn UDP timeout off for a virtual port, use the above command,
setting the seconds parameter to zero:

bigpipe udp <port> 0

Displaying UDP settings

Use the following command to display the UDP timeout setting for
all ports that allow UDP:

bigpipe udp show
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Use the following syntax to display the timeout setting for a
specific virtual port that allows UDP:

bigpipe udp <port> show
The system displays the output:

port 53 idle udp connections expire after 300
seconds
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-V
bigpipe -v

Description
Displays version number of the BIG/pipe command utility.

For examplebigpipe -v displays the following output:

bigpipe: 2.1
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version
bigpipe version

Description

Displays the version number of the BIG/ip Controller’s operating
system.

Thebigpipe versioncommand outputs the following version
information:

BIG/ip: version 2.1
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vip

vip <virt addr>[:<port>] [/<bitmask>] [<ifname> | none ] define \
<node addr>[:<port>] [...<node addr>[:<port>] ] [special ss| \
<seconds> <seconds>]

vip <virt addr>[:<port>] netmask <ip> [broadcast <ip>] \
[<ifname> | none ] define <node addr>[:<port>] \
[...<node addr>[:<port>] ] [special ssl <seconds> <seconds>]

vip [<virt addr>[:<port>]] [...<virt addr>[:<port>] ] show

vip <virt addr>[:<port>] [<ifname>] [ ... <virt addr>[:<port>] ] \
enable | disable | delete

vip <virt addr>[:<port>] [... <virt addr>[:<port>]] limit \
<max conn>

vip <virt addr>:<port> mirror conn enable | disable | show

vip <virt addr>:<port> mirror persist enable | disable | show

vip <virt addr>:<port> persist show | dump | value

vip <virt addr>:<port> persist mask <ip> | none | show

vip 0.0.0.0:<port> sticky [ enable | disable | show | clear | dump ]
vip 0.0.0.0:<port> sticky mask [ <ip> | none | show ]

vip sticky dump

vip sticky clear

Description

Creates, deletes, and displays information about virtual servers.
This command also sets mirroring, persistence, connection limits,
and timeouts on a virtual server.
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Defining a virtual server

Virtual servers are port-specific, and if you are configuring a site
that supports more than one service, you need to configure one
virtual server for each service offered by the site. Use the following
syntax to define an individual virtual server and the node or nodes
to which the virtual server maps:

bigpipe vip <virt addr>:[<port>] define <node addr>[:<port>] \
[...<node addr>[:<port>] ]

For example, the following command configures a virtual server
that uses three nodes. In the example, two of the nodes do not use
port 80, the standard HTTP port. Node port numbers do not
necessarily have to match the virtual server’s port number.

bigpipe vip 192.168.140.100:80 define 192.168.11.22:80 \
192.158.11.23:8080 192.168.11.23:8050

Note that if you want to add or remove a node from a virtual server,
you must redefine the virtual server. You cannot add or remove
individual nodes from a virtual server mapping without redefining
the virtual server itself.

The following example shows a similar definition where host

names are used in place of IP addresses, and service names are used
in place of port numbers. Note that if you use service names, the
default port number associated with that service is used.

bigpipe vip www.SiteOne.com:http define NodeOne:http NodeTwo:http \
NodeThree:http

If you are using non-default ports to host a specific service, you

should use the port number in the definition rather than the service
name.

Displaying information about virtual servers

Use the following syntax to display information about all virtual
servers included in the configuration:

bigpipe vip show
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Use the following syntax to display information about one or more
virtual servers included in the configuration:

bigpipe vip <virt addr>:<port> [...<virt addr>:<port>] show

The command displays information such as the nodes associated
with each virtual server, the nodes’ status, and the current, total, and
maximum number of connections managed by the virtual server
since the BIG/ip Controller was last rebooted.

Defining an interface for a virtual server

If you have multiple external interfaces, you can specify one of
them when you define a virtual server. If you specify an interface
name, the BIG/ip Controller responds to ARP requests for the
virtual address. If you do not specify an interface name, the BIG/ip
Controller responds to ARP requests for the virtual server only on
the default interface. If you do not want the BIG/ip Controller to
respond to ARP requests on any interface, use the optoein

place of the an kname> parameter.

(Use thebigpipe interface showcommand to see a list of
interfaces).

All virtual servers that share a virtual address must use the same
external interface. Changing the interface for a virtual server
changes the interface for all virtual servers having the same virtual
address.

Setting a user-defined netmask and broadcast

The default netmask for a virtual address, and for each virtual
server hosted by that virtual address, is determined by the network
class of the IP address entered for the virtual server. The default
broadcast is automatically determined by the BIG/ip Controller, and
it is based on the virtual address and the current netmask. You can
override the default netmask and broadcast for any virtual address.

All virtual servers hosted by the virtual address use the netmask and
broadcast of the virtual address, whether they are default values or
they are user-defined values.
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Note that if you want to use a custom netmask and broadcast, you
define both when you define the virtual server:

bigpipe vip <virt addr>[:<port>] netmask <ip> [broadcast <ip>] \
[<ifname>] define <node addr>[:<port>] [... <node addr> \
[:<port>] ]

@ Note

For most configurations, the BIG/ip Controller correctly calculates
the broadcast based on the IP address and the netmask. A user-
defined broadcast address is not necessary.

Again, even when you define a custom netmask and broadcast in a
specific virtual server definition, the settings apply to all virtual
servers that use the same virtual address. The following sample
command shows a user-defined netmask and broadcast:

bigpipe vip www.SiteOne.com:http netmask 255.255.0.0 \
broadcast 10.0.140.255 define NodeOne:http NodeTwo:http

The/bitmask option shown in the following example applies
network and broadcast address masks. In this example, a 24-bit
bitmask sets the network mask and broadcast address for the virtual
server:

bigpipe vip 206.168.225.1:80/24 define 192.198.255.1

You can generate the same broadcast address by applying the
255.255.255.0 netmask. The effect of the bitmask is the same as
applying the 255.255.255.0 netmask. The broadcast address is
derived as 206.168.225.255 from the network mask for this virtual
server.

Setting properties on a virtual server

You can set the following properties on a virtual server:
0 Cookie persistence
O A connection limit
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0 An SSL persistence timeout and an SSL session ID record
timeout

0 Mirroring persistence and connection state information from
active controller to standby controller.

To activate HTTP cookie persistence from the command
line

To activate HTTP cookie persistence from the command line, use
the following syntax:

bigpipe vip <virt addr>:<service> define <node addr> [...<node
addr>] special cookie <mode name> <timeout>

For the<mode name>, type Insert, Rewrite, or Passive. The
<timeout> value for the cookie is written using the following
format:

<days>d hh:mm:ss

Setting a connection limit

The default setting is to have no limit to the number of concurrent
connections allowed on a virtual server. You can set a concurrent
connection limit on one or more virtual servers using the following
command:

bigpipe vip <virt addr>[:<port>] [...<virt addr>[:<port>] ] limit \

<max conn>

The following example shows two virtual servers set to have a
concurrent connection limit of 5000 each:

bigpipe vip www.SiteOne.com:http www.SiteTwo.com:ssl limit 5000

To turn the limit off, set the max conr> variable to zero:

bigpipe vip <virt addr>[:<port>] [...<virt addr>[:<port>] ] limit O
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Defining SSL persistence settings

You can turn on SSL persistence for a virtual server when you
define the virtual server. The command includes parameters for
setting the persistence timeout, as well as an inactive connection
timeout for SSL session ID records:

bigpipe vip <virt addr>[:<port>] define <node addr>[:<port>] \
[...<node addr>[:<port>] ] [special ssl <persistence timeout> \
<ssl session id timeout>]

Note that if you want to change SSL settings on an existing virtual
server, you must redefine the virtual server, including the nodes to
which the virtual server maps and the SSL persistence settings. To
turn SSL persistence off, use the above command, setting both the
<persistence timeout and <ssl session id timeout parameters to

0:

bigpipe vip <virt addr>[:<port>] define <node addr>[:<port>] \
[...<node addr>[:<port>] ] special ssl 0 0

The following example shows a virtual server set to use SSL
persistence where SSL persistence is maintained by the BIG/ip
Controller for 36000 seconds, and SSL session id records are
maintained for 60000 seconds:

bigpipe vip 210.12.140.11:443 define NodeOne:ssl NodeTwo:ss| \
special ssl 36000 60000

Setting sticky persistence for Transparent Node
Mode

BIG/ip Controllers are enhanced with special persistence features
for balancing caching proxy server load. This special persistence,
calledstickypersistence, is configurable to let you designate a
proxy server in an array to cache content from a specified IP
address range. The BIG/ip Controller can send all packets within
the IP range to the proxy server where it is cached. The
connections are directed to the proxy where the destination is
cached.
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To further optimize a proxy array using sticky persistence, you can
partition the global internet address space across the array of proxy
servers. Asticky maskcan be defined for each virtual server.

Sticky entries do not timeout, so traffic goes to the same firewall
indefinitely. A limiting mechanism is built into the BIG/ip

Controller to control the amount of memory consumed by sticky
entries. Once the limit is reached, further attempts to write new
sticky entries fail, and are logged ("bigip: Reached maximum # of
sticky entries. Entry not added.”). In this case, instead of reaping
useless entries, make the sticky mask less specific so it groups more
addresses together. Since sticky entries do not time out, use the
clear command to delete all the entries.

As with other methods of persistence, sticky persistence can be
configured using sysctl variables
bigip.persist_any_port_same_vipandbigip.persist_any_vip

These define whether each virtual server maintains its own list of
persistence entries, or whether the entries are shared among virtual
servers. The sticky pesistence uses these settings as they are
documented for simple persistence.

Use the following command to turn sticky feature on for the virtual
server:

bigpipe vip 0.0.0.0:<port> sticky enable

Use the following command to turn sticky feature off for the virtual
server:

bigpipe vip 0.0.0.0:<port> sticky disable

Use the following command to show whether sticky is on or off for
the virtual server:

bigpipe vip 0.0.0.0:<port> sticky show

Use the following command to list sticky entries for the virtual
server:

bigpipe vip 0.0.0.0:<port> sticky dump
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Figure B.5 displays the output of a sticky dump for a virtual server
with a sticky mask of 192.0.0.0:

Sticky Address Firewall/Node

0.0.0.0 10.1.1.1
64.0.0.0 10.1.1.2
128.0.0.0 10.1.1.3
192.0.0.0 10.1.1.4

Figure B.5 Formatted output o$ticky dump.

Use the following syntax to delete sticky entries for the virtual
server:

bigpipe vip <virt addr>:<port> sticky clear

Use the following syntax to define the sticky mask for the virtual
server:

bigpipe vip <virt addr>:<port> sticky mask <mask>

Use the following syntax to remove the sticky mask from a virtual
server:

bigpipe vip <virt addr>:<port> sticky mask none

Use the following syntax to show the sticky mask for the virtual
server:

bigpipe vip <virt addr>:<port> sticky mask show

Use the following command to clear all sticky connections on a
BIG/ip issue the following bigpipe command:

bigpipe sticky clear

Setting persistence timeout on virtual ports

Thebigpipe persistandbigpipe persist maskcommands set
persistence properties on virtual ports.
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Use the following syntax to set the persistence duration, that is, the
length of time in seconds that persistence information about a
connection is stored.

bigpipe vip <virt addr>:<port> persist <value>

For example, the following command sets persistence to 100
minutes on the http port:

bigpipe vip 192.168.100.1:80 6000

Showing persistence timeout on virtual ports

Use the following syntax to show the persistence duration on a
virtual port:

bigpipe vip <virt addr>:<port> persist show

Use the following syntax to display information about current
persistence connections on a virtual port:

bigpipe vip <virt addr>:<port> persist dump

The output of persist dump lists client address, virtual path, or
node/alive time.

Applying a persist mask
Use the following command to specify a range of IP addresses to be
included in persistence of the specified virtual port. The command
adds a persist mask to a port, wheraask>is an IP address:

bigpipe vip <virt addr>:<port> persist mask <mask>

For example, the following command would set persistence for the
specified port on all addresses in the subnetwork 192.168.100.0:

bigpipe vip <virt addr>:80 persist mask 192.168.100.0
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Mirroring active to standby controllers

Mirroring provides seamless recovery for current connections and
persistence information when a BIG/ip Controller fails. When you
use the mirroring feature, the standby controller maintains the same
current connection and persistence information as the active
controller. Transactions such as FTP file transfers continue as
though uninterrupted.

To control mirroring for a virtual server, use thdarror command
to enable or disable mirroring of persistence information, or
connections, or both. The syntax of the command is:

bigpipe vip <virt addr>:<port> mirror [ persist | conn ] \
enable | disable

To print the current mirroring setting for a virtual server:
bigpipe vip <virt addr>:<port> mirror [ persist | conn ] show

If you do not specify eithepersistor conn, the BIG/ip Controller
displays connection information for both.

@ Note

If you set up mirroring on a virtual server that supports FTP
connections, you need to mirror the control port virtual server, and
the data port virtual server.

The following example shows the two commands used to enable
mirroring for virtual serverl on the FTP control and data ports:

bigpipe vip v1:21 mirror conn enable
bigpipe vip v1:20 mirror conn enable

Removing and returning a virtual server to service

You can remove an existing virtual server from network service, or
return the virtual server to service, using thisableandenable
keywords. When you disable a virtual server, the virtual server no
longer accepts new connection requests, but it allows current
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connections to finish processing before the virtual server goes
down Use the following syntax to remove a virtual server from
network service:

bigpipe vip <virt addr>:<port>
[ ... <virt addr>:<port>] disable

Use the following syntax to return a virtual server to network
service:

bigpipe vip <virt addr>:<port> enable

Removing and returning a virtual address to service

You can remove an existing virtual address from network service,
or return the virtual address to service, usingdisableandenable
keywords. Note that when you enable or disable a virtual address,
you inherently enable or disable all of the virtual servers that use
the virtual address.

bigpipe vip <virt addr> disable

Use the following syntax to return a virtual address to network
service:

bigpipe vip <virt addr> enable

Displaying information about virtual addresses

You can also display information about the virtual addresses that
host individual virtual servers. Use the following syntax to display
information about one or more virtual addresses included in the
configuration:

bigpipe vip <virt addr> [... <virt addr> ] show

The command displays information such as the virtual servers
associated with each virtual address, the status, and the current,
total, and maximum number of connections managed by the virtual
address since the BIG/ip Controller was last rebooted, or since the
BIG/ip Controller became the active unit (redundant configurations

only).
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Deleting a virtual server

Use the following syntax to permanently delete one or more virtual
servers from the BIG/ip Controller configuration:

bigpipe vip <virt addr>:<port> [... <virt addr>:<port>] delete
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Backward compatible commands

The following BIG/pipe commands have been included for users of
previous versions.

dt [<ip>[:<port> ] ]
port <port> [<port>... ] [allow | deny] [ limit <limit> ]
vip <virt addr>:<port> persistmask [ <IP address mask> ]
vip <virt addr>:<port> persistmask [ none | show ]
vip <virt addr>[:<port>] [<ifname>] netmask <ip> \
[ broadcast <ip> ] define <node addr>[:<port> \

[ <node addr>[:<port>... ] [ special ssl <value> <value> ]

nat <node addr> to <NAT addr> [<ifname>] netmask <ip> \
[ broadcast <ip> ]

fo [ master | slave ]
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Setting BIG/ip system control variables

The BIG/ip Controller hardware and software boot up with a
configuration specified, in part, by the system control variables
stored in theetc/rc.sysctfile. Most of these variables are standard
BSD UNIX system control variables, while some are used
exclusively by the BIG/ip Controller. In most cases, a variable is
just toggledoff (0) oron (1), but some variables may also store
specific values, such as a port number.

You can use three methods to set system control variables affecting
the BIG/ip Controller:

O The F5 Configuration utility
Navigate to a system control variable and edit it in the browser
with the F5 Configuration utility.

0 sysctlcommand
Write system control variable values directly/&tc/rc.sysctl
using this command line utility.

0 Vi or pico
Use a text editor, such as or pico, to edit/etc/rc.syscthirectly.
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sysctl

sysctl -a

sysctl <variable name>

sysctl -w <variable name>=<value>

Displaying current system control variable settings

To display the settings of all system control variables, use the
following syntax:

sysctl -a

To display the current setting for an individual variable, use the
following command syntax:

sysctl <variable name>

Setting a system control variable

Use the following syntax to write a value for a system control
variable in/etc/rc.sysctl

sysctl -w <variable name>=<value>

For example, the following command sets Transparent Node mode
to onat boot:

sysctl -w bigip.bonfire_mode=1

To turn Transparent Node Modasf at boot, you would write the
setting to/etc/rc.sysctlusing the following command:

sysctl -w bigip.bonfire_mode=0
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bigip.vipnoarp

Description

bigip.vipnoarp=1 Prevents the BIG/ip Controller from issuing

ARP requests when rebooted. This is useful for configurations that
contain 1,000 or more virtual servers. This setting also prevents
you from configuring virtual servers as IP addresses on the BIG/ip
Controller external interface.

bigip.vipnoarp=0 (Default) Issues ARP requests on reboot.
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bigip.bonfire_mode

Description

bigip.bonfire_mode=1 Sets the BIG/ip Controller to operate in
Transparent Node mode, where it can perform load balancing on
routers and router-like devices, such as transparent firewalls.

bigip.bonfire_mode=0 (Default) Transparent Node Modeadf.
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bigip.bonfire_compatibility _mode

Description

bigip.bonfire_compatibility_mode=1 Turns off port translation
on the BIG/ip Controller. This is useful if a node port is only being
used to specify a service check port.

bigip.bonfire_compatibility_mode=0 (Default) Port translation is
on.
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bigip.fastest_max_idle_time

Description

bigip.fastest_max_idle_time=<seconds:Sets the number of
seconds a node can be left idle by fastestload balancing mode.
This prevents the BIG/ip Controller from sending connections to a
node that is responding slowly.
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bigip.max_sticky_entries

Description

bigip.max_sticky_entries=2048 This is the maximum number of
sticky entries allowed to accumulate on the BIG/ip Controller when
using destination address affinity (sticky persistence). When the
maximum value is reached, the BIG/ip Controller stops
accumulating sticky entries. The default value for this entry is
2048.
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net.inet.ip.forwarding

Description

net.inet.ip.forwarding=1 Exposes node IP addresses on the
internal network, allowing clients to connect directly to nodes, and
also allows nodes to initiate connections with computers external to
the BIG/ip Controller. Typically, this setting is used only on
systems that cannot use NATs (for example, a network that uses
CORBA or the NT Domain).

net.inet.ip.forwarding=0 (Default) IP forwarding ioff.
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bigip.halt_reboot_timeout

Description

bigip.halt_reboot_timeout=2 This value is the number of

seconds the BIG/ip Controller can stop during boot up before the
watchdog card hard reboots the controller. The default value for this
setting is 2 seconds.
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net.inet.ip.sourcecheck

Description

net.inet.ip.sourcecheck=1This setting enables the BIG/ip
Controller to check the source IP address of incoming packets
before it checks the packet for other information (for example, the
virtual server).

Source checking tries to allocate a route back to the source of the
packet, and if the route cannot be found, or if the route of the
interface is on an interface different from the interface from which
the packet was received, the packet is discarded. Each time a
packet is discarded, tHed source interfacecounter is
incremented.

net.inet.ip.sourcecheck={Default) IP source checking df.

BIG/ip® Controller, v. 2.1 c-11



Appendix C

bigip.webadmin_port

Description

bigip.webadmin_port=443 Specifies the port number used for
administrative web access. (Default = 443)
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bigip.persist_time_used_as_limit

Description

bigip.persist_time_used_as_limit=1(Default) Forces the
persistent connection timer to reset on each packet for persistent
sessions.

bigip.persist_time_used_as_limit=0Resets timer only when the
persistent connection is initiated.

For SSL persistence, the timer is always reset on each packet.
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bigip.persist_on_any_vip

Description

bigip.persist_on_any_vip=1All simple persistent connections

from the same client IP address are sent to the same node (matches
the client IP address but not the virtual address or virtual port the
client is using).

bigip.persist_on_any_vip=0 (default)Off
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bigip.persist_on_any_port_same_vip

Description

bigip.persist_on_any_port_same_vip=1AIl simple persistent
connections from a client IP address that go to the same virtual
address also go to the same node. This matches the address the
client is using.

bigip.persist_on_any_port_same_vip=0(default) Off
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bigip.open_3dns_lockdown_ports

Description

bigip.open_3dns_lockdown_ports=0 (default) This variable is
only required when running a 3DNS Controller. Se0ton the
BIG/ip Controller when the 3DNS Controller is not present. (See
the 3ADNS Administrator Guide for more information.)
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bigip.tcphps_mss_override

Description

bigip.tcphps_mss_override=(<1460)Allows you to decrease the
default maximum segment size (MSS) from 1460 to a smaller
value. This is the value announced to clients by the TCP server
proxy on the BIG/ip Controller in the SYN/ACK packet.

bigip.tcphps_mss_override=0(Default) The BIG/ip Controller
requests the MSS from the node when negotiating connections on
the node’s behalf.
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bigip.open_telnet_port

Description

bigip.open_telnet_port=1 Opens the telnet port (23) to allow
administrative Telnet connections (useful for an international
BIG/ip Controller, or for a US controller that needs to communicate
with international 3DNS Controllers).

bigip.open_telnet_port=0 Opens the FTP port to allow
administrative FTP connections (useful for international BIG/ip

Controllers).
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bigip.open_ftp_ports

Description

bigip.open_ftp_ports=1 Opens the FTP ports (20 and 21) to
allow administrative FTP connections (useful for international
BIG/ip Controllers).

bigip.open_ftp_ports=0 (default) FTP port does not allow
administrative FTP connections
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bigip.open_ssh_port

Description

bigip.open_ssh_port=10pens the SSH port (22) to allow
administrative connections (useful only for US BIG/ip Controllers).

bigip.open_ssh_port=0(default) SSH port does not allow
administrative connections.
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bigip.open_rsh_ports

Description

bigip.open_rsh_ports=10pens the RSH ports (512, 513, and 514)
to allow RSH connections (useful for international BIG/ip
Controllers, or on US controllers that need to communicate with
international 3DNS Controllers).

bigip.open_rsh_ports=0 RSH port does not allow RSH
connections.
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bigip.verbose _log_level

Description
bigip.verbose_log_level=1Turns port denial loggingn.

bigip.verbose_log_level=0Turns port denial loggingff.
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sod

sod [-help] [-v] [-tty0O0] [-tty01] \
[-force_slave|-force_master][-print_state_time <interval>]

-force_master

-print_state_time <value>| Slave prints the state of the serial lines at the specified interval.

SOD Option Description

-help Prints this message.

-V Version information.

-tty00 Use ttyO for failover monitoring.

-tty01 Use tty1 for failover monitoring.

-force_slave Sod prefers slave state when other sod is live and set to force master.

Sod prefers master state when other sod is live and set to forge
slave.

Description

The switch-over daemors¢d) controls functions the BIG/ip
Controller fail-over functions. It has a command line interface for
some functions.

Command line usage

Thesoddaemon is used as a command line utility for some of its
functions.

To display the online help for sod:
sod -help

To display the sod version number:
sod -v

From the standby BIG/ip Controller, you can monitor and display
the state of the active controller:

sod -print_state_time <seconds>

F5 Networks, Inc.
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echo "

Thesecondgarameter specifies the interval in seconds for the
serial line check to the active controller.

Daemon start up options

Thesoddaemon is configured ifetc/rc.local You can configure
thesoddaemon in two ways:

0 Serial port(s) used for hardware fail-over cable connections
0 Forced fail-over role (active or standby) at boot

@ Note

Every time you change yosoddaemon configuration, you need to
reboot the BIG/ip Controller.

@ Note

In the examples in this sectiospdstarts thebigd daemon aftesod
startup completes, as has been the default configuration since
BIG/ip version 1.8.2. This startup order is optimal, avoiding the
possibility of creating certain suboptimal conditions at boot. For
more information, see the F5 Labs Technical Note titled "Startup
Sequence for Large Numbers of Nodes."

Fail-over cable port configuration in sod startup

The sod daemon startup line fietc/rc.localaccepts two optional
parameters:tty00 and-tty01. These parameters specify which of
the two 9-pin serial ports (one of them may be a 25-pin serial port
on older BIG/ip Controller models) is used as the fail-over cable
connection. The default idty01. Use one (or none) of thdty xx
options to configure a single fail-over cable. Use both options to
configure two cables (redundant fail-over cables), as in the
following example:

sod (and bigd)."; /sbin/sod -tty0O -ttyO1 -- /

bigd ${bigdflags} 2> /dev/null
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References to these fail-over cable connection ports iisdide

startup line in‘etc/rc.localare always made using the UNIX device
name, while the hardware and BIOS settings for the ports use COM
and serial port designations respectively.

BIOS COM UNIX
Port 2 (218 irq 3) COom2 /dev/tty01
Port 1 (3f8 irq 4) COM1 /dev/tty00

Table D.19-pin serial port designations in BIOS, hardware, and
UNIX operating system.

‘ Note

The 9-pin serial port labeled "Terminal” is COM2.

Setting -forced_master and -forced_slave in sod
startup

At boot, a BIG/ip Controller becomes the standby controller if an
active controller is detected.

You can modify this behavior by setting the optidarce__ slaveor
-force_masterin thesodstartup line inetc/rc.local In the
following example, starsodon one BIG/ip Controller with the
force_slaveoption andsodon the other controller with the
force_masteroption to force one of the BIG/ip Controllers to
become active at boot time.

1. Determine which BIG/ip Controller you want to be the
active controller.

2. Inatext editor, such as or pico, open thdetc/rc.localfile
on that BIG/ip controller .
(The editorspicoandvi are provided with BIG/ip.)

3. Find the line inetc/rc.localthat starts thesoddaemon.
For example:
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echo " sod (and bigd)."; /sbin/sod -- bigd ${bigdflags} /
2> [dev/null

4. Add the-force_mastercommand line argument.
In this case, it should now say:

echo " sod (and bigd)."; /shin/sod -force_master -- bigd /
${bigdflags} 2> /dev/null

Now set the other BIG/ip Controller to boot as standby. Follow the
same procedure to edit thetc/rc.localfile on the standby

controller, adding theforce_slaveoption to thesodstartup line.

For example, to edit the default line that statelon the controller

you want to boot as standby:

echo " sod (and bigd)."; /sbin/sod -- bigd ${bigdflags} /
2> [dev/null

by adding theforce_slaveoption:

echo " sod (and bigd)."; /shin/sod -force_slave -- bigd /
${bigdflags} 2> /dev/null

Reboot both BIG/ip controllers to stasbdwith the new
configuration.
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bigd
bigd [-d filename] [-n] [-s] [-V] [-V]

Description

This daemon monitors services and nodes for the BIG/ip Controller.
Thebigd daemon provides service check functions for simple

(node ping), extended content verification, and extended
application verification service checks. Usage is supported for cases
where the check port for a node is not the same as the node port.

Option Description

-d filename Check syntax of the specified configuration file, and
then exit. This option cannot be used in conjunctipn
with any other option.

-n Do not ping nodes.

-S TCP node ping (default is ICMP)

-V Print version number.

-V Print verbose output to message logs.
Table D.2

FILES

/etc/bigip.conf
/etc/rc.local
/etc/bigd.conf
Ivar/log/bigd

Ivar/log/messages
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Configuring bigd

File Description

letc/rc.local Startbigd with the options specified.

letc/bigip.conf Contains configuration information tomeout_svc
andtping_svc

letc/bigd.conf Contains configuratoin information for ECV and
EAV service checks.

Figure D.1 bigd configuration files.

Starting bigd

The standard way to stastgd is by configuring thesodstartup line
in /etc/rc.local:

echo " sod (and bigd)."; /sbin/sod -- bigd ${bigdflags} /
2> [dev/null

This syntax startbigd after the boot configuration in
letc/bigip.conhas been loaded and started. This is the optimal
sequence for startup if you use ping aliaseshidf is started
beforesodwhen ping aliases are defined, node pinging starts before
ping aliases have been loaded.

You can also start and restéigd on the command line with
options:
bigd

This is the best way to restastgd if you make changes to the
/etc/bigd.confile. This method stops any existifggd processes
and restarts the daemon using the configuratiofeic/rc.localand
/etc/bigd.conf
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Setting the node ping parameters used by bigd

Node ping uses théimeout_nodeandtping_node parameters (set
in /etc/bigip.confto set the length of time between pings and the
length of time to wait for a ping response before timeout.

Setting service check parameters used by bigd

Simple and extended service checks usditheout_svcand
tping_svc parameters (set iketc/bigip.confto set the length of
time between checks and the length of time to wait for a check
response before timeout.

Extended service checks also use data frometefbigd.confile.
There are seven ways to use Extended Content Verification and
Extended Application Verification to check status. The different
checks are listed in Table

Keyword in bigd.conf Usage

ssl ECV

active ECV, ECV on nodes w/wildcard ports
reverse ECV fails check if string is found
external EAV

gateway router ping

transparent transparent node mode

simple wildcard ports simple check

Table D.3Keywords infetc/bigd.conf

Service checking for wildcard servers and ports

Thesimple keyword is necessary to perform simple service checks
on nodes with wildcard ports. Use the following syntax to set a
check on a node where the check port is not the node port:

simple [<node addr>:]<node port> <check port>
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For example, if a wildcard server is defined with a non-wildcard
port

bigpipe vip 0.0.0.0:0 define nl1:0

then to configure the check on it, use imple keyword to
designate the wildcardserver:><port> and <heck port>:

simple n1:0 80

Use the following variation on thactive keyword syntax to
configure ECV on nodes with wildcard ports:

active <node addr>:0 <check port> [<send string> [<regexp>]]
This syntax is only allowed when the node portis 0. When the
node port is 0, this is the only syntax that is allowed.

To support EAV on nodes with wildcard ports, an additional
variation on the "external" command in tfetc/bigd.confile is
added:

external <node addr>:0 <check port> [<program name> [<arguments>]]

This syntax is only allowed when the node portis 0. When the
node port is 0, this is the only syntax that is allowed.

When this syntax is used, the calling convention for the external
pinger is changed to:

<program name> <node addr> <check port> <arguments>

Service checking through transparent nodes

The/etc/bigd.confile supports ECV for transparent nodes. This is
done by checking a destination through the particular transparent
node you want to check.

The following syntax is supported in tletc/bigd.confile for ECV
through a transparent node:

transparent <node_ip>:<port> <site_ip>:<port> [<send_string>
[<recv_expr>]]
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Thebigdnode program uses this syntax to make the appropriate
socket option settings for the ECV check.

The following example shows how to set up an ECV check through
a transparent node. The following virtual servers are defined for this
example:

bigpipe vip 0.0.0.0:80 define pl1:80 p2:80

bigpipe vip 0.0.0.0:0 define fwl:0 fw2:0

Configure theetc/bigd.confis shown:

transparent p1:80 www.yahoo.com:80 'GET /' 'Yahoo'
transparent p2:80 www.yahoo.com:80 'GET /' 'Yahoo'
transparent fw1:0 www.yahoo.com:80 'GET /' 'Yahoo'
transparent fw2:0 www.yahoo.com:80 'GET /' 'Yahoo'

¢ Tp

Note that Wildcard Ports in virtual server definitions no longer
require a defined service check port with the node if you do not

want port translation. Instead, '0' is used to indicate that port
translation should not take place.

In this example, nodp1:80is tested by getting the web page
http://www.yahoo.com/The web request is routed through.

The transparent node/2:0 is tested by getting the same web page
(still on port 80), routed througfw1.
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big3d

Thebig3d daemon answers 3DNS Controller system queries.
3DNS usedig3d to collect information about the network path
between the BIG/ip Controller and the client requesting a
connection. Thdig3d utilities calculate performance data, and
return the data to the requesting 3DNS Controller. The 3DNS
Controller uses the path information for its own dynamic load
balancing.

You can start or stop thieig3d process without affecting any other
processes on the BIG/ip Controller.

If you no longer want to run thbig3d process on the BIG/ip
Controller, stop the process and remove the corresponding start line
from /etc/rc.local. The only reason you might want to do this is if
your installation once used 3DNS but no longer uses it.

€ WARNING

When the big3d daemon on the BIG/ip Controller is stopped, the
3DNS Controller can no longer provide dynamic load balancing for
the virtual servers that run on the BIG/ip Controller. This may
affect pool definitions on the 3DNS Controller.

big3d hardware and software compatibility

The version of théig3d daemon, the BIG/ip Controller, and the
3DNS Controller that sends requests to it must be compatible. Any
time you upgrade the BIG/ip Controller or the 3DNS Controller,
check to make sure the versionshif3d are compatible.

Installing big3d

Run thebig3d install script on the 3DNS Controller to install the
correct version obig3d on the BIG/ip Controller, and add the auto
start info to the BIG/ip Controllefetc/rc.localfile. This sets up the
proper fail-over configuration, so that if the BIG/ip Controller is
rebooted or fails ovehig3d starts automatically on the standby
BIG/ip Controller.
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Services and port configurations

Communication between the 3DNS Controller dngi3d daemon
on the BIG/ip Controller depends on the proper management of
specific ports.

Outbound iQuery requests

Firewall ports

The port used by the iQuery protocol to pass queries and results
between the 3DNS Controller atig3d is now registered with the
IANA as port 4353.

In previous versions of the BIG/ip Controller, outbound iQuery
traffic service used port 245. Current releases of BIG/ip and 3DNS
Controller software enable both of these ports by default, and the
big3d daemon on the BIP/ip Controller detect iQuery requests on
either port.

The firewall ports 245 and/or 4353 ports must allow traffic between
the BIG/ip Controller and the 3DNS Controller.

€ WARNING

Firewalls between the 3DNS and BIG/ip Controllers must allow
traffic on one or both of these ports. If the firewall rejects iQuery
traffic, then 3DNS cannot provide dynamic load balancing for the
virtual servers that run on the BIG/ip Controller, which may affect
pool definitions on the 3DNS.
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Service Port Description

tcpmux 1 TCP port multiplexer (RFC1078)
echo 7

discard 9

systat 11 Active Users

daytime 13

chargen 19

ftp-data 20

ftp 21

ssh 22 Secure shell

telnet 23

smtp 25 sendmail

time 37 timserver

nameserer 42 name, IEN 116

ni-ftp 42 NI FTP

whois 43 nicname

xns-time 52 XNS Time Protocol

domain 53 name-domain server

xns-ch 54 XNS Clearinghouse
xns-auth 56 XNS Authentication
xns-mail 58 XNS Malil

tacacs-ds 65 TACACS-Database Service
sgl*net 66 Oracle SQL*NET

bootps 67 bootp/dhcp server

bootpc 68 bootp/dhcp client

tftp 69

gopher 70

finger 79

http 80 wWww

npp 92 Network Printing Protocol
objcall 94 Tivoli Object Dispatcher
hostnames 101 usually from sri-nic

tsap 102 part of ISODE.

csnet-ns 105 Mailbox Name Nameserver
rtelnet 107 Remote Telnet Service
snagas 108 SNA Gateway Access Server
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Service Port Description

pop2 109 old pop port

pop 110 pop3 postoffice

ident 113 auth tap authentication

sftp 115

sqlserv 118 SQL Services

nntp 119 USENET News Transfer Protocol
ntp 123 network time protocol

ingres-net 134 INGRES-NET Service
netbios-ns 137 SMB Name Service (SAMBA)
netbios-ssn 139 SMB Session Service (SAMBA)
imap2 143 Interactive Mail Access Protocol v2
iso-tp0 146 ISO-IPO

iso-ip 147 ISO-IP

sqgl-net 150 SQL-NET

bftp 152 Background File Transfer

sgmp 153

sqlsrv 156 SQL Service

sgmp-traps 160

snmp 161

snmp-trap 162

print-srv 170 Network PostScript

bgp 179 Border Gateway Protocol

gacp 190 Gateway Access Control Proto
prospero 191 Prospero Directory Service

irc 194 Internet Relay Chat Protocol
sSmux 199

ipx 213

dbase 217 dBASE Unix

imap3 220 Interactive Mail Access Protocol v3
pdap 344 Prospero Data Access Protocol
ulistserv 372 Unix Listserv

hp-collector 381 hp perf data collector
hp-managed-node 382 hp perf data managed node
hp-alarm-mgr 383 hp perf data alarm manager
unidata-ldm 388 Unidata LDM Version 4

Idap 389 Lightweight Directory Access
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Service Port Description

synotics-relay 391 SynOptics SNMP Relay Port
synotics-broker 392 SynOptics Port Broker Port
netware-ip 396 Novell Netware over IP
prm-sm 408 Prospero Resource Manager
prm-nm 409 Prospero Resource Manager
rmt 411 Remote MT Protocol
infoseek 414

https 443 SSL-based http

snpp 444 Simple Network Pager Protocol
biff 512 comsat

login 513

shell 514 no passwords used

printer 515 line printer spooler

talk 517

ntalk 518

route 520 router routed

timed 525 timeserver

conference 531 chat

netnews 532 readnews

klogin 543 Kerberos rlogin

kshell 544 Kerberos remote shell

gii 611 Gated Interactive Interface
doom 666 doom Id Software

flexim 747 Flexible License Manager
kerberos-adm 749 kerberos administration
kerberos 750 Kerberos (server) tcp
kpasswd 751 Kerberos "passwd"
krbupdate 760 Kerberos registration
webster 765

webster 765

phonebook 767 phone

rpasswd 774

socks 1080 SOCKS

kpop 1109 Kerberos pop

prm-sm-np 1402 Prospero Resource Manager
prm-nm-np 1403 Prospero Resource Manager
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Service Port Description

ms-sql-s 1433 Microsoft-SQL-Server
ms-sql-m 1434 Microsoft-SQL-Monitor
watcom-sq|l 1498 Watcom-SQL

ingreslock 1524

dirsrv 1525 Archie directory service
prospero-np 1525 Prospero Dir Service Non-priv
pdap-np 1526 Prospero Data Access Proto
tlisrv 1527 oracle

coauthor 1529 oracle

radius 1645

snmp-tcp-port 1993 cisco SNMP TCP port
gdp-port 1997 cisco Gateway Discovery Proto
eklogin 2105 Kerberos encrypted rlogin
ccmail 3264 cc:mail/lotus

iQuery 4353 F5 Networks iQueryfor 3DNS
aol 5190 America-Online

amanda 10080 regular BSD auth amanda
kamanda 10081 Kerberos auth amanda
isode-dua 17007
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active unit
In a redundant system, the controller which currently load balances
connections. If the active unitin the redundant system fails, the standby
unit assumes control and begins to load balance connections.
BIG/pipe
A utility that provides command line access to the BIG/ip Controller.
BIG/stat
A statistical monitoring utility that ships on the BIG/ip Controller. This
utility provides a snap-shot of statistical information.
BIG/top
A statistical monitoring utility that ships on the BIG/ip Controller. This
utility provides real-time information.
big3d

A monitoring utility that collects metrics information about paths
between a BIG/ip Controller and a specific local DNS server. The big3d
utility runs on BIG/ip Controllers and it forwards metrics information to
a 3DNS Controller.

BIND (Berkley Internet Name Domain)
The most common implementation of DNS, which provides a system
for matching domain names to IP addresses.
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chain
A series of filtering criteria used to restrict access to an IP address. The
order of the criteria in the chain determines how the filter is applied,
from the general criteria first, to the more detailed criteria at the end of
the chain.

default wildcard virtual server
A virtual server that has an IP address and port numb8r@0.0:0
This virtual server accepts all traffic which does not match any other
virtual server defined in the configuration.

dynamic load balancing modes
Dynamic load balancing modes base connection distribution on live
data, such as current server performance and current connection load.

dynamic site content
A type of site content that is automatically generated each time a user
accesses the site. Examples are current stock quotes or weather satellite
images.

EAV service check
A service check feature that uses an external program to determine if a
node isup or downbased on whether the node returns specific content.
EAV service check is only one of the three types of service checks
available on a BIG/ip Controller. See also service check, and external
service checker program.

ECV service check
A service check feature that allows you to determine if a node is up or
down based on whether the node returns specific content. ECV service
check is only one of the three types of service checks available on a
BIG/ip Controller. See also service check.
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Extended Application Verification (EAV)
A service check feature that uses an external program to determine if a
node is up or down based on whether the node returns specific content.

Extended Content Verification (ECV)
A service check feature that allows you to determine if a node is up or
down based on whether the node returns specific content.

external interface
A network interface on which a BIG/ip Controller receives connection
requests. In a normal configuration, this is typically a network interface
on which external clients request connections to internal servers. In a
Transparent Node Mode configuration, this is typically a network
interface on which internal clients request connections to external
servers.

external service checker program
A custom program that performs a service check on behalf of the BIG/ip
Controller. See also, EAV service check.

F-Secure SSH
An encryption utility that allows secure shell connections to a remote
system.

BIG/ip web server
The web server that runs on a BIG/ip Controller and hosts the F5
Configuration utility.

fail-over
The process whereby a standby unit in a redundant system takes over
when a software failure or a hardware failure is detected on the active
unit.
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fail-over cable

Fastest mode

The cable that directly connects the two controller units together in a
redundant system.

A dynamic load balancing mode that bases connection distribution on
which server currently exhibits the fastest response time to node pings.

FDDI (Fiber Distributed Data Interface)

A multi-mode protocol for transmitting data on optical-fiber cables up
to 100 Mbps.

First-Time Boot utility

host

A utility that walks you through the initial system configuration process.
The First-Time Boot utility runs automatically when you turn on a
controller for the first time.

A network server which manages one or more virtual servers that the
3DNS Controller uses for load balancing.

ICMP (Internet Control Message Protocol)

An Internet communications protocol used to determine information
about routes to destination addresses, such as virtual servers managed
by BIG/ip Controllers and 3DNS Controllers.

internal interface

Glossary - 4

A network interface through which a BIG/ip Controller distributes
connections. In a normal configuration, it is the network that houses the
server array. In a Transparent Node Mode configuration, it is the
network that houses the array of transparent network devices.
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iQuery
A UDP based protocol used to exchange information between BIG/ip
Controllers and 3DNS Controllers. The iQuery protocol is officially
registered for port 4353.

Least Connections mode
A dynamic load balancing mode that bases connection distribution on
which server currently manages the fewest open connections.

load balancing mode
A particular method of determining how to distribute connections across
an array.

MAC (Media Access Control)
A protocol that defines the way workstations gain access to transmission
media, most widely used in reference to LANs. For IEEE LANSs, the
MAC layer is the lower sublayer of the data link layer protocol.

MAC Address
An address used to represent hardware devices on an Ethernet network.
member
A reference to a node when it is included in a particular virtual server
mapping. Virtual server mappings typically include multiple member
nodes.
named

The name server daemon, which manages domain name server software.

NAT (Network Address Translation)
An alias IP address that identifies a specific node managed by the
BIG/ip Controller to the external network.
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node
A specific combination of an IP address and port number associated
with a server in the array managed by the BIG/ip Controller.

node address
The IP address associated with one or more nodes. This IP address can
be the real IP address of a network server, or it can be an alias IP address
on a network server.

node alias
A node address that the BIG/ip Controller uses to verify the status of
multiple nodes. When the BIG/ip Controller uses a node alias to check
node status, it pings the node alias. If the BIG/ip Controller receives a
response to the ping, it marks all nodes associated with the node alias as
up, and if it does not receive a response to the ping, the BIG/ip
Controller marks all nodes associated with the node alia®as

node ping
A feature that the BIG/ip Controller uses to determine whether nodes
areup ordown. Node ping sends standard echo pings to servers and
transparent devices. If the server or device responds to the ping, it
marks the related nodesp. If the server or device does not respond to
the ping, it marks the related nodéswn

node port
The port number or service name hosted by a specific node.

node status
Whether a node is up and available to receive connectiordpwnand
unavailable. The BIG/ip Controller uses the node ping and service
check features to determine node status.
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Observed mode
A dynamic load balancing mode that bases connection distribution on a
combination of two factors: the server that currently hosts the fewest
connections, and also has the fastest response time.

persistence
A series of related connections received from the same client, having the
same session ID. When persistence is turned on, a controller sends all
connections having the same session ID to the same node instead of load
balancing the connections.

port
A number that is associated with a specific service supported by a host.
Refer to the Services and Port Index for a list of port numbers and
corresponding services.

port-specific wildcard virtual server
A wildcard virtual server address that uses a port number othei®than

Predictive mode
A dynamic load balancing mode that bases connection distribution on a
combination of two factors: the server that currently hosts the fewest
connections, but also has the fastest response time. Predictive mode
also ranks server performance over time, and passes connections to
servers which exhibit an improvement in performance rather than a
decline.

Priority mode
A static load balancing mode that bases connection distribution on
server priority levels. The BIG/ip Controller distributes connectionsin a
round robin fashion to all nodes in the highest priority group. If all the
nodes in the highest priority group become unavailable, the BIG/ip
Controller begins to pass connections to nodes in the next lower priority

group.
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ratio
A parameter that assigns a weight to a virtual server for load balancing
purposes.

Ratio mode
The Ratio load balancing mode distributes connections across an array
of virtual servers in proportion to the ratio weights assigned to each
individual virtual server.

redundant system
A pair of controllers that are configured for fail-over. In a redundant
system, there are two controller units, one running as the active unit and
one running as the standby unit. If the active unit fails, the standby unit
takes over and manages connection requests.

remote administrative IP address
An |IP address from which a controller allows shell connections, such as
Telnet or SSH.

Round Robin mode
A static load balancing mode that bases connection distribution on a set
server order. Round Robin mode sends a connection request to the next
available server in the order.

service check
A BIG/ip Controller feature that determines whether a node is up or
down. When a BIG/ip Controller issues a service check, it attempts to
connect to the service hosted by the node. If the connection is
successful, the node is up. If the connection fails, the node is down. See
also ECV service check, and EAV service check.

SNMP (Simple Network Management Protocol)
The Internet standard protocol, defined in STD 15, RFC 1157,
developed to manage nodes on an IP network.

Glossary - 8 F5 Networks, Inc.



Glossary

sod (switch over daemon)
A daemon that controls the fail-over process in a redundant system.

standby unit
A controller in a redundant system that is always prepared to become
the active unit if the active unit fails.

stateful site content
Content that maintains dynamic information for clients on an individual
basis and is commonly found on e-commerce sites. For example, a site
that allows a user to fill a shopping cart, leave the site, and then return
and purchase the items in the shopping cart at a later time has stateful
site content which retains the information for that client's particular
shopping cart.

static load balancing modes
Static load balancing modes base connection distribution on a
pre-defined list of criteria; it does not take current server performance or
current connection load into account.

static site content
A type of site content that is stored in HTML pages, and changes only
when an administrator edits the HTML document itself.

transparent node
A node that appears as a router to other network devices, including the
BIG/ip Controller.

Transparent Node Mode
A configuration option that allows a BIG/ip Controller to load balance
connections to routers and router-like devices.
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virtual address

virtual port

virtual server

An IP address associated with one or more virtual servers managed by
the BIG/ip Controller.

The port number or service name associated with one or more virtual
servers managed by the BIG/ip Controller. A virtual port number
should be the same TCP or UDP port number to which client programs
expect to connect.

A specific combination of a virtual address and virtual port, associated
with a content site that is managed by a BIG/ip Controller or other type
of host server.

virtual server mapping

The group of nodes across which a virtual server load balances
connections for a given site.

watchdog timer card

A hardware device that monitors the BIG/ip Controller for hardware
failure.

wildcard virtual server

Glossary - 10

A virtual server that uses an IP addres®dd.0.0 A wildcard virtual

server accepts connection requests for destinations outside of the local
network. Wildcard virtual servers are included only in Transparent
Node Mode configurations.
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