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Chapter 1. Introduction & Installation

SysUpTime network monitor is a powerful agentless network/systems
management product. It provides users out-of-box capabilities to efficiently and
proactively manage any network of any size. It consists of three major
components: server, database, and client. All three of them can be installed on the
same machine or different machines.

Database

S0L, SMMP

cormmands,
Fort

Figure: Overview of SysUpTime Network Monitor
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System Requirements

a

a

a

Windows 7, Vista, Windows 2003 Server, Windows XP SP1 or later, or
Windows 2000. Or Redhat Linux 9.0 or later versions.

200 MB of disk space. More is required if you need to store performance
and SNMP trap data.

512 MB of RAM required. 1024 MB or more recommended.

On windows, you need to log in as a system administrator in order to install
SysUpTime.

SysUpTime server will run as a Windows service that automatically starts up
when Windows is booted. By default, the SysUpTime service is run under the
Local System account, which has no privileges on other machines. You need to
specify an administrator account for the SysUpTime service if

o You will create monitors that need to execute WMI commands or remote
Windows commands (such as rexec).
o Or you will configure actions (reboot, kill process, etc) that control remote
Windows machine.
On Windows:

You need to log in as a user with administrator privilege in order to install
SysUpTime server. SysUpTime server is installed as a Windows Service .
The server will be automatically started when Windows is booted. If you
need to use WMI performance monitors and some other features, the
SysUpTime service must run under an administrator account instead of the
default system account.
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On Linux:

Download the sysuptime.sh from our website.

Login as root user.

Do “chmod +x sysuptime.sh” to assign the executable permission to it.

Run sysuptime.sh

To start SysUpTime server, execute
$INSTALL_DIR/server/bin/runserver.sh

To start SysUpTime’s desktop client, execute
$INSTALL_DIR/client/bin/runclient.sh

0 O O O O

O

If you have a firewall between SysUpTime server and client, then TCP port 9502,
9503 and 9504 need to be open.
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Chapter 2. User Interface
Login window

When SysUpTime client starts up, it prompts user to enter user name and
password. There is a default account with user name ‘admin’ and password
‘admin’. It is recommended to change this default account to enhance security.
The value of the server field is the host name or IP address of the SysUpTime
server. A user can manage accounts after logging in if his account has enough
privilege.

In a clustered environment, the server’s value must be empty, otherwise the client
only connects to a specific server instead of all available SysUpTime servers in
the cluster.

24
A

Both default user and password are admin

User name: [admin ]

Password: |.--- l

Server: | localhost ]

I‘ ok \ Cancel l

login window of desktop client

SysUpTime User Manual 7 Copyright© iDeskCentric Inc.



Main Window

#i% %k B O

: Network Explorer a0 X

% Topology Yiew
65.25.99.1 { 65.28.9
128.159.11.1 {1281
169.254.0.0
172.16.1.0
172.16.2.0 [ 1 node ]

- @ 172,168.2.61
172.16.10.0
172.16.11.0
172.16.12.0
172.16.20.0
172.16,30.0
172.16.31.0
172.16.40.0
192,168,1.0 [ 11 nod
192,168.2.0
192.168,200.0
192.168.231.0
192,168.232.0
192,168,234.0
192.168,235.0
208,102,18.1 ( 208.1

< | ?

II IF Wigw | Function Views |

File Edit “iew Toolz ‘Mindow Help

e N

DEGCOA®S S5Ea&E: 7

Topology Yiew  x ] Performance Graph - Ping web sites  x ] A

FEX

:65.28.99.1 { 65.28.9... I x

172.16.20.0

172,16.,12.0
<

? -
Q— =5

£5.38.99.4 172.16310

s

Alarm Browser  x

-

Ack Cl.., Sewve... Source

1 [ warn... 63.208....

Time —

Message

2006,06,1... Performance alarm. Ping web sites, curre, ..

Performance alarm. Ping web sites, curre. ..

all Alarms Threshold alarms Error Alarms
atus Alarms Application Alarms Troubleshooting Alarms
S
Message: Performance alarm. —
329.000

SNMP Version: 1 hd
< >
Tokal: 2 Critical: i] Tajor: i] Tinor: i]

= Display Properties
Device Name

Icon

Wisible

Resizeable
Moveable

(= Device Properties
Dedicated
Interfaces

65.28.99.1 { 65.28.99.1) i
Interfaces [3]:

1. A5.2899.1
2 6328921
3 6328971

Main window consists of five major components:

a Menu

o Toolbar

o Network Explorer

o Network Topology View
o Node Properties

You can move windows to different locations. For instance, the alarm browser
window is located beside network topology window when it is opened. You can
click its tab and hold the mouse to move it under topology window, so that you
can see the incoming traps without switching.
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Menu

a File Menu:

o

o

o

Manage Probes: Manage data of probes. Only available in the master’s
client of MSP edition.

Node List: Display all the nodes in a table.

Export Node List: Export nodes to a CSV file.

Export Current Map: Export current map to a JPG file
Export All Maps: Export all the maps to JPG files

Exit: Exit client

o Edit Menu(only apply to desktop client)

o

o

Delete Map Object: Delete selected map object

Merge Two Nodes: Merge two selected map objects into one object. For
example, for a computer with two network interfaces but without SNMP
agent, automatic discovery will treat it as two different nodes. In this case,
you can use merge function to merge them into one node.

Background Image: Insert or remove a background image for top level
map.

Find Node: Find a node based on its name, IP address, MAC address or
other properties. If the node is found in the maps, it will be highlighted.

o View Menu (only apply to desktop client)

o Rearrange Map

Map can be automatically rearranged. After map rearranged, you will be
prompted to save the changes when leaving current map or switching to
view mode.

Forward/Backward
These two menu items are for navigating between maps.

Forward: Go to the next map.
Backward: Go to the previous map.
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o Zoom in/Zoom out
These two menu items let you change the magnification of maps.
o Restore
Restore the current map to its original size.
o Tools Menu
Menu items will be described in later chapters.
o Configure Menu
Menu items will be described in later chapters.
o Window Menu
It allows users to open network explorer and properties windows.
o Help Menu

“Apply license” menu item can be used to apply a new license file. Only
administrators can apply license.
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Network Explorer Window
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IP view

In this tab, nodes are sorted
based on their IP addresses.

If a node has multiple IP
addresses, then each IP address
will be represented as a node in
the IP tree.

Function View

Nodes are sorted based on their
functions.

If a node serves multiple
functions, then each function will
be represented as a node in the
function tree.

SNMP MIB

Display MIB trees and provide
easy ways to do SNMP
operations. Select a topology
map node, and then right click on
a MIB tree node and you can
select operations like MIB table
view, graph view, adding
performance monitor etc.

The graph function can plot a
real time graph for the selected
MIB instance.

“Add Performance Monitor”
menu allows you to quickly add
an SNMP monitor.

This functionality is not available
in the free edition.
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Network Topology Window
o Device Panel and Topology Map

Device panel is only available in edit mode. It provides icons that can be dragged
to topology map. Icons represent network devices or links. If you right click on an
icon and click on the “More Icons” menu, more icons will show up.

During network discovery, each discovered node will be assigned an appropriate
icon. The type of icon is determined by the device’s value of SysModel property.
If no matching icon is found, then a generic icon is used. For example, if a node is

L4

a Windows 2000 machine, a win2000 (\vi;fw)icon is assigned to it. So users can
tell the device type easily.

Users can add more icons or modify existing ones themselves. All icons are store
in the following directory:

$INSTALL_DIR\SysUpTime\server\image\topology
The sub directories denote the device types. For instance, ...\topology\server
directory contains all the icons for servers. If you want to add a new icon, say,

Mac OS X, you can add a file named osx.gif (or other image file types such as
jpg). The new icons will take effect after next network discovery is finished.
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Right click on a node, depending on whether it is SNMP enabled, the following

popup menu will show up:

Ir: 1|
- Redizcover tt
1921k
ity
Trace Rovte
Telnet
SEH

Add Perfarmance Monitor

Graph Yiew for Selected MIE Ohject

SMP Info

MIE Browwser

Viewy Al Uncleared Alarms
Igniare Past =MMP Traps
Shapshot

Propetties
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MIE-II. Zystem Infa

MIE-II: Port Takle (ifTakble)

MIE-II: Routing Table (ipRouteTakble)

MIE-II. &ddress Table (ipAddreszTakle)

MIE-II: TCP Part Table (topConnTakle)

MIE-II: LIDP Port Takle (udpTakle)

MIB-I: ARP Table (ipMetTokediaTakle)

Host Resources MIB: CPU Usage (hrProcessorTable)
Host Resources MIB: Processes (hr3WRunTahle)
Host Resources MIE: Installed Software (hrsinstalledTakle)
Host Resources MIE: Disk Drives (hrStorageTable)
Host Resources MIE: Devices (hrDeviceTakle)
Windowws MIE. Service Infa (svSvycTable)

Windowws MIE: Users (svlserTable)

Windowes MIE. Share (svShareTable)

MET-SMMP: Proceszes (prTakle)

MET-ZMMP: Memary Info (rmemary’)

Cizoo System Info (leystem)

Cizoo: CPU Usage (cpmCPUTotalTakle)
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To Parent Map

Jump to parent map.

Rediscover It

Rediscover this node.

Ping/Trace
Route/Telnet/SSH

Use Ping/Trace Route, Telnet or SSH to check node
status.

Add Performance
Monitor

Add a new monitor for this node

Graph View for
Selected MIB Object

Plot graph for selected MIB object of the SNMP MIB
pane.

Port View

If node supports SNMP, it will display information
about all the ports of this node, including bandwidth
utilization, error percentage, etc.

SNMP Info

If node supports SNMP, it will query SNMP agent to get
values and show them in a new dialog window. This
menu can be customized by modifying the
$INSTALL_DIR/client/config/snmpinfo.conf configure
file. You can add or remove menu items.

MIB Browser

Launch MIB browser window.

Ignore Past SNMP
Traps

If node has uncleared traps and the alarm browser is
open, node’s color is red. You can use this menu item to
change it back to normal color.

View All Uncleared
Alarms

View all the uncleared traps of this node in the past 24
hours.

Snapshot Launch a new window to display information about this
node and its monitors.
Properties Launch a properties window.

SysUpTime User Manual
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o Editing Map

Every change you made to the map will be saved immediately. Right click on the
map to open context menu, and select a map editing operation.

To add a new device to the current map, you just need to drag the icon from
device panel to the map. When adding a new node, system will prompt user to
enter some parameters and it then automatically does a discovery against the new
node. If the node is not reachable, system will prompt user to discard it or not. If
the map is subnet, the newly added node will be automatically connected to
subnet.

If the map is top level map, you can drag a link to connect it with another device.
After a link is created, you can set its properties, and set the interfaces this link is
associated with. When the end interfaces of a link are not configured, the link is
red and the link positions will not be preserved even after save unless it is
correctly configured. Its color will be changed to blue after interfaces are properly
configured. If a node has only one interface, it will be automatically assigned to
the link. If a node has more than one interface, user needs to pick one of them and
assign it to the link. If a node has no unoccupied interface, then you need to add
one for it.
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o Node Snapshot
Node snapshot lets users take a quick look at the status of the selected node.

In web client, the equivalent is the node “Status”. Right click on the map’s node
to bring up a context menu, then select “Status” to view node’s current status.

ﬁNnde Snapshot
-Device Information
Properties A
SysObjectIdValue .1.56.14.1.311.1.1.3.1.3
CPU Count 1 |
CPU Type Intel
Function Hast
Mamnrv Sive 405 MR v
iI'\:‘Ii.'mitt:pr and Host Resources Information
~Hard Disk ~Hard Disk )
C\ Label2taue AAl Sorial Numbar o027 82 E:\ Labal: Serial Number fcb65911
R B3 .845%
53.59%
[* Froe =o.6a6,723  Usca = 8.354.101] [ Free = 1,285,531 Usaa = zav.eas] v

The upper panel displays properties of the node. The lower panel displays monitor
and host information. The type of chart of a monitor can be configured in the
“Add Monitors” dialog.

Pressing “Refresh” button will update the monitor and host information.
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Properties Window

:192.168.1.199 { Iserver ) - Propert... I+ x

- Display Propetties )
Device Naml 192.1658.1.199 [ lzerver ) - Properties

Icon
Yisible
Resizeable
Mowveable
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SysObjectldvalue A1.3.6.0.4.0.8072. . )
SMMP Properties [3
Inkerfaces ]
CPU Count “
SysObjectIdv¥alue i

103614 1.8072.3.2.10

Dashboard Window (Web client only)

Properties window displays the
properties of selected node. In
view mode, properties are grayed
out and cannot be modified. The
user needs to switch to edit mode
in order to change the properties
of nodes.

Network explorer window has to
be open, otherwise properties
window will not be updated.

Dashboard window displays important data such as status of nodes, recent alarms, and

top ten lists of monitors.

SysUpTime User Manual
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Chapter 3. User and View Management

User Management

User Administration
serMame Fulliame Passwiord Privilege Ackive Crganizakion
admin admin kA admin
jsmith wkbkddk | nhearyer
rm wkdkkd | nnerakor
[ add User ] [ Maodify User ] [ Delete User ] [ Close ]

Each user is assigned one of the three privileges: admin, operator and observer.
By default, admin privilege has all the permissions and observer group has
minimum permissions. You can change their privileges in the “User Permissions’
window.

b

Each user is associated with zero or more organizations, which are tied to
different topology views.

User name must start with a letter or digit. And ‘@’ is not allowed in user names.
The maximum length of user name is 20 characters. Number of allowed users
depends on the license type.

You can suspend a user by clicking the checkmark of the “Active” column.

After SysUpTime is installed, a default user “admin” with password “admin” is
created. You should change its password to a secure one to enhance security.

Change Password

Change current user’s own password.
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User Permissions

User Permissions

Maodule Administrakor Cperator Ohserver

Alarm Browser
lser Management

=l

1]

Z

=

=

o
FEEEEEE
OEEEEEE
COOOCEE

| ok || concel |

This window is used to assign permissions to different groups. By definition,
administrator group has all privileges, and observer group has read-only
privileges.

For trap module, although observer group does not have privilege to change a
trap’s properties, it still can view all the traps.

Manage Organization

Manage Organizations @
Qrganizakion Users Yiews
: g oper Topology Yiew, ©YZ's network
FOo Inc, oper Topaology Wiew
[ Add ] [ Delete ] I Modify l [ Close ]

An organization can have one or more users, and it can be associated with one or
more network views. A user can only open the views assigned to his organization.
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Create Custom View

Create Customer View

3

O 192.168.1.1 { LINU: )

O 192,168.1.233 { KI-4F, ..

O 192.165.1.254

Wi Mame: | wid's Netwnrk| | ‘Wisible ko Organizatiuns:| W Carp, " Edit ]
Cptional: Properties: Selected:
O 172.16.2.61 Mame Yalue @ 192,168.1,190( FFa70C,..

@ 192.168.1,193 { SERVER )
@ 192,168.1,199 [ |server )
O 192.163.1.235

Filker:

[] &pply Filter

Tvpe: Device Mame:
| || |

IP Address Range:

Figure: Create a new custom view

Custom views can be used to create user-defined maps. It lets you create your
own set of devices based on device type, location, or other selection criteria. Each
custom view can be associated with an organization, so users who are not in the
right organizations cannot access the custom view. Administrators have access to
all the custom views.

Topology view is the global view and contains all the nodes. Nodes in the custom
views are the same as those in the topology view. If you edit the properties for a
node in the topology view, the node in other views will change as well. However,
if you delete a node from a custom view, it will not be deleted from topology
view.
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Custom views, unlike subnet map, can be rearranged and background image can
be inserted after switching to edit mode.

Custom view can be opened through “File/Open View” menu.

SysUpTime

File Edit Yiew Toolz Window Help

: Network Explorer

a0 =

- ]X‘."Z's'-.-'iew x] [4]¥]

52 wva's View

@ 19216811 ( linux )
@ 192,168.1.120 { OWEN )
O 192.168.1.165

O 192.168.1.198 { SERVER )
@ 192,168.1.193 ( lsarver )

IP Yiew | FUnCtion Yiews | SHMP MIG |

lirie

192.168.1.165

lserver

[
saradolg E

£

Figure: A custom view with five nodes
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Chapter 4. Network Discovery

Network discovery is an important step for network management. An accurate
topology map is vital for identifying network problems.

Major features of SysUpTime’s discovery module:

Support for layer 3 and layer 2 discovery.

Accuracy.

CIM (Common Information Model) based object model.

Support for multiple protocols including SNMPv1/v2c/v3, PING, Netbios,
HTTP, etc.

Unique mediation layer technology ensures unlimited extensibility. New
device support can be easily added by user.

o Periodical discovery.

o Automatically merge topology of a new discovery with the old one.
Manually added/hidden nodes will be preserved in new topology.

0 O O O

O

The menu of network discovery is shown below:

Discovery ®% Discovery

Trap Receiver B4 Stop Discovery
Performance b 2k Perindical Discovery
Report L WLAN Manacer
Uzer Management b - Discovery Report
MIE Broweser

Device Manager
Configure r
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Start Discovery

Discovery Options
Seed | 192.168.1.1
Discaver Public IPs

Max Hops From Defaulk Gateway

seconds

Tirneouk

Mumber of Threads

Ignore Mon-SMMP-enabled Devices [ ]

Clean Discavery

Deteck Metwork Services ]

SMMP Agent Properties

IP Address Fead Communiky Yersion I=er Mame

192.168.1.1 ook 1 E
Mlodify

Discowvery Filkers

IP ar IP Range syshlame sysDescr Device Types Mode o

all Tvpes IEGMORE &

192.168,1.* all Tvpes MUST
Delete
Madify
Irnpork

[ Ok l ’ Cancel l

This dialog is for specifying discovery settings. The settings will be stored in
database so next time the user does not have to reenter them. If periodical
discovery is enabled, it will use the settings as well.

o Seed

It is the starting point of discovery. If no seed is specified, the default

gateway will be used.
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If the seed IP address is not reachable, SysUpTime will ask user to
continue discovery or not. If yes, the first IP address of the subnet will be
used as seed.

o Discover Public IPs

If selected, discovery will discover public IP addresses. Otherwise, all
public IP addresses will be ignored.

o Max Hops from Default Gateway

It is the number of maximum hops from SysUpTime server’s default
gateway. Nodes with more hops will be ignored.

o Timeout
Timeout value for PING and SNMP queries in seconds. The minimum
value is one second. Smaller timeout value can speed up discovery, but it
may skip some unresponsive nodes.

o Number of Threads

Number of threads for discovery. More threads can speed up discovery
process but it may add too much network traffic.

o Ignore non SNMP enabled devices

If selected, all nodes without active SNMP agent or correct SNMP
community names will be ignored.

o Remove Existing Topology Data

If selected, previous discovery results and manually modified maps will be
discarded.

If not selected, SysUpTime will try to merge the new discovery result with
the old maps. All manually added/hidden nodes will be preserved. For
instance, if you hide a node, this node will be still invisible even if it is
discovered again. However, for manually deleted nodes, they will show up
again if they are discovered.

o Detect Network Services

If selected, network services such as FTP, HTTP and others will be
detected if they are active on the nodes being discovered.
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o SNMP Agent Properties
If SNMP agents to be discovered are SNMPv3 agents or SNMPv1/v2c
agents with non-default community names (‘public’), then you need to add
their properties so that their SNMP values will be discovered.
o Discovery Filters
If you don’t want to discover everything in your networks, then filter is a
great tool to limit discovery scope. Or if there are some subnets that
cannot be automatically discovered, you can set filters to force discovery
engine to discover them.
Filter can be set by the following conditions:
o IP Range or IP address
Four formats are supported:
» Subnet Format
IP range ends with “.** or *.0’ . For instance, “192.168.1.*”
or “192.168.1.0” mean all the IPs between 192.168.1.1 and
192.168.1.254.

> Partial Subnet Format: Two IPs in the same subnet,
separated by ‘-°.

For example, “192.168.1.10 - 192.168.1.100” means all
the IPs between 192.168.1.10 and 192.168.1.100, inclusive.

» CIDR Format
For example, “192.168.1.0/24” means all the IPs
between 192.168.1.1 and 192.168.1.254; “192.168.1.0/25”
means IPs between 192.168.1.0 and 192.168.1.127.

» Individual IP: A single IP address.

If the value is empty, it means ALL IP addresses.

o sysName

Value of SNMP MIB-I1 sysName.
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“*>and ‘7’ are allowed for wildcard match. ‘*’ matches an
arbitrary string of characters, and the string can be empty. ‘7’
matches any single character.

For instance, “*” matches all system names; “test*”” matches any

string starting with “test”; “te?t” matches “test”, “te1t”, or other
strings with similar pattern.

a sysDescr

Value of SNMP MIB-1I sysDescr
“* and “?’ are allowed for wildcard match.

o Device Types
User can select one or more system types. System type is
determined by the value of sysObjectID. There is a list of
predefined mapping of sysObjectID’s value to device type. And
new mapping can be configured through “Tools/Discovery/Device
Manager” menu.

o Mode

» IGNORE
Ignore all the nodes meeting the criteria.

» MUST

Discovery engine must discover all the nodes meeting the
criteria.

If there are any conflicts between IGNORE and MUST mode,
MUST will take precedence. If filter settings conflict with other
discovery settings, filter settings take precedence.

o Import filter button

Import ‘MUST’ discovered IP or IP range list from a text file. File
format: each IP or IP range take one line.

SysUpTime User Manual 26 Copyright© iDeskCentric Inc.



Here is an example:

IP Range sysName sysDescr Device Types | Mode
192.168.1.0 MUST
172.16.1.0 Windows* Host, Server IGNORE
192.168.2.10 — IGNORE
192.168.2.150

192.168.3.1 IGNORE

Discovery engine will discover all nodes except hosts or servers whose IPs are:
1. between 172.16.1.1 and 172.16.1.254 and
2. between 192.168.2.10 and 192.168.2.150 and
3. 192.168.3.1

The discovery should explicitly discover the 192.168.1.0 subnet.

Stop Discovery

Stop network discovery. However, network topology may not be accurate if
discovery is stopped in the middle.

Periodical Discovery
Discovery can be scheduled to occur periodically. Periodical discovery will reuse

settings of last discovery. If no manual discovery is done, periodical discovery
will use default settings. Periodical discovery starts at 00:00.

Partial Rediscovery
If a subnet or node’s properties have changed and the changes do not affect others,
you can use partial rediscovery to update a subnet or node instead of launching a
full-scale rediscovery.

To invoke a partial rediscovery, right click on a node or subnet and select
“Rediscover It” menu.

Discovery Report
It shows a summary of the last network discovery.

Save Current Topology as Baseline

Save the current topology data, which can be used later to find changes.
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Compare Current Topology with Baseline

Compare current topology data with the saved baseline. It shows a report of
changes.

Device Manager

SysUpTime supports thousands of devices and applications. It also provides
excellent extensibility so that users can easily add new device support through
device manager. One requirement is new device must support SNMP. If a device
is supported, its properties, including device type, model, and other information
will be identified during network discovery.

Device Manager,

sys0hjectID Value sysDescy Device Type Madel Mendaor
.1.3.6.1.4.1,99,1.1.3.11 2000 SEerver WindowsZ000  (Microsoft
1.3.6.1.4,1.99,1,1,3.11 wp Hosk WindowssP Microsoft
1.3.6.1.4.1.8072.3.2.10 loier R.aouter Laier 2300 M. .. |Loier
1.3.6.1.4.1.8072.3.2.10 lir; SEerver Linux
1.3.6.1.4.1.9,1.437 F.outer 10005 ESR, Cisco
1.3.6.1.4.1.9,1.423 F.outer 12404 G5F, Cisco
136141 F.outer 12406 G5R,

4.1.9 Router
. 1.9 Hub
1.3.6.1.4.1.9,1.225 Hub 1245M
1.36.1.4.1.9.1.201 F.outer 1720 VPN
1.3.6.1.4.1.9.1.416 F.outer 17600
1.3.68.1.4.1.9.5.28 Switch 1900c
1.3.6.1.4.1.9.5.351 Switch 1900 i b

Modify Delete

The built-in devices cannot be modified or deleted. However, users can add a
device with the same sysObjectID value to overwrite the existing settings.
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sysiObjectID Yalue | || . ]

Device Tvpe |Ru:uuter L |
Oplions << ]
All Functions Selecked Functions
Switch ~
Eridoe 0
Function Hub
Prinker 3 £
Firewall w -
Model | |
Vendor | |
Icon | || 00 ]

sysDescr contains | " = ]

Other Properties | V" Add ] l Delete ]

| o || concel |

The sysObjectID value is required and it will be used as a key to identify devices
during network discovery.

sysDescr contains: Enter keyword that sysDescr (SNMP MIB-I1 object) includes.
This field is necessary if two different devices with the same sysObjectID values
but different sysDescr values.

Other Properties: User can enter custom properties of new devices. Each property
has an OID, which will be used to query SNMP agent to get its value.
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Chapter 5. Event System

SysUpTime’s event system is a powerful tool for processing SNMPv1/v2c/v3
traps/informs and internally generated performance events.

Event system consists of three major components: database tables for storing
events, trap receiver server on the server side, and alarm browser window on the
client side.

Trap Receiver Server

By default, trap receiver server will be automatically started when SysUpTime
server starts up. However, if you do not need trap receiver, you can disable it. To
disable trap receiver, edit

$INSTALL_DIR/server/server/default/conf/server.properties and change to
trapReciever=no.

The default port number of trap receiver is 162. On some platforms, this port may
already be occupied by some other application, then trap receiver cannot be
started unless you stop the application that takes port 162 first. If SysUpTime
server is running on Linux/UNIX, it must have root privilege in order to start trap
receiver at port 162.

In a clustered environment, there can be more than one trap receiver servers. In

this case, SysUpTime client connects to all trap receiver servers and display all
the received traps.
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Alarm Browser

On the SysUpTime client side, alarm browser is not opened the first time you
start SysUpTime client. Click “Tools/Alarm Browser/Open Alarm Browser”
menu to open it. If the alarm browser is open when you exit client, its state is
preserved and it will be opened next time you start client. By default, alarm
browser window can hold up to 1,500 traps. If number of alarms exceeds this
number, oldest ones will be removed.

Depending on the configuration, incoming alarms are stored in database or
discarded. You can use alarm browser window to view historical alarm data.
SysUpTime can be configured to periodically delete old alarms.

Alarm Browser | Monitors Snapshot | Topology Yiew  x | Performance Graph - cpu util of gateway  x | Performance Graph - ping sites. .. k||

Ack | Clear | Severity Source Time — Message

E.4.E:E::E:.1B'_'4..1|:|4 2006.09,20 12:55:25 .., |Petformance rearm. ping sites, current value: 104,000

|:| Warning 54.233.1589.104 2006.09.20 12:52:25 ... Performance alarm. ping sites, current value: 554,000

|:| |:| Warning 209.151.56.158 Z006.09,20 12:48:25 ... Performance alarm. ping sites, current value: 320,000

w
| a1l Alarms | Threshold Alarms | Error alarms || Skatus alarms || Application Alarms || Troubleshooting Alarms

. . A
Message: Performance rearm. ping sites, current walue: 104.000
Timestamp: 1 howr 17 minutes 50 seconds
Source: G4.233.189.104
Enterprise: 1.3.6.1.4.1.15145.100
SNMP Version: 1 b
Tokal: 4 Critical: u] Majar: o Mirar: o "Warning: 3 Marmal: 1 Trap Receiver Status: Running

Alarm browser is divided into two panels. The upper panel shows summaries of
alarms. The lower one shows details of selected alarm. The status bar on the
bottom shows the current status of alarm browser.
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The following popup menu will show up if right clicking on a row. The menu
items there have the same effects as those under Tools/Alarm Browser.

Source Titre —

G4 233161 .99 20051042 11:07:23 GRT+0...

G4.233.161.99 20031012 11:04:.

G4.233.161 .99

Reset Fiters
G4 233161 .99 1T+0...
Dizplay Historical Traps

Clear Selected Rows
Change Severity
Zend Email

Delete

Hicle

Hicle Al

Piry

Trace Route
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Menu Items of Alarm Browser Window:

Open Alarm Open alarm browser window. If alarm browser window is

Browser already open, it will be brought to the front.

Close Alarm Close alarm browser window. The trap receiver on the

Browser server side is not affected and continues to process
incoming alarms.

Start Trap Start trap receiver for receiving SNMP traps.

Receiver Service

Stop Trap Stop trap receiver.

Receiver Service

Set Filters Set filters to reduce alarms on the screen. Filter settings

are tied to the user name. That is, filter values are the same
for a user after he logs out and logs in again.

Display Historical
Alarms

Load historical alarms from database and show them. If
number of traps is over 1,500, only the first 1,500 traps
are retrieved.

Clear Selected
Rows

Clear selected one or more alarms. User will be prompt to
enter comment. Comment will be added to detail panel if
clearing succeeded. Other clients can see the change
immediately.

Change Severity Change the severity of selected alarm both on the client
side and database. Other clients can see the change
immediately.

Send Email Send selected alarm via email. SMTP server needs to be
configured beforehand.

Delete Permanently delete selected alarm both on the client side
and database. Other clients can see the change
immediately.

Hide Hide selected rows. It does not affect alarms in the
database and other client will not be affected.

Hide All Hide all the traps. It does not affect alarms in the database
and other client will not be affected.

Ping Ping the alarm originator to see if it is reachable.

Trace Route

Trace route the alarm originator.
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There are five levels of severity: normal, warning, minor, major, and critical. And
their corresponding colors are:

Alarm Severity Color
Normal white
Warning yellow
Minor orange
Major pink
Critical red

Incoming alarms are sorted into five predefined categories depending on the event
configuration: Threshold, Error, Status, Application, Troubleshooting alarms. If
an incoming alarm is not configured, then it does not belong to any categories and
will be placed in the “All Alarms” tab. An alarm needs to be configured through
“Tools/Configure/Alarm /Event” to set its category. New categories can be added
in event configuration.
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In the upper panel of the alarm browser window, by default, the alarms are in
chronological order with the most recent alarm at the top of the list. You can sort
alarms by clicking the table header. The table columns are listed below:

Ack It indicates whether the trap is acknowledged or not.
Acknowledging a trap means somebody is working on the network
issue but this issue has not been resolved yet.

Click the check mark of Ack column to acknowledge the trap. You
will be prompted to enter comment. The comment will be seen in
the detail panel.

When one client acknowledges a trap, the trap status is changed to
acknowledged in other active clients.

Clear It indicates whether the trap is cleared or not. Cleared trap means the
network issue has been completely resolved. When a trap is cleared,
the color is changed to white.

Click the check mark of Clear column to clear the trap. You will be
prompted to enter comment. The comment will be seen in the detail
panel.

When one client clears a trap, the trap status is changed to cleared in
other active clients.

Severity | Trap’s severity.

Source | The IP address of the trap sender.

Time The time when the trap was received.

Message | Brief description of the trap.

Other functionality, such as trap de-duplication, event configuration, trap clearing,
and alarm escalation will be described in the configuration chapter.
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Chapter 6. Performance Management

It is important to measure network and systems performance in order to manage it.
SysUpTime’s performance management warns you proactively of potential
problems in the managed environment. Performance management monitors
network performance variables to ensure that it is maintained at an acceptable
level. Network throughput, user response time, and line utilization

are good examples of variables that are monitored.

SysUpTime periodically collect and monitor performance variables. When a
performance threshold is exceeded, an alarm is posted in the alarm browser
window and its associated actions will be performed. There are two different
ways to manage threshold in SysUpTime:

o Self-learning Dynamic Statistical Baseline (based on historical data)

SysUpTime continuously examines what has happened in the past, learns
from it, and creates a dynamic baseline of "normal™ performance data. In
operation, SysUpTime then computes and looks for deviations from those
normal parameters. The automated self-learning baseline approach
eliminates time-consuming manual threshold administration by
automatically generating dynamic thresholds for thousands of monitors.

o Multi-level Fixed Thresholds

It allows user to set multiple thresholds (based on time) with each
threshold corresponding to an alarm severity level. Each threshold can be
associated with a time frame. For instance, for weekdays, we can set a
threshold of 80 with severity level of major, 75 with severity of minor; and
for weekends, we can set a threshold of 60 with severity level of major, 55
with severity of minor.

Take for another example that you have configured your system to alert
you if your router’s interface utilization reaches 80 percent. But, what if
your router has been running at a 79 percent for all week? If your system
is not configured to send you an alarm below 80 percent, you will not even
notice this potentially dangerous anomaly in your router till trouble
actually strikes. A proactive stance would be to not let such a situation
arise. You can set multiple thresholds for alarms, one at the critical point
and another before that when the load reaches, say 10 percent before the
critical point.
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Add a New Monitor

==

Log File
Ping
Part
RaDIUS
4 SNMP
- SHMP
=4 SHMP monitor wizard
----- Bandwidth utilization
----- CPLU utilization
----- Check Process State
----- Disk, utilization
----- Input bandwidth utilization
----- Mermory utilization
----- Cutput bandwidth utilization

<24 55H

b Customn Cormmand
[+ ] 55H monitars Far Linux
[+ ] 55H monitors Far Solaris

. J Telnet

o Custom Command

_| Telnet monitars For Linus

_| Telnet monitors for Salaris
URL Sequence

B J WML

b WMI Cammand

=4 WMI monitor wizard

----- Bandwidth utiliation

----- CPU utilization

----- Disk utilization

----- Input bandwidth utilization
----- Mermory atilization

----- Cutput bandwidth utilization

----- Process stake

----- Windows Service

Mlew, ., l [ Close

H Refresh ]

~

This window lists available monitor types. Press “New” button to create a
new monitor.

To easily create core performance monitors (such as CPU, memory, disk,
bandwidth) easier, you can use SNMP or WMI monitor wizards to do this
job. Wizards just ask you enter a few parameters and then automatically
create monitors for you, and it will save you a lot of time. When you use
wizards to create monitors, you cannot specify all the parameters of
monitors. You can use “Manage Monitors” screen to modify each
monitors’ settings.
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Common Form Values

The following figure is the first screen of creating a new PING monitor:

Hosk name | i, qoogle, com |
Monitor name (1-50 chars) | Ping Google Sike |
Falling interval | 1 | |Minutes w
Decrease palling inkerval by | 1% | times when threshold is crossed
Threshold settings [ Configure ]
Ackions [ Configure ]
Depends an |Nn:|ne L |
Group Pefault Group w |
Snapshat settings (optional) [ Configure ]
Save run results bo database
Tesk run
Ok l [ Cancel
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Host Name | Specify the host name of IP address of the network node to be monitored. If
user enters an IP address, system will try to resolve it to a DNS name and use
DNS name internally.
Some monitors allow multiple host names separated by comma or semicolon.

Monitor A meaningful name for this monitor.

Name

Polling The interval between pollings.

interval

Decrease The default value is 1, which means polling interval stays constant. For

polling instance, if the value is 5 and the polling interval is 10 minutes. When the

interval by | threshold is exceeded, the polling interval will be changed to 2 minutes. The

X times polling interval will go back to normal when rearm occurs.

Threshold | User needs to press “Configure” button to set up threshold.

settings

Actions Configure actions for this monitor only. Actions will be triggered when an
event (alarm or rearm) occurs. You can use
“Tools/Configure/Alarm/Event/Performance monitor” to configure global
actions for all performance monitor.

Depends on | If this monitor depends on another one, it cannot run until the other monitor’s
state meets the specified condition. For example, if it depends on monitor A,
and the “Depends condition” is “Ok”, then it can run only when monitor A’s
performance threshold is not exceeded; if the “Depends condition” is
“ERROR?”, then it can run only when monitor A is in alarm or error states.
Multiple levels of dependency are supported. That is, monitor A can depend on
monitor B, and monitor B can depend on monitor C.
A monitor can only depend on zero or one monitor. However, it can be
depended by zero or more monitors.
Example:
We want to monitor the state of three Windows services A, B and C. Service A
and B depend on C. If C fails, A and B will fail too. We can create three
monitors for A, B and C, and make A and B depend on C. So if C fails, we
will receive only one alarm instead of three.

Group A monitor can belong to a group. If later this group is deleted, all monitors in it
will be removed.

Monitor This value will be used for grouping similar monitors. It will be used in the

Type reporting and top-N functions, such as top 10 nodes by CPU utilization.

Snapshot Optional. Chart properties of this monitor in snapshot. Press “Configure”
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properties | button to configure it.

Save run Specify whether to save data in database. Data can be used later for reporting,
results to trending, graphing, etc.

database

Test run Specify whether to do a test run, which can help determine if all monitor

setti ngs are correct.

Advanced By default, a monitor will start immediately and run 7X24 for unlimited times.
options You can change all those options.
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Edit Metrics:

Edit... X]

Timeouk |5IIIIIIIII | milliseconds

Configure threshold

Packet round trip kime
Packet success rate

[ Ok ][ Cancel ]

This screen lets you configure threshold and other parameters specific to

this metric. Press “=>" button to configure threshold for selected metric.

After configuring metric is finished, it will be placed to the right panel. It
can be edited again by pressing the “Edit...” button.

Actions
Alarm Actions Configuration
B!
Email | admin@sysupkime. com (7424} || ] when alarm occur,
when rearm occul
[ ]HTTP Action | | when alarm occur:
| | when rearm occur
[] Run Command | | when alarm occur
| | when rearm occur
Run Remate Cormmand Remote Hosk lgerver (win20.., | | when alarm occur
Remote Host hd | | when rearm occu
[] Camputer Action l:l Remote Host | | |A command that will be executed on the remote computer. |arrn falelallle
l:l Remate Host |:| when rearm ocour]

[] Service Action l:l Remote Host |:| Service Mame l:l when alarm occur
l:l Remote Host |:| Service Mame l:l when rearmn acour

[T Kill Process Remote Host |:| Process Name l:l when alarm ocour

Remote Host |:| Process Name l:l when rearmn acour

[] Alarm Sound | | when alarm occur

(Client Side) [ .. when rearm occur
[ Test Run ] [ Load Default Actions ] ’ Save As Defaulk Actions ]

[ ok [ concel |

Actions will be triggered when an event (alarm or rearm) occurs. The
following actions are supported:
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e Email
Send emails based on different time frame

e HTTP Action
Post to a web site using either GET or POST methods. Form data
can be specified for POST method.

e Run Command
Execute a SysUpTime server side command. You can embed
token $ip in the command. Token $ip is the IP address of the
host being monitored. This is a sample command that uses $ip:

ping $ip

e Run Remote Command
Use SSH/Telnet/RPC to login and then execute a command on
remote computer, including Windows and Linux/UNIX
machines. You can embed token $ip in the command. Token $ip
is the IP address of the host being monitored.

e Computer Action
Reboot/Power off a remote computer, including Windows and
Linux/UNIX machines.

e Service Action
Start/Stop/Restart a service on a remote computer, including
Windows and Linux/UNIX machines.

e Kill Process Action
Kill a running process on a remote computer, including Windows
and Linux/UNIX machines.

e Alarm Sound
Play sound on the client side. So the SysUpTime client needs to
be up and running.

Only MP3 sound file format is supported. To add new sound
files, you can just copy new MP3 files to this directory:

$INSTALL_DIR/server/server/default/deploy/app.war/sound
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Authentication is usually required if you need to access remote machine.
The following dialog is for entering user/password information. Protocol
field is for specifying the protocol that will be used for communicating
with the server. The supported protocols are SSH/Telnet/Windows RPC.
Windows RPC should be selected if the remote machine is a Windows
machine. Windows RPC is not available if the SysUpTime server runs on

Linux.
Remote Host E|
Hosk name Winserver
ser name adminiskrator
Passward A A A {opkional))
Confirm passwaord ko bk
Pratacal Windows RPC | s
25H
Ok Telnet
Buttons:
Test Run Perform a test run. The selected actions will be

performed. For instance, if one of the selected
actions is rebooting a machine, SysUpTime
server will try to reboot it. This way can test if
there are any incorrect parameters in action
settings.

Save As Default
Actions

Save the current actions to database, which can
be used later so you don’t have to enter the same
action next time.

Load Default
Actions

Load the default actions (saved beforehand) from
database.
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Configure Threshold:

Packet round trip time

Enable threshold
Threshald
|Fixed W Severiby: Warning
Fixed threshold: zenerate alarm if resulk |:=- v| | 200 | milliseconds Advs
Statistical threshold:  Generate alarm if result | | | | kirnes of

Baseline Interval | | | | Advay
Generate alarm if | 1 | kirnes of threshold violakion occur,
Rearmm

|
Fixed threshold: Generate rearm if result | | | 200 | milliseconds fdvag
Statistical threshold:  Generate rearm if resulk | | | | kirnes of
[ Ok, l [ Cancel ]

This screen is for configuring alarm and rearm threshold.

Enable threshold:

By default, threshold checking is enabled. If disabled, monitor will only
collect data.
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Threshold:
o Fixed Threshold

Threshold is fixed. You need to know what is normal and what is out
of range first in order to set fixed threshold.

Press “Advanced” button to configure different fixed thresholds with
different severity level for time ranges. For example, if your web
server’s traffic varies dramatically on weekdays and weekend. You
can set a threshold for weekdays, and another threshold for weekend.

o Adaptive Statistical Threshold

It uses dynamic rolling baseline to manage threshold. Baseline data is
collected over a period of time, and baseline data is constantly updated
as new data is collected. Threshold is automatically set based upon
standard deviations of collected baseline data, or the average value of
the past data. No alarm will be raised if minimum set of baseline data
has not been collected.

The duration of the baseline period should be sufficiently long to span
a similar variety of operating modes as will likely occur in the future.

Baseline interval is the length of time over which one set of data that
will be baselined is collected.

The threshold is measured by number of standard deviations. If the
collected data follows a Normal distribution, a range covered by one
standard deviation includes about 68% of the total data; a range of two
standard deviations about 95% of the total data; and of three standard
deviations about 99.7% of the total data. For example, suppose a
baseline value for a Ping monitor's round-trip time is 10 seconds and
the standard deviation is 2 seconds. If the threshold is three times the
standard deviation, then the monitor will remain in a good condition as
long as it is round-trip time does not exceed 16 seconds. This can be
represented as a formula of:

if(round-trip > (baseline + (multiplier * stddev)) then threshold is
exceeded

Substituting the numbers from the example above gives:

if(round-trip > (10 + (3 * 2)) then threshold is exceeded
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For instance, we plan to use statistical threshold to monitor a business
web site. We create a web site monitor with polling period of 5
minutes and set its threshold to be 3 standard deviations. We assume
the web traffic patterns are similar on a weekly basis. So we set the
baseline interval to 7 days. By default, the minimum set of baseline
data is 5, and the maximum set of data is 10. We choose to use the
default values. After monitor is started, it collects data for 35 days
(because the minimum set of data is 5 and the baseline interval is 7
days), and then starts to computer statistical values and checks for
threshold violation. If system collects data at 10:00 AM on Monday,
system will use the previously collected sets of Monday 10:00 AM
performance data to compute standard deviations and check if
threshold is exceeded. If threshold is not exceeded, this new data will
be added to baseline data and used later for computing statistical
values. So baseline data is constantly updated and can always adapt to
current situations.

Press “Advanced” button to configure boundaries for baseline data.
Sometimes it is necessary to set boundaries for baseline data to ensure
that baseline data is normal.

Rearm Threshold:

Configure threshold for rearm event, that is, clearing alarm event. The
rearm indicates that the monitored object has returned to a normal state.
When rearm conditions are satisfied, a rearm event will be posted to alarm
browser window and it can automatically clear corresponding threshold
alarm.
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Monitor Types

o DNS Monitor
The DNS monitor checks a domain name server. It verifies that the DNS
server can respond to requests and domain name can be correctly resolved.

Metrics Configuration:

Host name to be | Enter a host name, such as “www.google.com”.
resolved This name will be passed to DNS server to be
resolved to an IP address.

Resolving host Optional. Enter one or more IP addresses
result corresponding to the host name, separated by
semicolon.

Threshold Configuration:

| Round trip time | The response time of DNS query

o Database Query Monitor
Send SQL queries to Database server and measure response time and/or
check content of response. Major database servers such as Oracle, MS
SQL Server, Sybase, DB2, MySQL, and PostgreSQL are supported.

Metrics Configuration:

Database name | Name of the database.
SQL statement | An SQL statement to be used for query.

Threshold Configuration:

Record rows Number of rows returned from SQL query.
Content match Check the result of the SQL query.

Result column 1 | Check the first column of the result of the SQL
query.

Result column 2 | Check the second column of the result of the
SQL query.
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o Directory Monitor

The Directory monitor watches an entire directory and reports on the total
number of files in the directory, the total amount of disk space used, and
the time (in minutes) since any file in the directory was modified. This
information is useful if you have limited disk space, you want to monitor
the number of files written to a specific directory, or you want to know the
activity level in a certain directory.

Metrics Configuration:

Directory Enter the directory that you want to monitor. The
path directory is relative to the SysUpTime server. To
monitor a directory on a remote machine in a
Windows NT/2000 network, enter the UNC name for
that directory. For example:
\\192.168.1.100\sharedDir.

Check If checked, subdirectories will be counted.
subdirectories

Check for This option affects all the threshold metrics. If
directory checking failed, an error will be raised.
changes

Three modes:
= No checking
SysUpTime does not check for directory changes.
= Compare to last contents
SysUpTime compare the directory with the
previous results.
» Compare to first contents
SysUpTime compare the directory with the first

results.
Check It doesn’t matter if the mode of “Check for directory
metrics changes” is “No checking”.

Three options:

= File name
When checking for directory changes, only file
names are considered.

» File name and size
When checking for directory changes, only file
names and their sizes are considered.

= File name, size and modified time
When checking for directory changes, only file
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names, their sizes and modification time are
considered.

Threshold Configuration:

Number of files Check if the number of files in the monitored
directory exceeds a given number.

Directory age Check if the age of the monitored directory exceeds
a given number of minutes.

Total size of the | Check if the total size of the directory exceeds a
directory certain number of bytes.

o E-Mail Monitor

The E-Mail monitor checks an email Server via the network. It verifies
that the email server is accepting requests, and also verifies that a message
can be sent and retrieved. It does this by sending a standard email message
using SMTP and then retrieving that same message via a POP3 user
account. Each message that SysUpTime sends includes a unique key
which it checks to insure that it does not retrieve the wrong message and
return a false OK reading. If SysUpTime is unable to complete the entire
loop it generates an error message.
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Metrics Configuration:

Action Select the action the E-Mail Monitor should take with
respect to the mail server. The Send &

receive option will allow you to send a test message to
an SMTP server and then receive it back

from the POP3 or IMAP4 server to make sure the mail
server is up and running. Use the Receive

only option to check the incoming POP3 or IMAP4
email servers for a message that was sent

previously. This check is done by matching the content
of the previously sent message. The Send

only option checks that the receiving email server has
accepted the message.

Note:

If the Receive only option is selected, you should use
this monitor for a dedicated email account that is NOT
being accessed by any other email client. If another
email client attempts to retrieve email messages from
the account that the E-Mail Monitor is monitoring in
Receive only mode, the monitor and the other mail
client may lock each other out of the account such that
neither is able to retrieve the messages.

SMTP server | Enter the hostname of the SMTP server to which the
test mail message should be sent (for example,
smtp.foo.com).

User name/ User name and password if SMTP server requires

Password authentication.

From The email address to which the test message is sent
from.

To The email address to which the test message should be
sent.

Subject The subject of the test email message.

Body The body of the test email message.

Attachment The full path name of a file to add as an attachment to
the test email message.

Encoding Encoding of the email body. The default is Cp1252
(Latin).
Timeout Timeout value for sending the test message.
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Receive E-Mail configuration

Protocol The protocol used for receiving emails, either POP3 or
IMAP4,

Mark deleted | If checked, fetched messages will be deleted on the
server side.

Server The host name or IP address of POP3 or IMAP4 server

User name/ User name and password if server requires

Password authentication.

Timeout Timeout value for receiving the test message.

Delay For “Send and receive” mode only, SysUpTime waits
after message has been sent and then starts fetching the
email.

Threshold Configuration:

Send time The time used for sending out the email. It is not
valid for “Receive only” action.
Receive time The time used for receiving emails. It is not valid

for “Send only” action.

Round trip time | The time used for sending and receiving emails.
Receive content | Check content of the received emails. It is not valid
match for “Send only” action.
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o Monitor MS Exchange Server

If you want to check the SMTP/POP3/IMAP4 functionality of Exchange
server, you can create Email monitors. For example, you can create an
Email “Send and Receive” monitor to check if a user can send out an
email via SMTP and receive the email via POP3 or IMAP4.

For Exchange server with version earlier than Exchange server 2000, you
can create SNMP monitors to check metrics of it. For Exchange server
2000 and later versions, you can create Exchange server monitors to
monitor critical Exchange services and performance counters (Information
Store, mailboxes, SMTP service, etc.).

SysUpTime User Manual 52 Copyright© iDeskCentric Inc.



o Command Executor Monitor
Run command on the server side and compare the output against threshold.

Metrics Configuration:

Encrypt | If checked, command to be executed will be encrypted.

the This is necessary if commands contain sensitive data such
command | as passwords. The command is not editable if this option is
checked.

Timeout | Timeout value for executing the command.

Threshold Configuration:

Response time The time used for executing the command.
Content match Check the result of the command.

Here is an example of content match for command “ping
www.google.com”. On windows, the command line output is listed below:

Pinging www.l.google.com [64.233.161.147] with 32 bytes of data:

Reply from 64.233.161.147: bytes=32 time=490ms TTL=233
Reply from 64.233.161.147: bytes=32 time=470ms TTL=232
Reply from 64.233.161.147: bytes=32 time=476ms TTL=232
Reply from 64.233.161.147: bytes=32 time=477ms TTL=233

Ping statistics for 64.233.161.147:

Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:

Minimum = 470ms, Maximum = 490ms, Average = 478ms

There is an empty line in the beginning of the result but it will be ignored
(All the leading blank lines are ignored). If we want to check the response
time from the first “Reply from” line, we can set:
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Content match

|Sim|:|le conkent match

) Whale conkent

Token {optional)

Token Delimiter

%) Line (Leading blank lines ignored) | 3|

| 5

| fwhitespace

| ok

l [ Cancel

]

And in the threshold configuration screen:

Severity: |'-.-'u'arning

|

Fixed threshold: Generate alarm if result |:=-

v| | £00.0 |

Although the token fetched is “time=490ms "’ which contains both letters
and digits, it will be converted to digit and check against threshold (600.0)

in this case.
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o File Monitor

The file Monitor reads a specified file. In addition to checking the size and
age of a file, the file monitor can help you verify that the contents of files,
either by matching the contents for a piece of text, or by checking to see if
the contents of the file ever changes.

Metrics Configuration:

File path | Enter the fully qualified name of the file to be monitored.
For example, c:\docs\docl.doc.

No error | If checked, no alarm will be raised when the file being
if file not | monitor does not exist.

found

File The encoding of the file if it is a text file.
encoding

Check for | If checking failed, an error alarm will be raised.
content

changes Three modes:

= No checking
SysUpTime does not check for content changes

= Compare to last contents
Compare the contents to the last one.

= Compare to saved contents
Compare the contents to the saved contents. If the
saved contents change after monitor starts, the change
will not be honored.

Threshold Configuration:

Content match Check the content of the file.

File size Check the size of the file.

Status Check if error occurs.
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o FTP Monitor

The FTP monitor attempts to log into an FTP server and retrieve a
specified file. A successful file retrieval assures you that your FTP server
is functioning properly.

In addition to retrieving specific files, the FTP monitor can help you verify
that the contents of files, either by matching the contents for a piece of text,
or by checking to see if the contents of the file ever changes compared to a
reserve copy of the file.

Metrics Configuration:

Remote The host name or IP address of the FTP server.

host

File path | The file name to retrieve, for example /pub/readme.txt
File The encoding of the file if it is a text file.

encoding

Check for | If checking failed, an error alarm will be raised.
content

changes Three modes:

= No content checking
SysUpTime does not check for content changes.

= Compare to last contents
Compare the contents to the last one.

= Compare to saved contents
Compare the contents to the saved contents. If the
saved contents change after monitor starts, the change
will not be honored.

Threshold Configuration:

File content Check the content of the received file.
match

File size Check the size of the received file.

Round trip time | Check the round trip time of receiving a file.
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o Log File Monitor

The log file monitor watches for specific entries added to a log file by
looking for entries containing a text phrase or a regular expression.

Metrics Configuration:

File path

Enter the fully qualified name of the file to be monitored.
For example, c:\docs\doc1.doc.

No error
if file not
found

If checked, no alarm will be raised when the file being
monitor does not exist.

File
encoding

The encoding of the file if it is a text file.

Check
from
beginning

If checking failed, an error alarm will be raised.

This setting controls what SysUpTime will look for and

how much of the target file will be checked each time that

the monitor is run. Three modes:

= Never
Check only newly added records, starting at the time
that the monitor was created (not when the file was
created). This is the default behavior.

= First time only
Check the whole file once when the monitor is first
created, then only for new records on each subsequent
monitor run. Use this option to check a file that
already had entries before the monitor was created or
started.

»  Always
Always check the contents of the whole file.

Threshold Configuration:

Content match Check the content of the file.

Size

Check the size of the file.
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o LDAP Monitor

The LDAP monitor verifies that a Lightweight Directory Access Protocol
(LDAP) server is working correctly by connecting to it and performing a
"simple™ authentication. Optionally, it can check the

result for expected content.

Metrics Configuration:

Remote
host

LDAP server data.
Eh@w" Eﬂ
LDAP service provider Server
Security principal winz003

dkrkkk kg

Security credentials foptional)

Confirm security credentials | ks s

[ Ok H Cancel ]

= LDAP service provider
Host name or IP address of LDAP server, or a URL string such as
Idap://server:389
= Security principal
User name.
= Security credentials
Password.

Object
Query

Use this box to enter an object query to look at a LDAP object other than
the default user dn object. For example, enter the mail object to check for
an e-mail address associated with the dn object entered above. You must
enter a valid object query in this text box if you are using a LDAP filter.

LDAP
filter

Enter an LDAP filter in this text box in order to perform a search using a
filter criteria. The LDAP filter syntax is a logical expression in prefix
notation meaning that logical operator appears before its

arguments. For example, the item sn=Smith means that the sn attribute
must exist with the attribute value equal to Smith. Multiple items can be
included in the filter string by enclosing them in parentheses, such as
(sn=Smith) and combined using logical operators such as the & (the
conjunction operator) to create logical expressions. For example the filter
syntax (& (sn=Smith) (mail=*)) requests LDAP entries that have both a
sn attribute of Smith and a mail attribute.

More information about LDAP filter syntax can be found at
http://www.ietf.org/rfc/rfc2254.txt and also at
http://java.sun.com/products/jndi/tutorial/basics/directory/filter.ntml

Search

Three modes:
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scope .

The named object: Search the named object.

One level of the named context: Search one level of the named
context.

Subtree at the named context: Search the entire subtree rooted at
the named object.

Return Specifies the attributes that will be returned as part of the search. Empty
Attributes | value indicates that all attributes will be returned.

Threshold Configuration:

Content match

Check the content of the received file.

Round trip time

Check the round trip time of LDAP query.

o Ping Monitor

Ping monitor sends ICMP PING requests to check the status of network

nodes.

Metrics Configuration:

| Timeout | Timeout value for PING requests, in milliseconds.

Threshold Configuration:

Packet round

The round trip time of the PING request.

trip time
Packet success For each run, monitor sends three PING requests
rate and calculate the success rate. The delay between

PING requests is one second.
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o SNMP Monitor

SysUpTime provides comprehensive SNMP monitoring capacities. The
SNMP monitor issues SNMPv1/v2c/v3 requests to retrieve the values
from SNMP agents and check against preset threshold values.

SNMP monitor wizard hides the complexity of SNMP. It provide an easy
way to create SNMP monitors of core performance metrics such as CPU,
memory, network utilization.

Requirements for using the SNMP monitor include:

= SNMP agents must be deployed and running on the servers and
devices that you want to monitor

= The SNMP agents must be supplied with the necessary Management
Information Bases (MIBs) and configured to read those MIBs/

= You need to know the Object ID's (OIDs) of the parameters you want
to monitor.

Metrics Configuration:

OID/Expression | Enter SNMP OID or math expression, which specify
name which value should be retrieved from the SNMP
agent.

See the following OID/Expression section for more
details.

Port number The port number of SNMP agent.

Community The community string of SNMP agent. The default
value is “public”. If its value is empty, the default
value will be used instead.

Timeout Timeout value for PING requests, in milliseconds.

Retries Number of retries for SNMP requests after requests
fail.

Version The SNMP version number of SNMP agent.

Threshold includes comparison of numeric value and content match. For
instance, you can create a monitor with numeric threshold to check
interface utilization of a node, or a monitor with content match threshold
to check whether the SNMP sysDescr string has been changed to another
value.

SNMP OID/Expression

If OID ends with “.s” (such as 1.3.6.1.2.1.25.4.2.1.2.s ), it means all the
values under this subtree (1.3.6.1.2.1.25.4.2.1.2) will be retrieved, and the
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values will be treated as string data type and concatenated into a string
separated by new line character.

If OID ends with “.d” (such as 1.3.6.1.2.1.25.4.2.1.2.d ), it means all the
values (must be numeric) under this subtree (1.3.6.1.2.1.25.4.2.1.2) will be
retrieved, and the sum of the values will be calculated and returned.

If OID ends with “.”, it means it is a tabular object whose index needs to
be supplied. If you have this type of OID in an expression, you will be
prompted to enter its index value.

% Expression

E

Expression Mame: | ifukil |

Expression: | (fInDckets + FoutOctets) * & [ ifSpeed * 100 |
Description: Inketface utilization|
< >

&l variables of the expression:

add Yariable H Modify H Delete ]
‘ariable Name Wariable OID
iFInCckets 1.3e 121,22, 1,10,
|if0ut0ctets 1.3e 121,22 1016,
iF3peed 1,3.6.1.2.1,.2.2. 1.5,
[
[ Ok H Cancel ]

Each expression has a name, expression body and description. Expression
name can only start with a letter. Expression can have one or more
variables, with each variable corresponding to an SNMP OID. After
querying SNMP agent, the variables will be replaced with the values
corresponding to their OIDs. And then those variables will be fed into the
expression to calculate the final value of the expression.
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The following functions are supported in expression:

= double abs(double a)

Returns the absolute value of a double
value.

= float abs(float a)

Returns the absolute value of a float value.
= intabs(inta)

Returns the absolute value of an int value.
= |ong abs(long a)

Returns the absolute value of a long value.

= double acos(double a)

Returns the arc cosine of an angle, in the
range of 0.0 through pi.

= double asin(double a)

Returns the arc sine of an angle, in the
range of -pi/2 through pi/2.

= double atan(double a)

Returns the arc tangent of an angle, in the
range of -pi/2 through pi/2.

= double atan2(double y, double x)
Converts rectangular coordinates (X, y) to
polar (r, theta).

= double ceil(double a)

Returns the smallest (closest to negative
infinity) double value that is not less than
the argument and is equal to a
mathematical integer.

= double cos(double a)

Returns the trigonometric cosine of an
angle.

= double exp(double a)

Returns Euler's number e raised to the
power of a double value.

= double floor(double a)

Returns the largest (closest to positive
infinity) double value that is not greater
than the argument and is equal to a
mathematical integer.

= double log(double a)

Returns the natural logarithm (base e) of a
double value.

= double max(double a, double b)
Returns the greater of two double values.
= float max(float a, float b)

Returns the greater of two float values.

= int max(inta, int b)

Returns the greater of two int values.

= long max(long a, long b)

Returns the greater of two long values.

= double min(double a, double b)
Returns the smaller of two double values.
= float min(float a, float b)

Returns the smaller of two float values.

= intmin(int a, int b)

Returns the smaller of two int values.

= long min(long a, long b)

Returns the smaller of two long values.

= double pow(double a, double b)
Returns the value of the first argument
raised to the power of the second
argument.

= double random()

Returns a double value with a positive
sign, greater than or equal to 0.0 and less
than 1.0.

= double rint(double a)

Returns the double value that is closest in
value to the argument and is equal to a
mathematical integer.

= long round(double a)

Returns the closest long to the argument.
= intround(float a)

Returns the closest int to the argument.

= double sin(double a)

Returns the trigonometric sine of an angle.
= double sgrt(double a)

Returns the correctly rounded positive
square root of a double value.

= double tan(double a)

Returns the trigonometric tangent of an
angle.

For example, we can use max function to calculate the interface utilization

for full-duplex point-to-point media:

max(ifInOctets, ifOutOctets) * 8 / ifSpeed * 100

SNMP monitor can query agent using an OID or expression. You can
choose one from a list of predefined expressions, or create a new
expression. For example, ifutil is defined as:

(ifInOctets + ifOutOctets) * 8 / ifSpeed * 100
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ifinOctets, ifOutOctets and ifSpeed are tabular objects whose OID ends

[

with “.”” in the expression, so you need to supply an index for them.

Expression also supports string values. If values of variables are string
type, their values are concatenated in this way:

» If they are scalar objects (only one value for each variable), there
values are concatenated into valuel<>value2<>...(“<>is the
delimiter). The order of values are determined by the order of variables
in the variable list.

Here is an example:

Expression @
Expression Marme: | SWs |
Expression: | sysdescr+syslocation |
Description: Just & best

&l variables of the expression:

add Yariable H Modify ][ Delete ]
Yariable Name YWariable QID
sysdescr 1.361.2.1.1.1.0
syslocakion 1.3.6.1.2.1.1.6.0
[ k. ] [ Cancel ]

This example concatenates sysDescr and sysLocation variables. A
sample result is:

Linux lserver 2.6.9-5.0.3.ELsmp #1 SMP 1i686<>Unknown<>

> If they are tabular objects, values are concatenated line by line, with
columns separated by ‘<>’. For instance, if we have two variables and
their values are
“A
B
C”
and
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“1
2
3
The final result is
CA <>
B<>2<>
C<>3<>”

A real world example is an expression for checking the running status
of a process on Linux. If the default NET-SNMP agent is running, you
can configure its snmpd.conf file to let it report the status of processes.
For example, we want to monitor the sshd process, so we add a line to
the snmpd.conf:

proc sshd

Then the prTable should report sshd’s running status, as shown below:

@ Rotate Refresh @ Export Fal

prIndex | prMames prMin priac | priZounk prErrorFlag
11 sshd a a 1] 1 -
z |2 Firefox i o ] 1 E
4| 2 | 0

To monitor if a process is OK, we need to check both “prNames” and
“prErrorFlag” columns to make sure that the process’ name is there
and its prErrorFlag’s value is 0 (no error).

We create the following expression:
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Expression Mame: | Check Process State from MET-SMMP agent|

Expression: priames+prErrarFlag

Diescription: i“heck if a process is running. Enter the name of the process (in #*
0 format, where 0 means the process is running) in the thresho
s condition is " exclude” . Walid if the SMMP agent is NET-SHMP &«

3 ¥

&l variables of the expression:

&dd Wariable H flodify H Delete
Mariable Mame ‘Wariable OID
priames 1.3.6.1.4.1.2021.2.1.2.5
prErrorFlag 1.3.6.1.4.1.2021.2.1.100.5
[ ik, ] [ Cancel ]

The OIDs of prNames and prErrorFlag end with “.s” because we need
to get all the values under the subtrees.

A sample result is:

sshd<>0<>
firefox<>0<>
gvim<>0<>

In the threshold screen, we set the condition to be “Not Contains” and
the threshold value is “sshd<>0<>”. Then if sshd process is down, the
value will be changed to “sshd<>1<>" and an alarm will be raised.

Note:

The order of the result is not determined by the expression in this case.
That is, the result would be the same if you changed the expression
from “prNames + prErrorFlag” to “prErrorFlag + prNames”. The
order is determined by the variable order in the “Variable Name” table.
If you moved prErrorFlag to be the first variable, the result would be
“O<>sshd<>".

SNMP Counter Objects

All SNMP counter data types are converted to rate. For instance, in the
aforementioned ifutil expression, ifinOctets and ifOutOctets are counters,
the values of them in the expression will be their rates, that is
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ifinOctets = (ifiInOctets(t2) — ifInOctets (t1) ) / (t2 — t1)
ifOutOctets = ( ifOutOctets(t2) — ifOutOctets (t1) ) / (t2 — t1)

where t2 and t1 are the time of two pollings. Rate cannot be computed if
there is only one value. So the first value of an expression with counter
variables will be always unavailable.

In SNMP agent, SNMP counter value will be reset if it reaches its
maximum value. SysUpTime can handle a single counter wrap properly. If
two counter wraps occur between two polling data, the result will be
wrong. So you need to set a proper polling interval if SNMP counter is
involved. The maximum value of a 32 bit counter is 4,294,967,296. For
the ifInOctets counter, it will reach maximum value and reset in about 6
minutes if the link speed is 100Mbps, and about 30 seconds if the link
speed is 1Gbps.

If you want to use the raw values of counter objects instead of their rates,
the variable names must start with “raw_”, for example, “raw_ifInOctets”.

If the counter object is actually a gauge object, which means its value can
fluctuate, but it was mistakenly defined as a counter object in the MIB,
you can use a variable name starting with “g_”, then this variable will be
treated as a gauge instead of counter.

o Port Monitor

Port monitor verifies that a connection can be made to a network port and
measures the length of time it takes to make the connection. Optionally, it
can look for a string of text to be returned or send a

string of text once the connection is made.

Metrics Configuration:

Port Port number to connect to.

Timeout | Timeout value for network connection, in milliseconds.

String to | String to be sent. It can be one line or multiple lines. New
send line characters will be preserved if present. If it is empty,
this port monitor will not send out any strings and just
check if the socket connection is OK.
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Threshold Configuration:

Port content Check the content of response.
match
Port response Check the response time.
time
o Web Sites

Send one or more HTTP/HTTPS requests to monitor web servers. It can
be used to monitor the performance and availability of web servers, and
performance of multi-step web transactions (banking, shopping carts, etc.).

Functionality includes:

= Auvailability check

= Performance check

= Content verification

= POST URL Monitoring (Form submission)
= Password protected sites

= Follow Redirection

o Radius Monitor

The Radius monitor checks that a RADIUS server is working correctly by
sending an authentication request and checking the result.

Metrics Configuration:

Remote Select or create a host to be monitored.

host

Secret The secret phrase used to encrypt all requests to this
phrase RADIUS server

Retries Number of retries after queries fail.

Timeout | Connection timeout value.

Threshold Configuration:

Content match

Check the result.

Round trip time

Check the response time.
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o Telnet and SSH Monitors

Use Telnet or SSH to connect to remote Linux/UNIX server and issue
commands and check the results against thresholds. The more secure
version of SSH, SSH2, is supported. Telnet/SSH monitors are powerful
tools to monitor the detailed status of servers. For instance, they are
commonly used to monitor the CPU, memory, process information of
Linux/UNIX servers.

Metrics Configuration:

Remote Select or create a host to be monitored.
host
Command | The command to be issued after connected to the host.

Threshold Configuration:

Content match Check the result of the command.
Response time Check the response time.
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o WMI Monitor

The WMI monitor is used to monitor the status of Windows machines.
WMI monitors are powerful tools to monitor the detailed status of
Windows machines. For instance, they are commonly used to monitor the
CPU, memory, process information of Windows servers.

& add WMI Monitors

Monitor name [ yymi test *Q

Interval 10 * Q)| minutes

Performance counters: Performance instances:

Datagrams Received Delivered/sec A INuL

Datagrams Received Discarded
Datagrams Received Header Errors
Datagrams Received Unknown Protocol
Datagrams Received/sec

Datagrams Sent/sec

A

Description

Mo data available

2l |1000

Generate alarm if |1 *  times of threshold violation occur.

Generate alarm if result | >

SysUpTime User Manual 69 Copyright© iDeskCentric Inc.



o Windows Event Log Monitor

The Windows Event Log monitor watches Windows Event Logs (System,
Application, Security or others) for newly added entries. It can scan
Windows Event logs on local or remote computers and look for specific
Event Sources, Categories, and Event IDs as well as for patterns in the
Description of the Event.

The Windows Event Log Monitor examines only log entries made after
the time that the monitor is created. Each time the monitor runs thereafter,
it examines only those entries added since the last time it ran. You can
choose to filter out messages that are not important.

Metrics Configuration:

Remote Select or create a host to be monitored.
host

Timeout Timeout value.

Log name | Select all or one of Application, Security, System or user-

defined log.
Type Event severity.
Source Event source.

Category | Event category.

Event ID Event ID

User Value of the user field of the event.

Computer | Value of the computer field of the event.

Threshold Configuration:

Content match Check the result of the event query.

Response time Check the response time.

Match count The total number of retrieved events.
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Monitors Snapshot

Monitors snapshot gives a snapshot of the current state of all the active monitors.
The results can be automatically refreshed periodically.

SysUpTime _ |0l x|

File Edit View Tools Window Help

B (% % x B B | o B @5 ) @ @
Topology: Yiew x] Alarm Browser x] Monitors Snapshok x] 4| ILI
Group Ma...| Manitar ... | Hosk Mame | Metrics M. | Resulk Ya. . | Query Time| Curre,,, » | Blarms P
Default Gr... |ping wahoo  fwans.vah, .. [Packet ro... 276.0002006-05-0. .. Mormal 17.99%,

SroLp }QII Graups ll Update daka every I Minutes Apply Refresh

Change Default VValues of Monitors

The default values, such as timeout and port, come from an XML located at
$INSTALL_DIR/server/server/default/conf/client-monitor.xml. You can use any
text editors to change default values or add new monitor types.

Example 1: Add a new Ping monitor whose timeout value is 30 seconds

<ServiceCommunity name="PING">
<ServiceFamily name="PING">
<Service name="PING" tooltip="tooltip_ping">
<Metrics name="PING" protocol="PING" length="190" height="30">
<Parameter name="timeout" input="JTextField"
validation="com.yxkj.mainframe.performance.PositivelntValidator"
unit="MILLISECONDS">
5000</Parameter>
<ConfigThreshold name="PACKET_RTT" unit="MILLISECONDS"/>
<ConfigThreshold name="PACKET_SUCCESS_RATE"/>
</Metrics>
</Service>

<l---NEW ->
<Service name="PING" tooltip="tooltip_ping">
<Metrics name="PING" protocol="PING" length="190" height="30">
<Parameter name="timeout" input="JTextField"
validation="com.yxkj.mainframe.performance.PositiveIntValidator"
unit="MILLISECONDS">
30000</Parameter>
<ConfigThreshold name="PACKET_RTT" unit="MILLISECONDS"/>
<ConfigThreshold name="PACKET_SUCCESS_RATE"/>
</Metrics>
</Service>
</ServiceFamily>
</ServiceCommunity>
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Example 2: Add a new Telnet monitor for Linux

”

This new monitor uses “ps aux | we | awk “{print $1} command to check the

number of processes running on Linux machine.

<Service name="TELNET_PROCESSES_LINUX" isHostDisabled="true" tooltip="tooltip_telnet_linux_process" >
<Metrics name="TELNET" protocol="TELNET" length="190" height="30">
<Parameter name="remote_host" input="JComboBox"
validation="com.yxkj.mainframe.performance.NonNullValidator"/>
<Parameter name="command" input="JTextField"
tooltip="tooltip_command"
validation="com.yxkj.mainframe.performance.NonNullValidator">
ps aux | we | awk ‘{print $1}'
</Parameter>
<ConfigThreshold name="TELNET_CONTENT_MATCH" isFixedOnly="true" isMulti="true"
condition="exclude"/>
</Metrics>
</Service>

After you change the client-monitor.xml, you can press “Refresh” button in the
“Add Monitors” dialog to reload it.
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Manage Monitors

Banage Honitors

Group MName +

Is Suspended Resumption Time Is Expired

Buttons are listed below:

x|

f Chart |

New...

Remave |
Edit... |

Test run |
Import |
Export |

Chart Plot performance graph for selected monitor.

New Create a new monitor.

Clone Select an existing monitor and clone it. This
feature makes it easy to monitor similarly
configured devices.

Remove Select one or more rows and remove them. You
need to hold down CTRL key and select
multiple rows.

Edit Select a row and edit it.

Test run Select a row and do test run.

Import Import monitors from an XML file.

Export Export selected one or more monitors to an
XML file.

You can click on the checkmark of the “Is Suspended” column to suspend a
monitor. You will be prompted to enter monitor resumption time. If you do not
want to resume this monitor at a later time, you can just disable resumption.

Bulk Add Monitors

The export/import buttons on the “Manage Monitors” dialog can be used to bulk
add monitors. This is a typical way:

1. Create a sample monitor.

2. Export it to an XML file.

3. Use your favorite text editor to open the XML file. Each “Monitor”
section represents a monitor. Copy the “Monitor” section and change the
monitor name and other parameters to create a new monitor. The monitor
name must be unique.
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4. Import the XML file.

Performance Graph/Chart

Performance graph can help you view the current and historical values of a
monitor in a graph.

If the monitor has multiple metrics, you will be prompted with the following

dialog window:

¥ Metrics Chooser

J Hosks

(=4 wwanat. yahoo. com

Packet round krip kime
Packet success rate

= v, google. com

Packet round krip kime
Packet success rate

=k wanat, lycos, com

Packet round krip kime
Packet success rate

ok || cancel |

You can choose one of them, or hold down CTRL key and select multiple metrics.
All the selected metrics will be plotted in the same graph.

Metwork Topology  x | Monitor Graph - ping_web_sites  » |

Value

8880 em A

11:15  11:20

]

ping_web_sites

11:25  11:30  11:35  11:40

11:45

11460 11:55 12:00 12:05

12:10 12:15 12:20 12:25

Time
Wariable Zurrent Mlax 1in Average Total STODEY
i, wahioo, com:Packet round brip time 254 2k 176 204,925 14140 IgIES
e, google, com: Packet round Lrip time 79 =70 75 223,069 16421 RIS
239 373 229 247,286 17310 IRTE

wi, [vcos,com:Packet round brip bime

To zoom into an area, move the mouse pointer to the area you wish to select, click
on the left mouse button, and hold it down to select the rectangle. To go back to
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the original state, right mouse click on the graph and select “Auto Range/Both
Axes” menu.

To maximize the graph, you can double click its tab, and double click again to
restore to its original size.

Graph Legends:

Normal Normal data.

Alarm Alarm occurs.

Between Alarm | Alarm has not been cleared.

and Rearm

Rearm Rearm event occurs. Status goes back to
normal.

Unavailable Data temporarily unavailable. But no error
occurs.

Error Error such as timeout occurs.

Threshold Threshold bar

2

Besides showing current values in graph, you can press the “Import
button on the graph’s toolbar to import and plot historical data.
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Content Match

For monitors such as HTTP, SNMP, Telnet and Port, you can check the contents
of the results. You can check if a phrase is contained in the whole result, or in a
particular line and column, or compare the numerical value of a phrase with a
threshold value.

Regular expression is supported. For instance, you can use “site[1-9]” to match
“sitel”, “site2”, ..., “site9”.

|Sim|:u|e conkent match w |

) whole content

(%) Line {Leading blark lines ignaored) | 3 | |

Token (optional) | 5 |
Token Delimiter | $whitespace |
[ Ok l [ Zancel ]

There are three types of content match:
1. Simple Content Match
= Whole content
Check whole content.
= Line

Line number. The default value ‘-1’ means checking the whole
content. All the leading blank lines are ignored.

= Token

Token number. The default value ‘-1’ means checking the whole
line.

= Token Delimiter

Token delimiter, required if token number is not ‘-1°. The default
value ‘$whitespace’ means white space.
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Example:

For the following result:

Pinging nt-e.gxn.net [195.147.246.32] with 32 bytes of data:
Reply from 195.147.246.32: bytes=32 time=357ms TTL=107

If we want to check the value of time, we can use the following values:

Content match E

|Sim|:u|e conkent match w |

) whole content

(%) Line {Leading blark lines ignaored) | 2| |

Token (optional) | 5 |
Token Delimiter | $whitespace |
[ Ok l [ Zancel ]

The token value is “time=357ms” . If the threshold is to compare it with a
numerical value, this token will be automatically converted to 357.

2. Multiple Conditions
Multiple conditions can be specified. For instance, if you want to check if

line 1 of the result contains ‘fool” and line 2 contains “fo02”, then you can
set the conditions like this:

Content match

|Mu|ti|:ule conditions L |

Operator Mew,.

Line 1, Token -1

ine 2, Token -1 And w

[ Ok, H Cancel ]

Or if you want to check if line 1 of the result contains ‘fool’ or line 2
contains “f002”, then you can set the conditions like this:
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Content match

|Mu|ti|:ule conditions

Operakor

Line 1, Token -1
ine 2, Token -1 And w Edit..

Sl X

[ Ok, H Cancel ]

Because thresholds are already specified in conditions, there is no need to
configure the threshold value in the final screen of the monitor
configuration.

3. Expression

Sometimes, we need to use a math expression to calculate the final value
of some data. For instance, one way to calculate user CPU usage on Linux
IS to issue this command “top -n 1 | head -3”. The following is a sample
output:

top - 15:20:13 up 7:17, 21 users, load average: 0.51, 0.41, 0.47
Tasks: 208 total, 1 running, 207 sleeping, 0 stopped, 0 zombie
Cpu(s): 7.8% us, 1.8% sy, 0.1% ni, 89.4% id, 0.7% wa, 0.0% hi, 0.3% si

The CPU usage is 7.8 + 1.8 + 0.1 = 9.7, which is based on the values of
the second, fourth and sixth tokens on the third line. This screen shows an
expression that calculates the result of “user + sys + nice”:
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[ Content match

“user” value is taken from the second token of line 3, “sys” value from the
forth token of line 3, and “nice” value from sixth token of line 3.
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Manage SNMP Math Expressions

Manage SNMP Math Expressions

aviarite expressions
ZPUI Ukilizakion From NET-3MMP agent
ZPU load from M3 Windows agent
heck Process State
Check Process State From MET-3MMP agent
Disk. Likilization
Memary Utilizakion
Metwork Interface Ukilization

Cther expressions

heckpoint firewalll: fraccepted
heckpoint firewalll: fwDropped
heckpoint firewalll: fmLogged
Checkpoint firewalll: fwRejected
Cisco device: avgBusyl

isrn devire: avoRiisys

100 * usedtotal

Valid i the SHIVP agent supports HOST-RESOURCES-MIEB.

[ Mew H Modify H Delete ] [ Close ]

This window is divided into two pane: favorite expressions and others. You can
select an expression and click up or down arrow button to move it between two
panes.

There are some math expressions being used in SNMP monitors. You can create
new expressions or edit existing ones. If an expression contains tabular objects,
you need to provide index suffix for it, and then a new expression with the index
suffix appended to its name will be added automatically. For example, if you use
ifutil expression, and then you choose index to be “.2”, then a new expression
named “ifutil.2” will be created automatically.
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Scheduled Down Time

[ Scheduled Down Time. x|

v Enable scheduled down time.
From [2008-04-22 15:43:26
To 2008-04-24 15:43:31

Ol Cancel

To specify a time period during which all performance monitors will be
suspended. If you know the maintenance window, you can use this feature to
easily pause all monitors.
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Chapter 7. Report

Quick Report

It allows user to take a quick look at the report of one or more monitors, or a top-
N report that lists monitors sorted by alarm percentage or average values.

Top-N Report

The top-N report is a powerful tool that you can use to identify problem elements.
A top-N report is a tabular report that lists top N or all monitors sorted by average
values or alarm percentage.

Report Preview |... | |..|:| | D_(|
Report Type (%) Percentage of alarms () Awerage result value {3 Monitor data
Top-M Al (=) Top
Sort order () Ascending () Descending

Categorized
@ by metric
Show all
O ronitars

Fram | | (¥ ) T|:||

Resulk Value Unit |

Send Report To |

[ Send how ] [ Wig ] [ Cancel

If it is categorized by metric, you can select one of the metric types. If all the
monitors listed, you can hold down CTRL key and select multiple monitors.
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Monitor Data

Report Preview

Report Type = Percentage of alarms { Average result value % Single monikar
Manitars % Browse by probocol " Browse by hosk
4 Monitars
= J Default Group
= _ 4 Fing

=} _{ Packet round trip time
=l _4 ping google

i, google, com

EI J ping yahoo

i,y ahioo, com

From [5/1/06 5:25 Am il To [5/5/06 5:25 AM

Report Comtent [+ Graphs [~ Data Tables [~ “Warning Tables

Result Yalue Unit |mi||iseu:u:unu:|s

Send Repart To I

Send Mow | Wig | Cancel

This type of report shows the historical data of one or more monitors. You can
hold down CTRL key and select multiple metrics.

Options:
Report Type Choose top-N report ( percentage of alarms or average
result values) or monitor data report.
Filter All monitors or top-N monitors.
From/To Select the time period of the report
Graphs Print graph and chart.
Data Tables Print a table of all collected data.
Warning Print a table of alarm data.
Tables
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Buttons:

Send Now | Send the report to an email account. SMTP server needs
to be configured beforehand.
View View the report in a new window.

Scheduled Report

You can configure scheduled reports that will be generated periodically. If you do
not need them, you can pause them or just delete them.

For each scheduled report, you need to specify a title. Report can be generated
daily, weekly, monthly or daily (month to date). For weekly or monthly reports,
reports will be generated at 00:00.

The generated report will be in PDF format and sent to specified email accounts.
SMTP server needs to be configured beforehand.
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Chapter 8. Configuration

Check Map Node Status

If enabled, there will be a background thread periodically ping nodes in maps. If a
map node fails to respond to ping request, its color will be changed to red.

Check Port Utilization

If enabled, there will be a background thread periodically check the bandwidth
utilization of devices (including nodes and links) in the topology map. Devices
must support SNMP, otherwise no values can be obtained. The bandwidth
utilization values will show in the tooltip of a device or link. The color of them
will change if utilization value exceeds the configured thresholds.

Check bandwidth utilization periodically

Enable

Period minukes
UG 0% o [500 M
Warning if utilization from -:. ko | 800 o

C o T 100%,

Device Types Include;

[w|Router S
[+]5witch =
Ser'-.fer
Hnosk b
[ ik, l ’ Cancel

By default, only routers and switches will be checked. You can add more device
types.

The bandwidth is calculated based on the bandwidth of the network interface. The
formula is

Bandwidth Utilization = 100 * Current Bandwidth / Total Bandwidth
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The total bandwidth values come from SNMP agents. Sometimes the values are
not correct. For instance, suppose your WAN router’s WAN interface supports
100Mbps, the actual bandwidth may be only 10Mbps. In this case, you can switch
to edit mode and change the bandwidth value of the interface of the node or link.
Then bandwidth utilization value will be calculated based on the new value.

The period cannot be too small (such as a few seconds). Too small value will
result in inaccurate utilization values.

et

23

lirix

=

105 10 9 0

Bandwidth: 2Mbps

192.168.1.1 --- 192.168.1.0

Bandwidth Liilization: 0.607%

link &
192.168.1.1 --- 192.168.1.0
Bandwidih: 2Mbps

Bandwidih Utilization: 0.607%

Semadwidth ufilization depends on the bandwidth
vatue, You cam switch to edit mode fo change
the bemdwicth value of the link,

The tooltips of links and nodes that support SNMP will show the current
bandwidth and utilization values. The values also show up in the properties
window, and they are periodically updated when new values come from the

Server.
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Performance Configuration

i performance Config

[l Keep connection open for Ssh, Ftp, Telnet monitors.

User agent of url monitor

HTTF Proxy

|anilla;’4.D (compatible; MSIE 6.0; SysUpTime2 *@

| Pnrt’i i@

To calculate statistical threshold

Minimum set of data 5 #I
Maximum set of data 10 *
Ok Cancel
Keep connection If checked, network connection will not be closed after
open each run of SSH, FTP and Telnet monitors. Next run will
re-use the previous connection.
User Agent The User-Agent field of HTTP(s) requests used in URL
sequence monitors.
HTTP Proxy The proxy settings for all URL monitors.
Minimum set of Minimum set of data required for calculating statistical
data values.
Maximum set of Maximum set of data for calculating statistical values. If
data maximum is reached, the oldest set of data will be
discarded.
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SMTP Server Configuration

SETF Server Configuration EI

SMTP server is required for email notification function.

Primary SMTF Server

¥ Lse secure 551 connection

Host or Host:Port

Friom

Llser Mame

Password

Secondary SMTP Server (Optional)

™ Use secure 55L connection

Host or Host:Port
From
Llser Mame

Password

Ok |

|5mtp.gmail.c|:|m

|admir‘|@5y5uptirne.cnm

|admir‘|@5y5uptirne.cnm

I*************

|192.168.1.2

|admir‘|@5y5uptirne.cnm

Cancel Send Test Mail

Two SMTP servers can be configured. If the primary server fails, the secondary
server will be used for sending emails. If only primary server is configured, then
emails cannot be sent if it fails.

User name and password are required only if SMTP server requires authentication.

If SMTP server requires SSL, the “Use secure SSL connection” must be checked.

After you configure SMTP server, you can press “Send Test Mail” to send a test

email.
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Alarm Configuration

General
o Trap Receiver Port

Configure the port number of trap receiver. The default value is 162.
Some other applications may already take port 162, so make sure that
port 162 is unoccupied otherwise trap receiver cannot be started. If
SysUpTime server runs on Linux/Unix platform, make sure
SysUpTime server is run in an account with root privilege.

o Unknown Traps

Unknown traps mean that they are not defined in
“Tools/Configuration/Alarm /Event” panel. You can configure
whether to store the unknown traps to database and send them to
SysUpTime clients.

Message format is the format of message displayed in the upper panel
of alarm browser window. The allowed tokens are listed below:

$ip IP address of trap sender.

$probe | Probe name. MSP edition only.

$en Enterprise value.

$oid Value of snmpTrapOid.

$tm Time.

$ts SNMP agent’s sysUpTime value.

$sp Specific value of SNMPv1 trap.

$ge Generic value of SNMPv1 trap.

$# Number of variable bindings.

$vb.n Value of nth variable binding. For instance, $vb.1
means the first variable binding in the SNMP variable
binding list; $vb.2 the second variable binding.

$vb.* Values of all variable bindings.

Table: Allowed tokens

Tokens can be combined. For example, “$oid, $vb.*”” means showing
snmpTrapOid and all variable bindings.

o Trap Forwarding

» Forward trap to remote trap receiver
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If checked, traps will be forwarded to remote trap receiver.
SNMPv2/v3 traps will be converted to SNMPVL1 traps to
preserve the IP address of original trap sender.

» Forward trap via email
Each trap will be converted to email and then forwarded to one
or more email accounts. Each email account is associated with
a time range. So traps can be forwarded to different email
accounts based on time.

0 Node’s Color Change on Traps

If the IP address of a received trap can be found in the network
topology, then the corresponding node will turn red.

Event

It is for configuring SNMP traps and internal events. Traps that are not
configured are regarded as unknown traps.

Each event is identified by a unique Object ID. For SNMP traps, event 1D
is the same as snmpTrapOid. For instance, SNMP cold start is identified
by oid .1.3.6.1.6.3.1.1.5.1.
o Add Enterprise
It’s used to categorize events. Each event belongs to an enterprise
category. Enterprise has a unique enterprise 1D, and a meaningful
enterprise name. The IDs of its child events must start with the
enterprise 1D.
o Modify

If the selected item is enterprise, clicking “Modify” button will
bring up a dialog for modifying enterprise. If the selected item is
an event, clicking “Modify” button will bring up a dialog for
modifying event.

o Delete

Delete the selected item.
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New/Modify Event Dialog:

Modify Event

Event Mame: | SNMP Warm Skart |

Event Identifier: 1.3.6,1.63.1.1.5 | 2

Made: |Stn:-re and Display in Cakegory " | |test1

Sources: |F'.II Sources b |

Severity: |Fixeu:| w | [ Marmal

Forward to Trap Receiver: | Mone |

Ackions (Server Side): [ Configure l

Alarm Sound (Client Side): |N|:|ne w |

Run Command {Client Side): | kest

Message Format: | SMMP warm skark ($ip)

Descripkion: & wearmStart trap signifies that the SMMP ertity, supporting 2
niatification ariginator application, is reinitializing itzelf such that its
configuration iz unaltered.
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Event Name

Name of this event.

(Server Side)

Event Event ID, starting with enterprise ID(non-editable).

Identifier

Mode e Store And Display In Category: Store it into

database and forward it to client for displaying.
You can choose a category from the list.

e Store Only: Only store it into database

e Ignore: This event will be discarded.

Sources [P addresses of the trap originator. Selecting “All
Sources” means that we do not check source IP address
when identifying this event.

Severity e Fixed

One of {normal, warning, minor, major, critical}

e Based on Variable Binding
Severity is determined by the values of variable
binding. Higher severity level takes precedence. That
is, if you specify multiple conditions, if the condition
of a higher severity level is met, the severity will be
its value.

Forward to Specify a remote trap receiver.

Trap Receiver

Actions Actions will be triggered on the server side when an

event (alarm or rearm) occurs. The following actions are
supported:

e Send Email
Send emails based on different time frame

e HTTP Action
Post to a web site using either GET or POST methods.
Form data can be specified for POST method.

Allowed tokens such as $ip, $vb.1 can be used in
URL. They will be converted to corresponding
values.

¢ Run Command
Execute a server side command. Allowed tokens such
as $ip, $vb.1 can be used in command. They will be
converted to corresponding values.
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¢ Run Remote Command
Use SSH/Telnet/RPC to login and then execute a
command on remote computer, including Windows
and Linux/UNIX machines. Allowed tokens such as
$ip, $vb.1 can be used in command. They will be
converted to corresponding values.

e Computer Action
Reboot/Power off a remote computer, including
Windows and Linux/UNIX machines.

e Service Action
Start/Stop/Restart a service on a remote computer,
including Windows and Linux/UNIX machines.

e Kill Process Action
Kill a running process on a remote computer,
including Windows and Linux/UNIX machines.

Alarm Sound Play a sound on the client side upon receiving this event.

(Client Side) The SysUpTime client must be running and connected to
the server.

Message Specify message format. See the “Allowed tokens” table

Format for available tokens.

Run Command

Execute a command on the client side when receiving

(Client Side) this event. The SysUpTime client must be running and
connected to the server.
Description Brief description of this event
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Alarm Deduplication

SysUpTime can filter out duplicate alarms. Alarm deduplication function
is not enabled by default. If a alarm is considered duplicate in the specified
time window, then it will be discarded.

Deduplication Time YWindow In Second: | 60 Apply
Marne Oid Condition
SMMP cold skart 1.361.635.1.1.5.1 $ip
SMMP warm skark 1.3.61.63.1.1.5.2 $ip
SHIMP link, dawin 1.3.6.1.6.3.1.1.5.3 $ip,$vb. 1
SMP link up .1.3.6.1.6.3.1.1.5.4 4ip, $vb. 1
[ Add ] [ Delete ] [ Modify ]

Here is an example. In the above figure, the time window is 60 seconds.
For the SNMP cold start trap, if trap sender’s IP addresses are the same,
then it is considered to be duplicate alarms. For instance, if an SNMP cold
start trap is received at 10:00:00 AM sent from 172.16.1.90, then any new
cold start traps from 172.16.1.90 received before 10:01:00 will be
discarded. However, if a new cold start trap from 172.16.1.90 received at
10:01:01, it is not regarded as a duplicate trap.
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Trap Clearing

A trap can be configured to be automatically cleared by other traps.

_ 4 Trap Clearing Configuration
_| PM_REARM( .1.3.6,1.4.1,15145,100,0.1000 )
= linkUpr 1.3.6.1.6,3.1.1.5.4 )

2 Modify to-be-cleared event

Event Mame: | lirkDiowar |
Event Gid: [ 1361631153 |

Conditions:

varible Binding Condition: Clearing trap's variable binding 1 equals ta the variable binding 1 of to-be-cleared trap Add

Same Source IP Address:

Here is an example. In the above figure, it defines a linkDown trap can be
cleared by a linkUp trap when the following conditions are satisfied:

1. linkUp trap must be received within 60 minutes after linkDown
trap is received

2. The first variable binding of linkUp trap (iflndex) must be equal
to the first variable binding of linkDown trap.

3. linkUp trap must be from the same trap source IP address as the
linkDown trap

Predefined PM_REARM section is for automatically clearing internally

generated threshold traps. If you do not need this function, you can delete
the whole section.

SysUpTime User Manual 95 Copyright© iDeskCentric Inc.



Alarm Escalation

There may be times when technical personnel are unable to respond to an
alarm or simply do not see the alarm. Alarm escalation makes sure that an
unanswered alarm can be rerouted to other designated locations. This
reduces the risk of a major problem being ignored.

Escalation chain is supported. If an alarm is not cleared within a particular
period, one person is contacted, and another person will be contacted if the
alarm is still not cleared later, etc.

Configure Alarms

General | Event | Deduplication | alarm Clearing | Escalation | SyMPvs Params

Enable Alarm Escalation

Check trap status every 1I:I| minkes

Escalation Email Configuration

Time {... Severity | Subject Emails
&0 Critical alarm not cleared within 1 hour |alarm@sysuptione, conm (7424
120 Critical alarm not cleared with 2 hours |sysadmini@sysuptime, com (7*%24) Modify

Delete

Apply

Close

In the above example, it defines the following alarm escalation rule:

If an alarm whose severity is critical, and it is not cleared for one hour,
then an escalation email will be sent to alarm@sysuptime.com. It the
alarm is not cleared for two hours, an escalation email will be sent to
sysadmin@sysuptime.com. You can send escalation email to different
email accounts based on time.

SNMPv3 Params

You need to add SNMPv3 trap senders’ properties if you have incoming
SNMPV3 traps. There is no need to configure it if there are only
SNMPv1/iv2c traps.
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Email Template

By default, alarm notification messages will be sent out as a text and
HTML format, which usually are long messages. However, some services
such as SMS restrict the length of messages. You can enable email
template feature to use custom email message.

The body part of the emails can be configured through the following
screen. The subject part of the emails can be configured through
“Tools/Configure/Alarm/Event”, selecting an event and pressing
“Modify” button, and modifying the “Message format” field.

Configure Alarms
aeneral Ewent Dedupnlication
larm Clearing Escalation SMMPY3 Params Email Template

Enable Email Template (If enabled, all alarm email notification messages will use this temp...

Allewied bokens are: fip, $name, fval, faeverity, ftype, frbype, fen, $oid, fts, fap, fge, 4,
Fvb * fub.d

Severity: $severity

Source: $ip

Monitor Mame: $name

QI0: $oid

Monitor Yalue: $val bl
< >

Close

Figure: Configure Email Template

Allowed tokens:

$ip IP address of trap sender.

$name Name of performance monitor.

$val The current value of performance monitor.

$severity Severity of this event.

$type The type of performance monitor events. Possible values
are arm, rearm or error.

$rtype The result type of performance monitor.

$en Enterprise value.

$oid Value of snmpTrapOid.

$tm Time.

$ts SNMP agent’s sysUpTime value.

$sp Specific value of SNMPV1 trap.
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$ge Generic value of SNMPV1 trap.

$# Number of variable bindings.

$vb.n nth variable binding. For instance, $vb.1 means the first
variable binding in the SNMP variable binding list; $vb.2
the second variable binding.

$vb.* All variable bindings.

Table: Allowed tokens

Database Data

x]

Datahase Data

Keep alarm data For days

Keep performance data for ; days

[ Ok ] [ Cancel ]

It configures how long SNMP trap data and performance data should be kept in
database.
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Chapter 9. Tools

Import HP OpenView Events (trapd.conf)
This tool is located at $INSTALL_DIR\server\bin\import_events.bat. It is a
command line tool for importing your existing HP OpenView’s event
configuration data into SysUpTime network monitor, so that you do not have to
enter them manually.
If you execute it without arguments, the following usage will show up:

Usage: import_events.bat eventFileName

The eventFileName is the fully qualified file name of OpenView’s event
configuration file (trapd.conf).

After data is imported into SysUpTime network monitor, you may need to restart
the SysUpTime server service.
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