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What's new in Revision B

» The Mass Profiler Professional wizard and workflow images are based on version
12.01 or later.

» Formatting of text that appears in the left-hand margin is improved for guiding you
through the main processes and operations.

+ The Metabolomics Experiment chapter is improved for readability and terminol-
ogy.

» Each step of the five-step workflow includes an overview of the procedures per-
formed in the step and a brief guide to the next step.

« The Advanced Analysis section guides you through the operations under Experi-
ment Setup, Quality Control, and Analysis.

« Statistical Analysis operations include flow charts that show you how the wizards
are navigated based on your experiment and selections.
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Before You Begin

Introduction

More information

Introduction

Metabolomics is an emerging field of ‘omics' research that is concerned with the
characterization and identification of metabolites, the end products of cellular
metabolism. Metabolomics research leads to complex data sets involving hundreds
to thousands of metabolites. Comprehensive analysis of metabolomics data uses a
strategy that is often unique and requires specialized data analysis software that
enables cheminformatics analysis, bioinformatics, and statistics. Agilent Mass-
Hunter Qualitative Analysis and Agilent Mass Profiler Professional together enable
metabolomics data analysis.

This Discovery Workflow Guide is used to identify differences in your samples based
on their metabolites. The workflow is applied after you collect untargeted GC/MS
and/or LC/MS data. The first step in the metabolomics workflow is to “find” the sig-
nals in your data based on retention time, mass, and abundance. These signals are
called features. Feature finding is accomplished using Agilent MassHunter Qualita-
tive Analysis. Agilent Mass Profiler Professional identifies the most significant fea-
tures, performs statistical analyses, and provides interpretation through
differentiation based on relative metabolomic profiles and your sample grouping.

Metabolomic studies involve the process of identification and quantification of the
endogenous components that form a chemical fingerprint of an organism, or situa-
tion under study, and may involve the process of identifying correlations related to
changes in the fingerprint as affected by external parameters (metabonomics). Mass
Profiler Professional may be used in the study of metabolomics and metabonomics
for small molecule studies, proteomics for protein biomarker studies, and general
differential analysis. Regardless of the specific study and molecular class, the pro-
cess is referred to as “metabolomics” throughout this workflow.

To increase your confidence in obtaining reliable and statistically significant results,
the metabolomics analysis must include a carefully thought-out experimental design
that includes the collection of replicate samples. Replicate data collection and
proper experimental definition establish the quality and significance of the Mass
Profiler Professional analysis.

The metabolomics discovery workflow is part of the collection of Agilent manuals,
help, application notes, and training videos. The current collection of manuals and
help are valuable to users who understand the metabolomics workflow and who
may require familiarization with the Agilent software tools. Training videos provide
step-by-step instructions for using the software tools to reduce example GC/MS and
LC/MS data but require a significant time investment and ability to extrapolate the
example processes. This workflow provides a step-by-step overview of performing
metabolomics data analysis using Agilent MassHunter Qualitative Analysis and Agi-
lent Mass Profiler Professional.

The following selection of publications provides materials related to metabolomics
and Agilent MassHunter Mass Profiler Professional software:
* Manual: Agilent Metabolomics Discovery - Discovery Workflow Overview
(5990-7069EN, Revision B, October 2012)
* Manual: Agilent G3835AA MassHunter Mass Profiler Professional - Quick
Start Guide (G3835-90009, Revision A, November 2012)
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Manual: Agilent G3835AA MassHunter Mass Profiler Professional - Familiar-
ization Guide (G3835-90010, Revision A, November 2012)

Manual: Agilent G3835AA MassHunter Mass Profiler Professional - Applica-
tion Guide (G3835-90011, Revision A, November 2012)

Brochure: Agilent Solutions for Metabolomics (5990-6048EN, April 30, 2012)
Brochure: Agilent Mass Profiler Professional Software (5990-4164EN, April 27,
2012)

Application: Mass Profiler Professional and Personal Compound Database and
Library Software Facilitate Compound Identification for Profiling of the Yeast
Metabolome (5990-9858EN, April 25, 2012)

Application: Multi-omic Analysis with Agilent’s GeneSpring 11.5 Analysis Plat-
form (5990-7505EN, March 25, 2011)

Presentation: Multi-omic Analysis Software for Targeted Identification of Key
Biological Pathways (USHUPO_IB_March_2012.pdf, March 2012)
Application: An LC/MS Metabolomics Discovery Workflow for Malaria-
Infected Red Blood Cells Using Mass Profiler Professional Software and LC-
Triple Quadrupole MRM Confirmation (5990-6790EN, November 19, 2010)
Brochure: Integrated Biology from Agilent: The Future is Emerging
(5990-6047EN, September 1, 2010)

Primer: Metabolomics: Approaches Using Mass Spectrometry (5990-4314EN,
October 27, 2009)

A complete list of references may be found in “References” on page 190.

This manual gives links to most references. If you have an
electronic copy of this manual, you can easily download the
documents from the Agilent literature library. Look for and
click the blue hypertext; for example, you can click the “Agilent
literature library” link in the previous sentence.

If you have a printed copy, go to the Agilent literature library at
www.agilent.com/chem/library and type the publication num-
ber in the Keywords or Part Number box. Then click Search.
(Note: If you type the publication number into the Keywords
box, you find the publication number and additional publica-
tions that reference the publication number.)

“Definitions” on page 180 contains a list of terms and their
definitions as used in this workflow.
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Overview of the workflow

The metabolomics workflow describes the basics of metabolomics data analysis
using Agilent MassHunter Qualitative Analysis and Agilent Mass Profiler Profes-
sional to formulate statistically significant answers to simple questions presented to
complex data sets. Mass Profiler Professional is designed to let you take full advan-
tage of the unique analytical capabilities of any Agilent mass spectrometer.

The specific goals of the metabolomics workflow are:

1 Present general definitions of metabolomics and the metabolomics workflow
to highlight the analytical applicability of MassHunter Qualitative Analysis and
Mass Profiler Professional to a wide variety of samples: such as metabolo-
mics, proteomics, food safety, environmental, forensics, toxicology, petro-
chemical, and biofuels.

2 Introduce the concept of formulating a hypothesis, a question that proposes a
possible correlation observed in the data, that differentiation identified within
the data answers.

3 Relate the hypothesis to the sample collection and preparation so that a rea-
sonable expectation is established for the outcome.

4 Present an effective step-by-step process using MassHunter Qualitative Anal-
ysis and Mass Profiler Professional to serve as a guide for you to perform
metabolomics discovery using any data set.

5 Present an effective step-by-step process for employing targeted analyses
using quantitative data imported into Mass Profiler Professional.

This workflow describes how to use the following Agilent software programs
together: MassHunter Qualitative Analysis, MassHunter DA Reprocessor, Mass Pro-
filer Professional, and ID Browser.

You can use this workflow as a road map for any analysis that requires statistically
significant answers to simple questions presented to complex data sets.

This workflow automates many parts of metabolomics data analysis and provides
powerful visual tools for statistically answering the question proposed to the experi-
ment. The results may be used to create models for automated class prediction.

Statistically meaningful results require that the experiment be performed with a
clear understanding of the variables and that the data is collected with sufficient
replicates.

This workflow does not involve the collection of data or operation of any instrument.



Before You Begin Required items

RE(]UiI'Ed items The Metabolomics Workflow performs best when using the hardware and software
described in the “required” sections below. The required hardware and software is
used to perform the data analysis tasks shown in Figure 1.

Agilent Metabolomics Workflow
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Figure 1 Agilent hardware and software used in performing metabolomics.

Required hardware
* PC running Windows
* Minimum: XP SP3 (32-bit) or Windows 7 (32-bit or 64-bit) with 4 GB of RAM
* Recommended: Windows 7 (64-bit) with 8 GB or more of RAM
» At least 50 GB of free space on the C Partition of the hard drive
+ Data from an Agilent GC/MS, LC/MS, CE/MS and/or ICP-MS system or data that
may be imported from another instrument.

Required software
+ Agilent Mass Profiler Professional Software B.12.00 or later

Agilent Mass Profiler Professional software is a chemometrics software package
designed to exploit the high information content of mass spectrometry data.
Researchers can easily import, analyze and visualize GC/MS, LC/MS, CE/MS and
ICP-MS data from large sample sets and complex MS data sets.

Mass Profiler Professional integrates smoothly with Agilent MassHunter Work-
station and ChemStation software, and is ideal for any MS-based application
where you need to determine relationships among sample group and variables,
including metabolomics, proteomics, food safety, environmental, forensics and
toxicology.

For metabolomics and proteomics studies, the optional Agilent Pathway Architect
software helps you evaluate MS data in biological context.
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Optional software

Required items

Agilent MassHunter Qualitative Analysis software, Version B.03.01, B.04.00,
B.05.00 SP1 or later

The Agilent MassHunter Qualitative Analysis software lets you automatically find
and extract all spectral and chromatographic information from a sample, even
when the components are not fully resolved. Powerful data navigation capabili-
ties permit you to browse through compound-specific information in a single
sample and compare chromatograms and spectra among multiple samples. The
software also includes a customizable user interface and the capability to save,
export or copy results into other applications.

Agilent MassHunter Data Acquisition software, Version B.03.02, B.04.00, B.05.00
or later

The DA Reprocessor program is a utility that is shipped with the Agilent Mass-
Hunter Data Acquisition software. It is included on the Data Acquisition Utilities
disk. See the Data Acquisition Installation Guide for information on installing this
program. The version B.0X of the MassHunter Data Acquisition software must
match the version of MassHunter Qualitative Analysis software (for example,
B.03.02 MassHunter Data Acquisition must be used with B.03.01 MassHunter
Qualitative Analysis and B.04.00 MassHunter Data Acquisition must be used with
B.04.00 MassHunter Qualitative Analysis).

Agilent MassHunter Quantitative Analysis software, Version B.03.02 or later

The MassHunter Quantitative Analysis software supports simple and efficient
review of large multi-compound quantitation batches. A graphical “Batch-at-a-
Glance” interface lets you navigate results by compound or sample, or switch
between the two approaches. A sophisticated quantitation engine lets you set up
over 20 different outlier criteria, and a parameter-less integrator facilitates reli-
able unsupervised quantitation. The ability to filter results and focus on outliers or
questionable peak integrations significantly reduces the data review time for
large multi-compound batches. A method task editor and “Curve-Fit Assistant”
provide for simple method and multi-level calibration setup.

Agilent ChemStation software

Agilent ChemStation handles a wide variety of separation techniques such as GC,
LC, LC/MS, CE and CE/MS. It is a scalable data system ideally suited for applica-
tions in all industries ranging from early product development to quality control.
Extensive customization capabilities as well as configurable regulatory compli-
ance provide the flexibility to support different workflows. Sophisticated level-5
control and monitoring of LAN-based instruments ensures fast and flexible data
acquisition, which is complemented by advanced data analysis and reporting
capabilities for highest productivity.

10
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Required items

+ AMDIS

AMDIS is an acronym for the automated mass spectral deconvolution and identi-
fication system developed by NIST. (http://www.amdis.net) AMDIS helps analyze
GC-MS data of complex mixtures, even data with strong background ions and
coeluting peaks. AMDIS is not for use with data collected in SIM mode. AMDIS
automatically extracts pure (background free) component mass spectra from
highly complex GC-MS data files and uses these purified spectra when searching
a mass spectral library.

MassHunter ID Browser B.03.01 or later

ID Browser, which is built into Mass Profiler Professional and Qualitative Analy-

sis, performs compound identification using:

» LC/MS Personal Compound Database (METLIN, pesticides, forensics)

» GC/MS libraries (NIST and Fiehn library)

» Empirical Formula Calculation using Agilent's Molecular Formula Generator
(MFG) algorithm

Compounds may be quickly and easily identified within the Mass Profiler Profes-
sional environment. ID Browser automatically annotates the entity list and puts
the compound names onto any of the various visualization and pathway analysis
tools.

METLIN Personal Compound Database and Library

METLIN personal compound database and library (PCDL) contains over 25,000
compounds, including 8,000 lipids with retention times for about 700 standards.
Used with TOF and Q-TOF data, identification is enabled using accurate mass
and/or retention time database searching. Searching the MS/MS spectral library
with more than 2,200 compounds enables more confident identification. PCDL
represents a data management system designed to assist in a broad array of
metabolite research and metabolite identification by providing public access to its
repository of current and comprehensive mass spectral metabolite data.
(http://metlin.scripps.edu/)

Agilent Fiehn GC/MS Metabolomics Library

The Agilent Fiehn GC/MS Metabolomics RTL Library, developed in cooperation
with Dr. Oliver Fiehn, is a growing metabolomics-specific library that contains
searchable El spectra and retention-time indexes for approximately 700 common
metabolites. The Fiehn library integrates with Agilent's other software tools for
GC/MS metabolomics to deliver metabolite identities faster and expand knowl-
edge of metabolomic samples.

1"
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Compliance

Roles

Compliance

21 CFR Part 11 is a result of the efforts of the US Food and Drug Administration
(FDA) and members of the pharmaceutical industry to establish a uniform and
enforceable standard by which the FDA considers electronic records equivalent to
paper records and electronic signatures equivalent to traditional handwritten signa-
tures. For more information, see

http://www.fda.gov/Regulatorylnformation/Guidances/ucm125067.htm

MassHunter Data Acquisition Compliance Software includes the following features

which support 21 CFR Part 11 compliance:

» Hash Signature for data files let you check the integrity of files during a compli-
ance audit

* Roles that restrict actions to certain users

* Method Audit Trail Viewer

MassHunter Quantitative Analysis Compliance Software includes the following fea-

tures which support 21 CFR Part 11 compliance:

+ Security measures ensuring the integrity of acquired data, analysis, and report
results

» Comprehensive audit-trail features for quantitative analysis, using a flexible and
configurable audit-trail map

+ Customizable user roles and groups let an administrator individualize user access
to processing tasks

Before you begin creating methods and submitting studies, you may decide to install
MassHunter Data Acquisition Compliance Software and MassHunter Quantitative
Analysis Compliance Software.

The Quantitative Analysis Compliance program is installed separately from the
Quantitative Analysis program. See Agilent MassHunter Quantitative Analysis Com-
pliance Software Quick Start Guide (Agilent publication G3335-90099, Revision A,
February 2011) for instructions on installing the Compliance program.

The Data Acquisition Compliance program is installed automatically with the Mass-
Hunter Data Acquisition software. See Agilent MassHunter Data Acquisition Com-
pliance Software Quick Start Guide (Agilent publication G3335-90098, Revision A,
February 2011) for instructions on enabling and using the MassHunter Compliance
Software.

When Compliance is enabled, only certain users can perform certain actions. For
example, the user that logs on to the system to submit a study needs to have certain
Quantitative Analysis privileges to automatically build the quantitative analysis
method.

12
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Formulate your hypothesis, the question of correlation that is answered by the
analysis. Your preparation includes an experiment definition that considers nat-
ural variability and replicate sampling, and reviews system suitability and sam-
pling methodology to improve the significance of your analysis.
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What is metabolomics?

What is metabolomics?

Metabolomics is the study of the metabolite content of a cell or whole organism.
Metabolomics studies let researchers view biological systems in a way that is differ-
ent from but complementary to genomics, transcriptomics, and proteomics studies.
Discovery metabolomics experiments involve examining an untargeted suite of
metabolites, finding the metabolites with statistically significant variations in abun-
dance within a set of experimental versus control samples, and answering questions
related to causality and relationships. Metabolomics is a powerful, emerging disci-
pline with a broad range of applications, including basic research, clinical research,
drug development, environmental toxicology, crop optimization, and food science.

Agilent provides you with tools to perform metabolomics research involving the col-
lection and analysis of complex data sets containing hundreds to thousands of
metabolites. Comprehensive analysis of metabolomics data requires an analytical
approach and data analysis strategy that is unique and requires specialized data
analysis software that enables cheminformatics analysis, bioinformatics, and statis-
tics. Agilent MassHunter Qualitative Analysis and Agilent Mass Profiler Professional
together enable metabolomics data analysis.

Experiment variables are derived from your experiment. When one or more of the
attributes of the state of the organism are manipulated those attributes are referred
to as independent variables. The biological response to the change in the attributes
may manifest in a change in the metabolic profile. Each metabolite that undergoes a
change in expressed concentration is referred to as a dependent variable. Metabo-
lites that do not show any change with respect to the independent variable may be
valuable as control or reference signals.

The metabolites in a sample may be individually referred to as a compound, feature,
element, or entity during the various steps of the metabolomic data analysis. When
hundreds to thousands of dependent variables (e.g., metabolites) are available, che-
mometric data analyses is employed to reveal accurate and statistically meaningful
correlations between the attributes (independent variables) and the metabolic pro-
file (dependent variables). Meaningful information learned from the metabolite
responses can subsequently be used for clinical diagnostics, for understanding the
onset and progression of human diseases, and for treatment assessment. Therefore,
metabolomic analyses are poised to answer questions related to causality and rela-
tionship as applied to chemically complex systems, such as organisms.

The metabolomics workflow may be used to perform the following analyses:

+ Compare two or more hiological groups

+ Find and identify potential biomarkers

+ Look for biomarkers of toxicology

* Understand biological pathways

» Discover new metabolites

* Develop data mining and data processing procedures that produce character-
istic markers for a set of samples

« Construct statistical models for sample classification.

Agilent enables metabolomics research for a variety of applications:

Basic and clinical research - Identify and validate metabolite biomarkers that
correlate with disease states as well as provide fundamental insights into biology

Pharmaceutical - Identify metabolites and markers of toxicity for drug discovery
and development

14
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What are metabolites?

What is discovery
metabolomics?

Small molecule tuning
(LC/MS)

Examples

Agilent Tools

What is metabolomics?

Agriculture - Identify and understand metabolic pathways to optimize crop devel-
opment, yield improvement, and pesticide/herbicide resistance

Environmental - Identify metabolites that relate to the effects of chemicals and
other stressors in the environment on a biological system

Biofuels - Identify metabolite profiles to optimize fermentation processes and bio-
fuel production

Food / Nutrition - Identify the presence or absence of metabolites that correlate
with major traits such as food quality, authenticity, taste, and nutritional value,
and aid in the development of nutraceuticals

Metabolites - small organic molecules - are important modulators, substrates,
byproducts, and building blocks of many different biological processes. Because of
their importance, the presence or absence of specific metabolites in a cell or sample
provides important information about the physiological and functional status of the
biological system or test sample. The accumulation of a specific metabolite may sig-
nal a defect in a pathway, activation of a signal response pathway, or optimization of
a biosynthetic pathway.

Discovery metabolomics experiments involve examining an untargeted suite of
metabolites, finding the metabolites with statistically significant variations in abun-
dance within a set of experimental versus control samples, and determining their
chemical structure. Pathway analysis lets you connect the metabolite with the bio-
logical process or condition.

Metabolomics involves the analysis of small molecules, molecules nominally with a
molecular weight from 50 to 6000 amu. Since the best results for metabolomics
studies involve the identification of the exact mass of the molecular ion, LC/MS
instrument tunes should be adjusted to (1) improve the sensitivity for intact molecu-
lar ions and (2) improve the overall sensitivity for small, low-mass, compounds. A
typical automated instrument tune optimizes the instrument sensitivity across the
entire mass range and may result in lower sensitivity for small molecules combined
with higher fragmentation than desired for metabolomics.

A typical Agilent metabolomics workflow is illustrated in Figure 2 on page 16 start-
ing with data acquisition through to analysis involving both untargeted (discovery)
LC/MS and targeted (confirmation) LC/MS/MS analyses. Molecular feature extrac-
tion (MFE) and Find by Formula (FbF) are two different algorithms used by Mass-

15
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Principal Component Analysis

What is metabolomics?

Hunter Qualitative Analysis for finding compounds. All results files generated by
Agilent analytical platforms can be imported into Mass Profiler Professional for qual-
ity control, statistical analysis and visualization, and interpretation.
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Figure 2 An Agilent metabolomics workflow from separation to pathway analysis
typically involving either or both GC/MS and LC/MS analyses.

A principal component analysis (PCA) of metabolite data from replicate samples
shown in Figure 3 highlights variability in metabolite abundance profiles between
Infected versus Control samples extracted at pH 7. A significant amount of the vari-
ability at pH 7 is contained in the z component plotted on the Z-Axis. However, the z
component of this PCA does not comprise the significant variability between the
infected versus the control samples at pH 2 or pH 9.
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Figure 3  Principal component analysis of metabolite data from replicate samples
highlights variability in metabolite abundance profiles between Infected versus Con-
trol samples extracted at pH 7.
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Statistical Treatment

Summary

What is metabolomics?

PCA may be combined with common statistical treatments to find improved discrim-
ination among the independent variables and find the effect of the independent vari-
ables on the species under evaluation. Figure 4 shows how the effects of an
experiment involving two attributes (Species and Treatment) are able to be statisti-
cally and visually discerned when processed using PCA and analysis of variance
(ANOVA). PCA analysis only differentiated between the species. When PCA was
combined with ANOVA, differentiation was obtained not only for both species but
also for the affected status regardless of the species. The statistical results gener-
ated by using Mass Profiler Professional can be used to generate a sample class
prediction (SCP) data model. The SCP model can subsequently be used to automate
future identification of affected versus unaffected samples from the target species
and thereby provide an indication for the application of the appropriate treatment.

Experiment with two independent variables: Legend

® Species 1 - Control
Species 1 - Treatment A

® Species 1 - Treatment B
Species 2 - Control

Species - Two parameters (1 & 2)
Treatment - Four parameters (Control, A, B, and C)

Visual observations:

Species 1 was affected by Treatment B. o SPeCfeS 2 - Treatment A
Species 2 was affected by Treatment C. ® Species 2 - Treatment B
The other treatments were indistinguishable from the controls. ® Species 2 - Treatment C

4 1Y

il

Species 1 & 2
; Affected) Species 2
Species 2 (
Species 1 p . (Not Affected)
pecies 1], ol

Species 1 e X
(Not Affected)
1
zZ
PCA Only 1-way ANOVA and PCA

Figure 4  Principal component analysis without prefiltering of the data and com-
bined with 1-way analysis of variance (ANOVA).

When you have hundreds, thousands, and more dependent variables (e.g., a meta-
bolic profile), conventional target data analysis and correlation becomes difficult and
resource prohibitive. Chemometric data analyses using Agilent Mass Profiler Profes-
sional lets you obtain accurate and statistically meaningful information correlating
changes within the metabolic profile to established independent variables. The
results may be used to understand the effects of your experiment in biological con-
text using the Pathways analysis module and to develop a class prediction model
that may be applied to new samples.
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Capabilities of the
metabolomics workflow

Profiling

Capabilities of the metabolomics workflow

Mass spectrometry has been utilized in metabolomics research due to its wide
dynamic range, reproducible quantitative analysis, and the ability to analyze very
complex biological matrices. Due to the complex nature of these samples, separa-
tion (gas chromatography, liquid chromatography, or capillary electrophoresis) is
often performed before mass analysis to facilitate the detection of as many metabo-
lites as possible. The most compatible separation and analysis techniques for com-
mon classes of compounds are shown in Figure 5.

GC/MS OVERLAP LC/MS
Alkylsilyl derivatives Alcohols Organic acids
Eicosanoids Alkaloids Organic amines
Essential oils Amino acids Nucleosides
Esters Catecholamines lonic species
Perfumes Fatty acids Nucleotides
Terpenes Phenolics Polyamines
Waxes Polar organics
Volatiles Prostaglandins
Carotenoids Steroids
Flavonoids Lipids

Less polar More polar

Figure 5  Chemical classes suitable for GC/MS versus LC/MS.

Discovery metabolomics using Mass Profiler Professional involves the comparison
of metabolomes (the full metabolite complement of an organism) between control
and test groups to find differences in their profiles. Usually, several steps are
involved in discovery metabolomics analyses: profiling, identification, and interpreta-
tion.

Profiling (also known as differential expression analysis) involves finding the inter-
esting metabolites with statistically significant variations in abundance within a set
of experimental and control samples. Profiling combines the targeted profiling of
known metabolites with comprehensive feature extraction to find unexpected
metabolites. A metabolite is represented by its molecular features, which are
defined by the combination of retention time, mass or mass spectra and abundance.

The steps involved in profiling are

1. Analysis: Analysis of samples by GC/MS or LC/MS is required to separate and
detect all of of the metabolites in the sample. Because metabolomes are large
and exhibit significant natural variation, even in normal organisms, real differ-
ences can only be seen by analyzing large numbers of samples containing large
numbers of compounds. Analytical instruments that have low error rates and
facilitate high throughput are necessary.

2. Feature Finding: Feature finding specifically identifies all of the metabolites by
mass and retention time. An undetected metabolite is a lost opportunity; it is
essential to find as many of the metabolites in a sample as possible. This goes
beyond simple chromatographic peak finding. Even with the best separation, a
peak can contain multiple components. You can find multiple components in the
same peak using the MassHunter Qualitative Analysis software as shown in
Figure 6 on page 19.

18



Prepare for an experiment Capabilities of the metabolomics workflow

Convolved Data Deconvolved Data
Metabolite 1
TIC peak ——,
Metabolite 1
Metabolite 2
Metabolite 3 Deconvolution Metabolite 2
' ECC Mass
Peaks | | spectra
Mass spectrum
Metabolite 3

Figure 6  Deconvolution using MassHunter Qualitative Analysis finds metabolites
that are chromatographically unresolved or poorly resolved. Deconvolution gener-
ates an extracted ion chromatogram and a reconstructed, single component spec-
trum for each metabolite.

3. Data Normalization: Normalization lets data collected over a period of time be
corrected for changes in retention time and/or response so that a single feature
common to several samples is not treated as a unique feature being separately
sought in each sample.

4. Statistical Analysis: Statistical data analysis is used to discover significant dif-
ferences between the sample sets.

Identification Identification is the determination of the chemical structure of these metabolites
after profiling. El spectra from GC/MS are well suited to spectral library searching.
LC/MS spectral data are evaluated using searches performed with a database of
metabolite information to help narrow the list of possible candidates. Accurate mass
data makes this database searching more effective by narrowing the mass window
that needs to be searched and thus reducing the number of possible identities.

Interpretation Interpretation, the last step in the workflow, makes connections between the
metabolites discovered and the biological processes or conditions. Once the metab-
olites are identified, it is necessary to understand their relation to biological path-
ways in metabolism by interpreting the results of the experiment. Pathway analysis
makes connections between the metabolite markers discovered and the biological
processes or conditions being studied, and helps to elucidate the biological rele-
vance of metabolomics data in a systems context. Pathway analysis typically
requires integration of metabolomics data with genomics and proteomics data.
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Introduction to the
workflow

Step 1

Step 2

Step 3

Step 4

Step b

Step 6

Introduction to the workflow

The Agilent metabolomics workflow consists of six steps. You are encouraged to fol-
low the steps using your own data.

Prepare for an Experiment

The first and most important step in the metabolomics workflow is to formulate your
hypothesis, the question of correlation that is answered by the analysis. Your prepa-
ration includes an experiment definition that considers natural variability and repli-
cate sampling, and reviews system suitability and sampling methodology to improve
the significance of your analysis.

Finding Features

Find Compounds by Molecular Feature (MassHunter Qualitative Analysis)
Compounds, referred to as molecular features, are extracted from your data based
on mass spectral and chromatographic characteristics. The process is referred to as
Molecular Feature Extraction (MFE). Molecular feature extraction quickly and auto-
matically generates a complete, accurate list of your compounds which include
molecular weight, retention time, m/z, and abundance.

Import and Organize Data

Organize, import, and prepare your data (Mass Profiler Professional)

After you create a project and an experiment, the “MS Experiment Creation” guides
you through the necessary steps to organize your experiment, import your data,
define your experimental variables, and prepare your data for analysis. The data
preparation includes filtering, alignment, normalization, and baselining.

Create an Initial Analysis

Quality control and initial differential expression (Mass Profiler Professional)

The “Significance Testing and Fold Change Wizard” guides you through the neces-
sary steps to enter parameters and values that improve the quality of your results
and produce an initial differential expression for your analysis.

Recursive Find Features (Optional)

Find Compounds by Formula (MassHunter Qualitative Analysis)

Importing the most significant features back into MassHunter Qualitative Analysis
as targeted features improves finding the features in your samples. This repeated
feature finding is referred to as recursion. Improved reliability in finding your fea-
tures leads to improvement in the accuracy of your analysis.

Advanced Operations

Customize your analysis and interpret the results (Mass Profiler Professional)

The most significant features in your data are processed by Mass Profiler Profes-
sional into a final statistical analysis and interpretation. The results from the final
interpretation may be used to prove or disprove your hypothesis and may be used to
create a sample class prediction model.
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Definitions

One-variable experiment

Two-variable experiment

Introduction to the workflow

The metabolomics workflow is illustrated using an experiment with two indepen-
dent variables. In “Advanced operations” on page 117 some of the capabilities of
Mass Professional are illustrated with an experiment with a single independent vari-
able. The processes used to generate results from these experiments helps you use
MassHunter Qualitative Analysis, Mass Profiler Professional, and ID Browser with
your experiments.

Terms and definitions used in metabolomics and metabolomic analyses vary. It is
recommended that you refer to the “Definitions” on page 180 for a list of terms and
their definitions as used in Mass Profiler Professional and in this workflow.

The one-variable experiment presents an analysis of a metabolomic response to
changes in a single independent variable, also referred to as a parameter. The data
was acquired using four (4) parameter values for the independent variable. The
parameter values consist of a single control data set that represents the organism
without perturbation and data sets from three variations where the organism is sub-
ject to one of three conditions established by the experiment design. In summary,
the one-variable experiment contains a single parameter with four parameter values
and ten replicate samples for each parameter value.

An ideal experiment involves at least ten (10) replicates for each parameter value.
Thus an ideal experiment with a single parameter and four parameter values has a
data sample size of at least forty (40) samples. In this example the minimum sam-
pling conditions are met.

The two-variable experiment presents an analysis of a metabolomic response to
changes in two independent variables (parameters), each with two parameter val-
ues. The parameter values of the first parameter represent a control data set associ-
ated with the organism without perturbation and when the organism was subject to
a known perturbation. The parameter values of the second parameter represent a
pair of metabolite extraction techniques where the first parameter value represents
the current state-of-the-art extraction process and the second parameter value rep-
resent the addition of a step designed to improve metabolite extraction. In summary,
the two-variable experiment contains two parameters with two parameter values,
for a total of four permutations, and four replicate samples were obtained for each
permutation.

An ideal experiment involves at least ten (10) replicates for each parameter value.
Thus an ideal experiment with two parameters, each with two parameter values, has
a data sample size of forty (40) samples (See “Replicate data” on page 36). The ideal
sample size is calculated by multiplying 2 parameters by 2 parameter values for each
parameter and then multiplying by 10 replicates for an ideal minimum sample size of
forty (2 x 2 x 10 = 40) samples. In this example the minimum sampling conditions are
not met; four replicates exist for each permutation for a total of sixteen (16) sam-
ples. While the sampling falls short of the minimum sampling recommendation, the
strong correlation of cause and effect in this experiment overcomes the sampling
deficiency and provides support for further investment in the metabolomics question
being studied.
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Define the experiment

A complete metabolic understanding of a living organism involves the identification
and quantitation of all of the metabolites of the organism's cellular makeup in a
given state at a given point in time. Commensurately, the complete metabolic under-
standing includes an understanding of the metabolic response and the change in the
metabolic composition from the organism’s normal function with respect to altered
function(s) caused by specific disease or external influences.

Metabolic pathways are complex and interconnected (see Figure 7) making exact
correlation of any change in a single metabolite with the organism’s response to dis-
ease or other influence nearly impossible. However studies show that the organ-
ism’s response to disease or other influences does correlate with a change in the
metabolic profile of the organism.

Figure 7  Metabolic pathways are complex and interconnected, reducing the
effectiveness of correlating an organism's response to a perturbation with changes
in a single metabolite compared to correlating the organism's response to a change
in the metabolic profile.

Agilent's suite of tools helps medical and research personnel correlate changes in
the metabolic profile of empirical samples with changes made in a well defined set
of conditions. After subjecting replicate research and diagnostic samples to well
defined treatments and exposures (independent variables), as well as maintaining a
set of controls (control samples), researchers use Agilent tools to facilitate the inter-
pretation of acquired metabolomics profile data. These tools perform data extrac-
tion, data processing, and statistical analysis, which leads to answers regarding
critical questions of cause and effect.

Whether the organism is exposed to disease or chemical influence, a change in the
organism's state and subsequent metabolic profile occur. Agilent MassHunter Qual-
itative Analysis and Agilent Mass Profiler Professional make possible the analysis of
the metabolic profile and correlation of the changes in the metabolic profile to the
organism's changed state. They enable the process by which the vast data gener-
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What is an experiment?

Using questions to
formulate a hypothesis

Formulating the hypothesis

Define the experiment

ated in metabolomic studies is reduced to the significant information from which
cause and effect correlations may be made.

An experiment consists of the analysis of a set of replicate samples collected from
the organism as it was exposed to well defined treatments and exposures (indepen-
dent variables), as well as when the organism was exposed to a set of controls rep-
resenting minimal or normal perturbations (control samples). The results of changes
observed in the samples is designed to provide an answer to your hypothesis. The
hypothesis may be proved or disproved by analyzing the correlation of the indepen-
dent variables on the resulting expression of a large number of dependent variables
- the metabolite constituents of the samples. The results must be significant beyond
natural variability.

An experiment involves the following steps:
1. Ask a question.
2. Formulate your hypothesis.
3. Assess the chemical makeup.
4. |dentify your variables.
5. Verify that metabolomics simplifies your analysis.
6. Design your experimental plan including controls and sampling.
7. Execute your plan.

After you obtain your samples and acquire your data using hyphenated mass spec-
trometry techniques, the metabolomics workflow takes you through data extraction,
processing, and statistical analysis so that you can prove or disprove your hypothe-
sis.

A hypothesis may be derived through proposing a number of more or less specific
questions that are important to your research. By evaluating these questions and
evaluating their relationship with the available analytical approach to solve the prob-
lem, you may identify the key variables, the independent variables, and the depen-
dent variables.

The most important step in designing your experiment is to formulate a proposition
that explains certain facts of correlation among your variables that can be answered
by the analysis. The proposition, expressed as a question referred to as the hypothe-
sis, puts forth a possible correlation, for example a cause and effect, between a set
of defined attributes (independent variables) and the resulting metabolic profile
(dependent variables). Tentatively accepting your hypothesis provides the basis of
the statistical parameters employed while following the metabolomics workflow.
The metabolomics workflow is used to prove or disprove your hypothesis.
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Key elements in the sample
specimens

Define the experiment

A successful experiment requires several key elements to be present in the samples
that are analyzed. The presence of these elements is a reasonable indicator that

data acquired from the samples is suitable for metabolomic analysis to prove or dis-
prove your hypothesis. The samples are taken from a specimen, an individual organ-
ism (e.g., a person, animal, plant, or other organism) of a class or group that is used
as a representative of a whole class or group. For clarification on the terms used

throughout the workflow, see “Definitions” on page 180. There are six key elements.

Many chemical constituents: Samples taken from a specimen should contain many
chemical constituents (metabolites) that are naturally expressed by the specimen or
are a product of the specimen during its interaction with controllable externalities.

Complex relationship among the chemical constituents: The relative composition
of the chemical constituents within each sample is the result of complex relation-
ships, such as the biological functions within the specimen as shown in Figure 7 on
page 22.

Subject specimens: The specimens selected for evaluation represent a random set
of specimens selected from a larger population. If the specimens come from organ-
isms subject to specific and known perturbations in their externalities (independent
variables) they are known as subject specimens. If the specimens come from organ-
isms that are not perturbed in their externalities they are known as control speci-
mens.

Control specimens: A sub-group existing within the sample specimen population
that represents the “normal” attributes of the organism under natural, unperturbed,
externalities. The inclusion of control specimens reduces the occurrence of false
positive and false negative correlations and provides a point of reference for assign-
ing a polarity to any observed effect.

Independent variables: The specific and known perturbations that may be made to a
specimen, or quantifiable externalities that affect the specimen, and which are
expected to induce a measurable change in the metabolic profile. The relative con-
centrations of the chemical constituents may be influenced by attributes, or parame-
ters, that are independently controlled through either, (a) informed selection of the
specimens (controlled sampling), or (b) application of a set of experimentally con-
trolled externalities or attributes (experiments).

Dependent variables: The measurable response of the specimen to the specific and
known perturbations made through variation of the independent variables. The spec-
imen response is manifest in the relative concentration of the chemical constituents
(metabolic profile) with respect to each varied attribute. The data is collected using
hyphenated mass spectrometry techniques. If the response of the metabolic profile
to the independent variables is known and finite, then traditional quantitation tech-
niques may be applicable (for example, GC/MS may be used to study how the abun-
dance of marker metabolites change when organisms are treated versus not treated
for a condition). Otherwise, if the response is unknown or complex, and spans a
large number of chemical constituents, the data is suitable for analysis using the
metabolomic workflow.
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Using restatements of the
hypothesis to identify
independent variables

Example - grape wine

Define the experiment

Evaluating the hypothesis and various restatements of the hypothesis helps you
identify the independent variables. The independent variable is something that you
can influence through sampling or an experiment. The dependent variable is always
the same, the myriad of chemical constituents expressed by the specimen that may
or may not change in relation to variations selected as independent variables. As
you analyze your data you reduce the dimensions of the data (the relationships
among the independent and dependent variables) while retaining those dimensions
of the data that contribute most to the characteristic variability of the data. Retain-
ing only the dimensionality of the data that best shows correlations between the
specimen and the independent variables facilitates sample classification.

A hypothetical example involving grape wine is described to help illustrate applica-
tion of the key elements to the formulation of an experiment’s hypothesis.

1. Ask a question: “Can grape wine be correlated to the country of origin?” Proper
characterization of the geographical origin of wine is important to quality control and
important to revenue taxation across political boundaries since mislabeling the
country of origin may lead to financial gain. The question is directed to finding a cor-
relation between a wine and country of origin of the wine that is independent of
wine variety for the single purpose of political taxation.

2. Formulate a hypothesis: A more precise question stated as a hypothesis is “Does
the chemical makeup of grape wine provide a signature (metabolic profile) that cor-
relates to the country of origin?”

3. Assess the chemical makeup: Grape wines are known to have a very complex
chemical makeup. The presence of a complex relationship among many chemical
constituents, derived from grapes and grape fermentation, and the ability to affect
specific and known perturbations to the sample specimens through controlled sam-
pling leads to a question suitable for answering using the metabolomics workflow.

Since the correlation of the independent and dependent variables involves the anal-
ysis of thousands of chemicals and potentially hundreds of samples, the question
“Can grape wine be correlated to the country of origin?” is an ideal question to
address using metabolomics.

4. Identify the variables: The potential independent variables are the county of origin
of the grape wine production and the wine variety. The dependent variables are
manifest in the several thousand chemical constituents that are produced by the
grapes and the wine making process.

Even though the question presented refers to only one variable, two key variables
may affect the chemical makeup of the wine: (1) country of origin of the grape and
wine production and (2) wine variety. While wine variety is not necessarily germane
to the question, if this information is known and entered with the sample data, it
may provide a beneficial statistical parameter to the metabolomic analysis and may
even provide for the future analysis of another hypothesis with minimal additional
effort.
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Natural variability

Define the experiment

5. Verify that metabolomics simplifies a traditionally complex analysis: Traditional
correlative analysis of the question would require the identification and quantifica-
tion of thousands of chemical constituents and studying how the expression of each
constituent is affected by the change in geographical location, while ruling out false
effects that may be manifest as a result of the various grape species and wine vari-
eties that are also involved in the study. Without going into any calculations, a tradi-
tional correlative analysis of this hypothetical example should be readily apparent as
a costly undertaking. The statistical approach employed by metabolomics makes
this unwieldy analysis manageable.

If we continued developing this example experiment, the final steps 6 and 7 are to
design the experimental plan including controls and sampling and executing the
plan, respectively.

Before any statistical analysis is begun, it is important to understand how a sample
taken from any one specimen represents the population as a whole and how
increasing the sample size improves the accuracy of the sample set in describing
characteristics of the population.

Under identical conditions, all life systems produce a range of results. Specimens
taken from the population may show one of the following characteristics:

(1) Results comparable to the mean of the population (i.e., characteristics shown
by the majority of the population), for example results within £1 standard devia-
tion (~68%) from the mean.

(2) Results that differ significantly from those shown by the majority of the popu-
lation (i.e., characteristics that are not shown by the majority of the population),
for example results beyond +3 standard deviations (~99.7%) from the mean.

(3) Results anywhere in between *1 to £3 standard deviations from the mean.

In many biological and biochemical systems characteristics are found to show a
probability of variation referred to as a normal distribution. Figure 8 on page 27, for
instance, shows a normal distribution of a characteristic within a population where
68% of the sampled population would be shown to have the mean characteristic
plus or minus one standard deviation (o). This natural variation of the population
response to identical conditions is referred to as natural variability. Natural variabil-
ity thus means that any single sample specimen taken from a population is not guar-
anteed to reflect the mean characteristics of the population.
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Figure 8  Natural variability shown as a Gaussian (normal) distribution. Depend-
ing on the predefined requirement for significance, if the mean of a sample set is
beyond £2ofrom the natural variation there may be a significant effect. Similarly, if a
particular observation routinely falls beyond 2o from the natural variability of the
data the change producing the effect may be considered significant.

Natural variability is found to occur from inherent randomness and unpredictability
in the natural world. Natural variability is found in all life and natural sciences and in
all forms of engineering. For example, a population of plants grown under identical
conditions of illumination, precipitation, and nutrient availability shows a range in
growth mass. This range of variable growth mass may be expressed as a mean
where 95% of the population is expected to show a natural range of variability within
two standard deviations of the mean (see Figure 8).

In other words, for a set of fixed attributes (independent variables), a representative
set of samples taken from the population of plants shows a natural variability in the
dependent variable growth mass. When an experiment is undertaken where plants
from the same population are subject to variations in the fixed attributes, the plants
response shows a change in growth mass in addition to their natural variability in
growth mass. Thus if the entire population is sampled, we see two adjacent normal
distributions with means reflecting the plant growth mass under the two conditions
(see Figure 9 on page 28).

Likewise, an animal population subject to any controlled exposure shows a naturally
varying effect of that exposure as expressed through the chemical makeup of serum
samples taken from the population. Such unpredictability in the measurable variabil-
ity of any biochemical expression must not be mistakenly correlated with deliberate
variations of an independent variable.
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Figure 9  Natural variability of populations with subject to two different experi-
mental conditions where the means of each data set falls outside of the mean +3
of the other data set.

During your experiment the natural variability of the data representing a population
must be understood in order to confidently express any experimental correlation.
The investment of time and resources in performing a statistical analysis requires
that the natural variability of the subject specimen be known or reasonably esti-
mated so that the results of the analysis may be conclusively shown to be either
within the natural variability (no correlation) or outside of the natural variability and
therefore provide for a degree of correlation with the independent variable(s).

Experimental data collection that does not incorporate consideration of the natural
variability of the data does not yield meaningful results. Thus, crucial to the metabo-
lomics workflow, as with all statistical data treatments, is an understanding and well
planned collection of the data; without that, the results follow the adage “garbage
in, garbage out.”

Replicate sampling and measurement of many specimens from the population is the
only way to estimate the natural variability of your data. No guarantee exists that a
single sample specimen from a population represents the mean of the population.
Any single sample from a population with a natural variability shown in Figure 8 on
page 27 has a 99.99% chance that it lies within four standard deviations (£4 ) of the
mean of the true population, but in fact that single sample may on a rare occasion
fall even further from the population mean.

However, if ten (10) samples are taken from the population, the mean of these sam-
ples produces a statistically more accurate approximation of the true mean of the
population. The accuracy of the approximation of the true population mean propor-
tionally improves with more samples. The true value of the population mean is
achieved only if the entire population is sampled. However, sampling the entire pop-
ulation is not typically feasible because of constraints imposed by time, resources,
and finances. On the other hand, evaluating fewer samples increases the chance of
false negative and false positive correlations from your experiment.

Too few samples may lead to an incorrect conclusion. Figure 10 on page 29 shows
that if too few samples are evaluated, and if these samples just happen to be sam-
ples lying far from the mean because of natural variability, an incorrect conclusion
may be drawn that the change in the independent variable produced no significant
change in the response. The estimate of the standard deviation of the sample mean
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estimate of a population mean (standard error) is equal to the standard deviation of
the samples divided by the square root of the number of samples (Equation 1).

Equation 1 SE = 6/(JN)

where SE = standard error of the population; O = standard deviation; and NV =
number of samples.

Large sample sizes lead to more confident conclusions. As the sample size
increases, the likelihood that the data approximates the true response of the popula-
tion increases. The standard deviation of the sample may become smaller, and the
likelihood of making a correct correlation between cause and effect is improved
(Equation 2).

Equation 2 c =

where O = standard deviation; V = number of samples; x; = the value of an indi-

vidual sample; and X = mean (or average) of all N samples.
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Figure 10  Replicate data are necessary to distinguish whether the represented
populations actually show significant differences. The three data points in the region
of overlap of the natural variability may, if too few replicates are selected, lead to a
result suggesting a less significant difference in the populations.

Successful application of metabolomics analyses depends on the availability of suf-
ficient replicate samples and specimens. Coupled with an understanding of the sys-
tems under study and a well planned collection of the samples and concomitant
data, the statistical data treatment of the replicate samples is the backbone of the
metabolomics workflow. A sufficient set of replicate data, ten (10) or more repli-
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cates, may provide a significant answer to the hypothesis and prevent a total loss of
time and resources invested in performing the described statistical analyses.

An experiment involves the formulation of a hypothesis that may be answered by
analyzing the potential correlation of independent variables on the resulting expres-
sion of a large number of dependent variables — potentially interrelated chemical
constituents — through the analysis of replicate samples whose results are signifi-
cant beyond natural variability. Metabolomics analyzes the data acquired in your
experiment to answer questions related to causality and relationships from among
the chemically complex systems where traditional quantitation techniques cannot
handle the vast amount of data produced.
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Review system suitability

In order for data to be meaningfully, statistically processed, the spectral data
acquired over the time scale of the experiment must have a consistent methodology
and means to adjust for experimental variability. Typical GC/MS and LC/MS acquisi-
tions provide three dimensional data: chromatographic retention time, ion mass to
charge ratio, and ion signal intensity (Figure 11). Individual data collected at various
periods of time over days, weeks, and months may show variations in any or all
three of these dimensions. Such variations are referred to as system drift and may
occur even when the same method and instrument are used for all of the data col-
lection. While regular instrument tuning and maintenance can help reduce system
drift, the means to adjust for this experimental variability is called system suitability.
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Figure 11 GC/MS and LC/MS data provide three dimensions of information:
retention time, m/z, and signal intensity.

System suitability includes regular instrument tuning and maintenance to reduce
system drift. Additionally, the Agilent metabolomics workflow provides a means to
minimize and remove instrumental variations that may affect each of the data
dimensions (retention time, m/z, and signal intensity). The processes to assure
quality include retention time alignment, intensity normalization, mass variation, and
baselining. Agilent Mass Profiler Professional performs retention time alignment,
intensity normalization, and baselining. Agilent MassHunter Qualitative Analysis
performs mass variation.
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Review system suitability

Quality data that is the result of a well planned experimental design has stable
dimensionality and internal markers, such as internal standards, that let the data be
compared and correlated to data collected over different periods of time, collected
by different operators, and collected from different instruments. Employing retention
time alignment, intensity normalization, mass variation, and baselining provides both
a quality check to evaluate system drift and a means to adjust for instrumental vari-
ations to assure the meaningful results from your analysis.

Retention time alignment is used to adjust the chromatographic retention time of
the eluting components based on the elution of specific components that are (1)
naturally present in each sample or (2) deliberately added to the sample as a known
compound or set of compounds that do not interfere with the sample. Alignment of
retention time removes temporal variations of the chromatographic separation
improving the correlation of identical features among data sets collected under dif-
ferent conditions; for example, different separation columns or identical separation
columns but with different conditioning or mobile phase composition.

Unidentified compounds from different samples are aligned if they are within a spec-
ified tolerance, retention time window, and provided that the compounds meet crite-
ria for mass spectral similarity. GC/MS data alignment is performed as unidentified
compounds.

Identified compounds from different samples are aligned based on the similarities of
the assigned attributes of compound name and ionization mode. LC/MS data align-
ment may be performed as identified compounds, unidentified compounds, or both
(referred to as combined in the Mass Profiler Professional software).

More information regarding the specific details of alignment may be found in section
3.1.7 Experiment Creation > Getting Started > Alignment Parameters of the Mass
Profiler Professional User Manual.

Normalization of feature intensities is used to adjust the intensity value from the
absolute value of the extracted ion chromatogram (EIC) signal measured at the
detector to a relative intensity based on the signal provided by either an (1) internal
standard, (2) an external scalar, or (3) both an internal standard and an external sca-
lar.

The highest quality data is achieved using standards in the data collection. Stan-
dards provide a means to align retention time and evaluate and compensate for vari-
ations in the m/z and ion intensity of the analytical system. The standard may be (1)
one or more known, identified constituents internal to the sample matrix, (2) fabri-
cated from one or more chemical compounds specifically acquired and added
(spiked) to each sample at a precise amount, or (3) a pooled sample from a represen-
tative biological matrix that is added to each sample. The use of pooled samples as a
standard provides good value from existing materials and an ideal match to the rest
of the analytical conditions.

An internal standard is selected from each sample data set as a means to minimize

the system signal variability attributable to instrumentation or sample preparation.
After performing an internal standard intensity normalization, Agilent Mass Profiler
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Mass variation

Baselining

None

Review system suitability

Professional adjusts for system variability by normalizing the individual samples to a
value that reflects the differences in the signal intensity of each compound across
all the samples with respect to the internal standard.

More information regarding the specific details of normalization may be found in
section 3.1.9 Experiment Creation > Getting Started > Normalization Criteria of the
Mass Profiler Professional User Manual.

The adjustment of the mass to charge (m/z) resolution from unity in 1,000 m/z (one
part per thousand, ppt) to 0.001 in 1,000 m/z (one part per million, ppm) facilitates
the unique identification of compounds that may have nearly identical or identical
chromatographic behavior. Since some methods may not separate all of the com-
pounds, or the time involved for a complete separation may not necessarily be prac-
tical, the added dimension provided by adjusting the mass variation for extracting
ion chromatograms facilitates unique identification of co-eluting compounds. The
technique of using mass variation to identify co-eluting compounds is referred to as
deconvolution.

The chromatographic separation thus need not separate all of the compounds as
viewed in the total ion chromatogram (TIC) but does need to separate all compounds
that have a unique molecular formula.

More information regarding the specific details of mass variation may be found in
the MassHunter Qualitative Analysis on-line Help under Finding Compounds.

Baselining is a means of changing the feature signal intensities (referred to as an
abundance unit in Mass Profiler Professional) to a new signal intensity that relates
the feature’s strength in one sample with respect to the feature’s strength among all
of the sample data. The original abundance unit assigned to each feature is based
on the instrumental parameters at the time the data was acquired.

For example, the variation of a feature’s signal intensity may vary over several orders
of magnitude across the sample data sets (i.e., variation from 10,000 to 10,000,000
with a mean value of 150,000) can be converted to variation that spans positive and
negative values with respect to the mean. By adjusting the feature signal strength
through baselining the feature strength may be statistically weighted to be more
consistent with biological significance rather than with the feature’s amenability for
ionization and detection by the instrumental method.

More information regarding the specific details of standards may be found in section
3.1.10 Experiment Creation > Getting Started > Baselining Options of the Mass Pro-
filer Professional User Manual and by reading statistical literature on baselining
approaches.

Mass Profiler Professional employs four (4) options for baselining: none, Z-trans-

form, baseline to median or mean of all samples, and baseline to median or mean of
control samples.

None simply treats feature compounds with greater abundances as more significant
than features with smaller abundances.

33



Prepare for an experiment

Z-transform

Baseline to the median or
mean of all samples

Baseline to the median or
mean of control samples

Summary

Review system suitability

Z-transform works best with large data sets that in general do not have missing fea-
tures among the data sets. Quantitative data is a good candidate for processing with
this baselining approach.

Baseline to the median or mean of all samples acts to treat the data sets with more
even weight by substantially reducing the influence of features that have particularly
low or very large signal intensities. In this approach the abundance of each feature
is adjusted by subtracting the median or mean of the feature across all of the data
sets: this results in a value of zero (0) abundance representing a feature that has a
strength equal to the median or mean of the feature as present in all of the data
sets. A negative or positive abundance is a feature present in abundance less than
or greater than the median or mean of all of the samples, respectively.

Baseline to the median or mean of control samples uses the control samples to cal-
culate the median or mean intensity for each feature. In this approach the abun-
dance of each feature is adjusted by subtracting the median or mean of the feature
across the control data sets: this results in a value of zero (0) abundance represent-
ing a feature that has a strength equal to the median or mean of the feature as pres-
ent on all of the control data sets. A negative or positive abundance is a feature
present in abundance less than or greater than the median or mean of the control
samples, respectively.

System suitability involves collecting data that provides a means for evaluating sys-
tem drift and adjusting for instrumental variations to assure quality results. Four
approaches are employed together in order to produce the highest quality results:

1. Retention time alignment

2. Intensity normalization by using internal standards in the data collection
experiment

3. Chromatographic deconvolution using m/z variation

4. Baselining of the features across the data sets
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Review sampling methodology

Obtaining analytical results from a limited number of samples to prove or disprove a
hypothesis about a much larger population requires a sufficient number of samples
and involves skills that resemble art in addition to science. The best results of a
metabolomics statistical study involve using more than one method of sample col-
lection. This inherently leads to the collection of more samples and more samples
have a positive impact to the significance of the results. Four main methods of sam-
ple collection are census, survey, experiment, and observation.

The purpose of each of the sampling methodologies is to provide data that spans the
desired range of the independent variables (variable states) which may include col-
lecting data at various points of time (time points) during an experiment. Regardless
of which methodology is used to collect the data, replicate data samples are critical
to the successful metabolomics analysis.

A census methodology collects samples from every member of a population. In most
experimental designs a census is not practical because of the cost and resource
commitment required.

A survey methodology obtains samples from a subset of the population in order to
estimate the population attributes. Samples are taken from random members of the
population. All, or a portion, of the survey samples may be used to provide an esti-
mate of the natural variability of the population as the baseline for the experimental
study. The same, or the remaining, survey samples may be subject to experiments
and thus used to estimate the response of the population to the experimental condi-
tions.

All of the samples studied in metabolomics form part of an experiment designed to
answer a hypothesis regarding cause and effect correlations. Experiment-based
sampling may be in one of two forms:

(1) Controlled sampling: taking random samples from a population that meets
experimentally defined criteria

(2) Experimental exposure: subjecting random samples taken from a total popula-
tion to experimentally defined conditions

When the independent variables of an experiment exist as a natural part of the pop-
ulation, such as the geographical region a grape is grown, the experiment involves
controlled sampling. When the hypothesis is in relation to the effect shown by an
organism to controlled conditions, such as a response to proposed treatments, then
a random sample of the population is subject to independent variables specified by
the experimental exposure. In either case, the hypothesis is related to causality of
one or more independent variables on the metabolic profile which may relate to
observable effects. The experiment is controlled in the sense that (1) sample sub-
jects are selected from defined populations and (2) known treatments are applied to
each group of samples.
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Review sampling methodology

In the experiment analysis, results are evaluated by comparing the dependent vari-
able (the metabolic profile) against the known conditions of the independent vari-
ables. A conclusion regarding the causality of the treatment on the organism's
response is then made against the hypothesis.

Any attempt to understand causality where no ability exists to (1) control how sub-
jects are sampled and/or (2) control the exposure each sample group receives is
considered an observation study. The data obtained from an observation study may
be useful as a control sample or, if sufficient minimal information about the sample
exists, may be useful for quality control against an experimental correlation derived
from the hypothesis.

Replicate sampling and measurement of many specimens from the population is the
only way to estimate the natural variability of your data. Using more than one
method of sample collection inherently leads to the collection of more samples and
has a positive impact on the significance of the results by including more samples.
The accuracy of the approximation of the true population mean proportionally
improves with more samples. The true value of the population mean is only achieved
if the entire population is sampled (census sampling).

It is recommended to use a sample set of at least ten (10) replicates for each param-
eter within an independent variable or within each permutation of parameters when
more than one independent variable exists. Too few samples increases the chance
for obtaining a false negative or false positive correlation.

Using the discussions regarding natural variability, replicate data, and sampling
methodologies a plan for sampling and analysis to answer the hypothesis may be
proposed. The plan should not only outline the sampling size, the sampling methods,
and the statistical analyses to use but should also propose an orderly sequence, or
timing, for the sampling and analysis so that the hypothesis may be evaluated at
least twice during the course of the metabolomics workflow. By evaluating a set of
replicate samples early in your experiment covering the most varied of the indepen-
dent variables, you gain the following:

+ Familiarization with the metabolomics workflow
» Familiarization with the Agilent tools
» Partial answers to the hypothesis

Experience from early evaluations provides you with feedback that improves use of
your time, resources, and funds. By collecting and processing initial data that spans
the range of independent variables, you may gain timely feedback regarding the
quality and direction of the results. If either the quality or the results are not meeting
your expectations you may adjust the remainder of the experiment and/or sampling.

The grape wine example following illustrates this element of designing the experi-
ment.
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In the grape wine example the hypothesis involves two independent variables:

(1) county of origin and (2) wine variety. In the Agilent LC/MS example data set
related to identifying red wines, the independent variable “Variety” has three param-
eters and the independent variable “Country of Origin” has twelve parameters. This
data set is shown in Figure 12.

An ideal metabolomics analysis of the wine data involves 360 samples (3 varieties
multiplied by 12 countries of origin multiplied by 10 replicates per permutation).
Thirty (30) samples would be expected for a particular country of origin to be prop-
erly represented; ten samples of each wine variety from each country. However,
practical limitations resulted in this example data set being limited to 97 samples. In
the data table shown in Figure 12, France has the potential for the best statistical
representation.

Samples for Identifying Red Wines

Key: Variable Description (Number of Parameters)

Country of Origin (12)

Mean Relicates = 16 Mean Relicates = 4
Variety Parameters Country Parameters
Key: Parameter Description (Number of Replicates)
Cabernet Sauvignon (15)  Australia (1) Hungary (3)
Merlot (16) Bulgeria (2) Italy (6)
Pinot Noir (18) Chile(5) Macedonia (1)
Czech Republic (4) Slovakia (1)
France (17) Spain (1)

Germany (1) USA (6)

AN
TS pe 3 (1170%)

© CABERNET SAUVIGNON
® MERLOT
® PINOT NOIR

Figure 12 Red wine samples and the resulting PCA analysis where the number of
molecular features was reduced from 20,506 to 26 using metabolomics statistical
treatments provided by Mass Profiler Professional.

A further reflection on the data set shows that the sampling is more ideally suited
for an initial analysis of the question “Can grape wine be correlated to variety?” If
the answer to this question appears favorable at this early stage of sampling it may
then be used to support continuing the sampling to answer both “Can grape wine be
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correlated to the country of origin?” and “Can grape wine be correlated to variety?”
with the appropriate sample size of at least 360 samples.

Improved data quality comes from matching the sampling methodology to the exper-
iment design. Replicate data are collected that span the range of the parameters for
the independent variables. Larger samples improve the statistics and improve the
accuracy of your answer to the hypothesis. An understanding of the methodologies
used in sampling and using more than one method of sample collection have a posi-
tive impact on the significance of your results.

Apply the experiment definition process and methodologies to help you define and
perform a metabolomics experiment:

1.

Ask a question. By evaluating questions, and their relationship with the avail-
able analytical approach to solve the problem, you may identify the key vari-
ables, the independent variables, and the dependent variables.

. Formulate a hypothesis that may be answered by analyzing the data for poten-

tial correlations among the independent variables, as well as correlations
between the independent and dependent variables.

. Assess the chemical makeup. The samples taken from specimen in your

experiment should contain many chemical constituents (metabolites) that are
naturally expressed through complex relationships by the specimen.

. Identify your variables. Independent variables are the specific and known per-

turbations that may be made to a specimen, or quantifiable externalities that
affect the specimen, and which are expected to induce a measurable change
in the metabolic profile. Dependent variables are always the chemical constit-
uents or the metabolic profile.

. Verify that metabolomics simplifies your analysis. If your hypothesis is best

proved or disproved using a correlative analysis on a large number of chemi-
cals or metabolites the metabolomics process simplifies your analysis.

. Design your experimental plan including controls and sampling. Determine

how many replicate samples to use, the parameters and statistical analyses
that are the most effective for proving or disproving your hypothesis, the sam-
pling methodologies to employ, and how to minimize variations due to system
drift over the time required to perform your experiment.

. Execute your plan. While you are executing your experiment perform at least

one early analysis on a set of replicate samples to assess the quality of your
data, to become familiar with your data analysis, and develop a feel of the
directions that the results are suggesting.

You have now completed the first step of the metabolomics workflow. In the next
workflow step you begin organizing and analyzing your data.
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Compounds, referred to as molecular features, are extracted from your
data based on mass spectral and chromatographic characteristics. The
process is referred to as Molecular Feature Extraction (MFE). Molecular
feature extraction quickly and automatically generates a complete,
accurate list of your compounds which include molecular weight, reten-
tion time, m/z, and abundance.
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Find features

Start Agilent
MassHunter Qualitative
Analysis

1. Start MassHunter Qualita-
tive Analysis software.

2. Enable advanced
parameters in the user
interface.

Start Agilent MassHunter Qualitative Analysis

The following examples use Agilent MassHunter Qualitative Analysis B.05.00 run-
ning on 64-bit Windows 7 Professional.

User Interface Note: \When you make a change to a parameter in MassHunter Qual-

itative Analysis, the software automatically places a change icon .ﬁ (a blue triangle
shape) in the Method Editor tab and next to the field containing the changed param-
eter. This icon indicates that you have unsaved changes in your method and helps
you remember to save the changes you have made to the method. The original
parameter value may be viewed by placing your pointer over the change icon. When
you save your method the change icons disappears.

MassHunter Qualitative Analysis is the software tool used to perform the function of
finding molecular features in the raw and CEF data files. After the molecular features
are found they are imported into Mass Profiler Professional for statistical analysis.
Feature finding is an essential prerequisite to using Mass Profiler Professional.

Note: On-line help is available at any time within MassHunter Qualitative Analysis
by pressing the F1 key on the keyboard. The information presented specifically
relates to the software fields and options available in the active display.

BN
=

a Double-click the Qualitative Analysis icon [E=d located on the desktop,
or (for Qualitative Analysis version B.05.00 or later on Windows 7)

Click Start > All Programs > Agilent > MassHunter Workstation > Qualitative
Analysis B.05.00,

or (for Qualitative Analysis version B.03.01 on Windows XP)

Click Start > Programs > Agilent > MassHunter Workstation > Qualitative
Analysis.

b Click Cancel in the Open Data File dialog box to start MassHunter Qualitative
Analysis without opening any data files. To open data files later click File > Open
Data File.

You do not need to open a data file at this time. You are prompted to open a data
file in “Confirm the MFE method on a single data file” on page 53.

If you prefer to open one or more data files continue below, otherwise skip to the
next step.
1. Select the data file or data files to open in the Open Data File dialog box.
» Anindividual data file is selected by using a single click.
+ Select a continuous range of files with a click on a first file and Shift-click
on a last file that includes the range of files you want to select.
+ Select discontinuous, individual files with a Ctrl-click on any file.
2. Click Open to start MassHunter Qualitative Analysis with the selected data file
or data files.

Advanced parameters must be enabled in MassHunter Qualitative Analysis in order
to show tabs labeled Advanced in the Method Editor and to enable compound
importing for recursive finding of molecular features.

a Click Configuration > User Interface Configuration.
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b Mark the Show advanced parameters check box under the Other group heading.
See Figure 13.

If the files intended to be processed include GC/MS data, mark the GC check box
under the Separation types group heading. If your analyzer is a quadrupole mark
the Unit Mass (Q, QQQ) check box under the Mass accuracy group heading.

x
Mark all of the following that apply to the data you wish to analyze. Your choices control the tools
that are enabled as well as the initial values for some parameters in the default method.
[’ ion types [Massaccuacy ——— |
[V Other (for example, CE) I~ Unitmass (Q,000Q
‘ v LC [V None (for example, infusion) [V Accurate mass (TOF, Q-TOF)
[~ lonization type —MS levels
[V El or other "hard" ionization technique [V MS (any)
Cl. APCI. ESI. MALDI or other "soft"
M | eization (ot v MS/MS (QQQ,Q-TOF)
—Optional software features -1 r—Non-MS detectors
I~ Peptide Sequence Editor v uv
I= | BioGonfim Software v ADC
Other
[V Show advanced parameters ) A

Cancel

Figure 13 MassHunter Qualitative Analysis user interface configuration dialog box

¢ Click OK.

d Check to make sure that File > Import Compound is an available command. See
Figure 14. This command is necessary to review CEF files before importing them
into Mass Profiler Professional.

I3 Agilent MassHunter Qualitative Analysis B.05.00 - Default.m

File | Edit View Find Identify Chromatograms Spectra Method W
3 Open DataFile... Ctrl+0 @9~ |I
83 r a File <[ A
[g = |
4 Pprint »
| Import Compound... *
|

Figure 14 MassHunter Qualitative Analysis import compound command location
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Create a method to Find Compounds by Molecular Feature

Find compounds by molecular feature is commonly referred to as molecular feature
extraction (MFE). Molecular feature extraction involves chromatographic deconvolu-
tion as described in “Capabilities of the metabolomics workflow” on page 18 (see
Figure 6 on page 19). Molecular feature extraction automatically finds related co-
eluting ions, sums the related ion signals into single values, creates compound
spectra, and reports results as a molecular feature, or compound.

Co-eluting ions: Molecular feature extraction finds co-eluting ions related to the
same compound and creates an extracted compound chromatogram (ECC) including
isotopes (13C, 15N, 2H, 180), adducts (most commonly H+, Na+, K+ for positive ions
and H- for negative ions), and dimers such as (2M + H)+.

Compound spectra: After creating extracted compound chromatograms, molecular
feature extraction generates individual compound spectra for each molecular feature
based on the co-eluting ions present.

Volume: The area of the ECC. The ECC is formed from the sum of the individual ion
abundances within the compound spectrum at each retention time in the specified
time window. The compound volume generated by molecular feature extraction is
used by Mass Profiler Professional to make quantitative comparisons.

Composite spectrum: A compound spectrum that contains more than on co-eluting
ion, more than just the (M+H) ion, within the molecular feature and is used by Mass
Profiler Professional for recursive analysis and by ID Browser for compound identifi-
cation.

Results: Each molecular feature, or compound, is uniquely identified by retention
time, neutral mass, volume, and composite spectrum. An example of the relation-
ships between some of the molecular features and the TIC is shown in Figure 15.

x10 &

Total ion chromatogram (TIC)
with unresolved features
and
ECC for compound 18

28 Cpd 8:1.10§ 130589
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Figure 15 Example of the relationship of some spectral components
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1.

Open the Method Editor a Open the Method Editor: Find Compounds by Molecular Feature section in the
window for finding com- Method Editor window.

pounds by molecular fea- 1. Click Find Compounds from within the Method Explorer window.

L 2. Click Find by Molecular Feature.

« All of the parameters involved in molecular feature extraction are accessed in
the tabs presented in the Method Editor: Find Compounds by Molecular Fea-
ture section in the Method Editor window.

« Torun molecular feature extraction after the parameters are entered, click Find
> Find Compounds by Molecular Feature or click the Find Compounds by

Molecular Feature button (¥ Find Compounds by Malecular Feature in the Method Edi-
tor: Find Compounds by Molecular Feature section in the Method Editor win-
dow. Molecular feature extraction begins immediately and the progress is
shown in an Operation in Progress status box.

* For more information, see the Agilent MassHunter Workstation Software Qual-
itative Analysis - Familiarization Guide (Agilent publication G3336-90018, Revi-
sion A, September 2011).

Note: Use the Extraction, lon Species, and Charge State tabs to enter your param-
eters that control compound finding. Use the remaining tabs to enter parameters
to filter the results and display the graphics.

2. Enter parameters for the After the first time molecular feature extraction is run, any subsequent parameter

tabs that control compound changes you make within the “tabs that do not affect compound finding” (Figure 16)
reprocess the data much more quickly because the find features algorithm is not
repeated. The improved speed for reprocessing the molecular features lets you
review several combinations of parameters to find the results that best suit your

finding.

experiment.
Tabs that control Tabs that filter the results and
compound finding affect the displayed graphics
»
-® " “ e
4 R Tabs that do not affect compound finding S

— 0 .
|Z" Method Editor: Find Compounds by Molecular Feature X
(») Find Compounds by Molecular Feature ~ | (3} | ¥) v (¥ Method Items ~ | (= 3§

Eocton Sgon ———— - -===ccoscccsscescacssccsmsecssecssccscccscecsccoscoe =

Target data type ISmaII molecules (chromatographic) Ll
[~ Input data range
I~ Restrict retention time to | minutes
™ Restiict m/z to I m/z
[ Peak filters
" Use peaks with signal-to-noise >= I
[Profile spectra only) Fi
% Use peaks with height >= |100 counts

(Profile and centroid spectra)

K|

Figure 16  Overview of the Find Compounds by Molecular Feature Method Editor
tabs
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a Edit the parameters on the Extraction tab.

The parameters in this tab let you specify features of the source data that enable

the molecular feature extraction algorithm to perform more efficiently.

1. Click the Extraction tab.

2. Select Small molecules (chromatographic) in the Target data type box for
working with metabolomic data.

Note: The data must be collected in profile mode for the Small molecules
(infusion) target data type. For Large molecules (proteins, oligos) the data
must be collected in centroid mode or both modes.

Molecular feature extraction starts the data reduction process by creating a copy
of the data file using the centroid of all of the ions. If you collect data in profile
mode, it saves processing time if you also collect the data with centroid mode
turned on. For all other data collection methods, it is recommended to save the
data with centroid data.

3. Clear all of the check boxes under the Input data range group box.

Note: Marking the options under the Input data range group box is not necessary.
Using Restrict retention time to and Restrict m/z to limits the location where the
molecular feature extraction searches for features. It is recommended to let the
molecular feature extraction algorithm find all of the features and then to use the
filter parameters available in the “tabs that do not affect compound finding” to
remove unwanted features.

4. Click Use peaks with height and type 300 for the counts. The counts value
you enter represents a signal level at and above which actual ion signals are
observed. 300 is typical if the background noise is approximately 100 counts.

Note: The target Use peaks with height counts is three times (3x) the elec-
tronic noise in the mass spectrum, the signal measured by the detector that is
not due to actual ions. The electronic noise is found by viewing the back-
ground signal level at the higher m/z range (around 1,000 m/Z) of a single
mass spectrum in the data set. Do not use an averaged or background sub-
tracted mass spectrum. If the Use peaks with height value is set to a value
too small, Find Compounds by Molecular Feature takes a very long time to run
and finds features that are very small. If the Use peaks with height value is
set to a value too large, then actual features may not be found.

r—Extraction algorithm

lon Species I Charge State I Compound Filters |

-

Target data type I Small molecules [chromatographic) j

—Input data range

™ Restrict retention time to minutes

[~ Restrict mdz ta méz

—Peak filkers
" Use peaks with signalto-noise = |5.D
[Profile spectra only]

' Use peaks with height »=|300 counts
[Profile and centroid spectra)

Figure 17  Parameter values for the MFE Extraction tab
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b Edit the parameters on the lon Species tab.

Create a method to Find Compounds by Molecular Feature

The parameters in this tab let you specify the ion adducts that the Find Com-

pounds by Molecular Feature algorithm considers during the process of identify-

ing molecular features.

1. Click the lon Species tab.

2. Mark +H, +Na, and +K for positive ions and -H for negative ions.

3. Mark common Neutral losses if your mass spectrometer system is very ener-
getic and thereby induces known neutral losses from the molecular ion.

Note: Removal of possible ion adducts from the Allowed ion species group

box increases the molecular feature extraction efficiency. Glass bottles leach
sodium into the liquid introduction system. Thus, it is recommended to change
the solvent and sample delivery bottles to bottles made from PTFE in place of
bottles made from glass to reduce the background sodium levels.

Note: Molecular feature extraction requires that the molecular feature involves

at least the addition or loss of a proton unless or salt adduct.

4. Mark the Salt dominated positive ions (M+H may be weak or missing)
check box to direct the molecular feature extraction algorithm to reduce the
emphasis on identifying protonated ions (M+H) because they may be weak or
missing in your data. For example, mark this check box when detecting sugars
that are sodium adducted.

Clear this check box to direct the molecular feature extraction algorithm to
place a uniform weight across the allowed ion species in calculating the
molecular weight for each feature.

Note: If your sample contains an ion species that is not an available option in
your method, add the ion species in the appropriate charge or neutral column.

Extraction

—

Charge State I Compound Filters
—Allowed ion species
Positive ions Megative ions Meutral losses
O
[ +LC1 [ H3FO4
] +Br
[ +HCOO
[ +CH3Co0
[ +CF3coo

x| x|
=l A

[ Salt dominated positive ions (M+H may be weak or missing)

x|
~

Figure 18 Parameter values for the MFE lon Species tab

c Edit the parameters on the Charge State tab.

The parameters on this tab let you set limits on the allowable ion charge states,
and let you control how isotopes are identified and assigned to groups associated
with each feature.

1. Click the Charge State tab.
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Compound Filters tab

—lzotope grouping

Create a method to Find Compounds by Molecular Feature

2. Type 0.0025 for m/z and 7. 0 for ppm into Peak spacing tolerance. These
values are the tolerance that the molecular feature extraction algorithm uses
to find isotope ions associated with each feature.

3. Select Common organic molecules for the Isotope model. For most metabolo-
mics analysis, the Common organic molecules isotope model properly groups
ions into the appropriate isotope clusters. Proper isotope clustering leads to
an accurate assignment of charge state and mass for the molecular feature.

Select Unbiased if metal containing molecules are expected.

Note: Selecting Unbiased slows the molecular feature extraction calculations
considerably because all isotope models are considered.

4. Mark the Limit assigned charge states to a maximum of check box and type
1. You only type 2 if you have a very specific reason; otherwise, 1 is used for
metabolomics. Increasing the value increases the chance of unwanted isotope
grouping.

5. Clear the Treat ions with unassigned charge as singly-charged check box.
When this check box is cleared, ions that cannot be assigned a charge state
by the molecular feature extraction algorithm are ignored.

Peak spacing tolerance: I 0.0025  m/z, plus I 70 ppm

|zotope model: IEommon organic molecules j

Compound Filters

Extraction I lon Species

—Charge state

IV Limit assigned charge states to a maximurn of: I 1

" Treat ions with unassigned charge as singly-charged

Figure 19  Parameter values for the MFE Charge State tab

a Edit the parameters on the Compound Filters tab.

1. Click the Compound Filters tab.
2. Clear the Relative height check box.
3. Mark the Absolute height check box and type in a value of 5000 counts.

Note: In the final compound spectrum there must be at least one ion that is
greater than or equal to the counts specified. The value typed is determined by
empirically reviewing your mass spectral data. The absolute height in counts is
different from the volume used to quantify the compound as a feature.

Note: It is not recommended to mark Relative height or Limit to the largest
when performing metabolomics.

4, Clear the Restrict retention times to check box. Only mark this parameter and
type in the time range if you know the chromatographic void volume, solvent
peak, or other region containing unwanted peaks in the data set.
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Mass Filters tab

Extraction ’ I lon Specie.s I Charge State
—Height
I™ Relative height »= [eB0 %
v Absolute height = IW counts
™ Limit to the largest 100 compounds

Create a method to Find Compounds by Molecular Feature

. Clear the Restrict charge states check box because the charge state was pre-
viously limited to 1 in the Charge State tab. If a larger number of charge states
is allowed, then mark this parameter and enter a charge state value to filter
the results.

— Compound location

[~ Restrict retention times to I minutes
—Charge states
™ Restiict charge states to I z

Figu

re 20 Parameter values for the MFE Compound Filters tab

b Edit the parameters on the Mass Filters tab.

The parameters on this tab let you remove noise due to specific ions from the
data without regard for retention time. Mass Profiler Professional is the preferred

pl
in

1.
2.

—Mass filkers
[ Filter mass list I 5.000 ppm
I Exclude theze mass(es] j

ace to perform mass filtering. This filter feature can be unmarked and performed
Mass Profiler Professional more effectively with the addition of retention time.
Click the Mass Filters tab.

Clear the Filter mass list check box unless a specific list of neutral masses is
known to be present in the data set that you wish to remove.

. Select Exclude these mass(es) if you marked the Filter mass list check box.

Note: It is not recommended to select Include only theses mass(es).

. If Filter mass list is marked, click the appropriate button in the Source of
masses box indicating your source of the masses for the exclude filter. Two
example masses to exclude are 120.0434 and 921.0013.

Mazz Defect | Peak Filters [MS /5] | Fesults | Advanced

Source of masses

% These masses:

[type & comma-separated list of masses like 1421012, 253.4003]
) Databiase
IEI:\MassHunter\PEDL\defauIt.c:sv |

Figure 21  Parameter values for the MFE Mass Filters tab
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Mass Defect tab

Peak Filters (MS/MS) tab

Results tab

Create a method to Find Compounds by Molecular Feature

¢ Edit the parameters on the Mass Defect tab.

The parameters on this tab let you supply a range for the mass defect within
which the identified mass may still be a metabolite. Since the range necessary for
filtering by mass defect must be rather large it is not recommended to filter

metabolomics results by mass defect.
1. Click the Mass Defect tab.

2. Clear the Filter results on mass defects check box.

3. If the Filter results on mass defects check box is marked, it is recommended
to select Variable in the Expected mass defect box and type in values that
work with your data set. If you select Variable, then the natural mass defect

range increases with increasing mass.

ass Filters

| Pesk Fiters (M5/MS) | Resuts | Advanced

—Mazs defect fitering

[ Filter results on mass defects

—Expected mass defect
IVariabIe j

[ om0 pa + ( [ 00000 per [ 10000 Da )
| [Lalculate fram farmula |

—Mazs defect tolerance

I Constant [spmmetric] j

+- I 00on Da

Figure 22  Parameter values for the MFE Mass Defect tab

d Edit the parameters on the Peak Filters (MS/MS) tab.

The parameters on this tab let you filter ions by height and quantity.

1. Click the Peak Filters (MS/MS) tab.

2. Clear the Absolute height check box. If this parameter is marked, do not type a
counts value that is less than 1 0. A typical counts value is around 100. The

best value to use is determined empirically.

3. Mark the Relative height check box and type 1 for the % of largest peak. The
best analytical information is found using ions with an intensity at least within

a factor of 100 of the base peak.

4, Clear the Limit (by height) to the largest check box.

ass Filters | Mass Defect

|.F|esults | Advanced i

—Height filkers

[T Absolute height r= I 10 counts
vV Relative height r= I 1.000 % of largest peak

— Maximum number of peaks

™ Limit [by height] to the largest o0

Figure 23  Parameter values for the MFE Peak Filters (MS/MS) tab

e Edit the parameters on the Results tab.

The parameters on this tab let you customize the display of your results. To
improve the speed of the extraction, do not draw graphics when running molecu-
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Advanced tab

Create a method to Find Compounds by Molecular Feature

lar feature extraction. If more information about a feature is desired it may be
selectively obtained later instead of being generated for all of the features.

1. Click the Results tab.

2. Mark the Delete previous compounds check box.

3. Click Highlight first compound.

4. Clear all of the check boxes in the Chromatograms and spectra group box.

5. Clear the Display only the largest check box if you intend to create a CEF file.

Note: You must create a CEF file in order to import your molecular features into
Mass Profiler Professional for the next step of the metabolomics workflow.

Advanced

MassFiters | Mass Defect | Peak Fiers [MS/MS]

— Previous results

[V Delete previous compounds

—Mew results
&' Highlight first compound
" Highlight all compounds

—Chromatograms and spectra
™ Estract MFE spectrum [ Estract ECC
™ Extract raw spectium [™ Estract EIC
I™ | Frefer profile for raw spectum, it ayvaiable
™| Clip extracted raw spectium
IAsymmetric: [miz] j - |5.DDDD + 10,0000
™ Estract M5 /M5 Spectum

% Extract separate M55 spectum per collision enemy

| Extract average MS/MS spectum for all collision energies

Precursor tolerance: = |2D.DD I ppm ¥ l

¥ | Deisotope WMS/ME spectum

— Dizplay limits
™ Display only the largest 100 compounds

Figure 24  Parameter values for the MFE Results tab

f Edit the parameters on the Advanced tab.

The parameters on this tab let you filter features by ion count and indeterminate

neutral mass.

1. Click the Advanced tab.

2. Click Include all under the Compound ion count threshold group box. Filtering
by two or more ions is a very useful feature, but it can filter out valid ions with
small molecular weights.

3. Click Exclude under the Compounds with indeterminate neutral mass group
box, especially when you click Include all under the Compound ion count
threshold group box. Exclude disregards features to which molecular feature
extraction has not been able to assign a neutral mass.

Mazz Filters | Mazz Defect | Peak Filters [MS /5] | Fesults

— Compound ion count threshaold

& Include all " Two or more iohs " Only one ioh

—Compounds with indeterminate neutral mass

" Include ' Exclude ' Include only these

Figure 25 Parameter values for the MFE Advanced tab
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Save your Find
Compounds hy
Molecular Feature
method

Save your method.

Save your Find Compounds by Molecular Feature method

After you have edited your method to Find Compounds by Molecular Feature (MFE),
it is recommended you save the method using a name that is readily distinguished
from the name that is used later in this workflow for the method Find Compounds by
Formula. Two distinct methods let you readily reprocess your data, or new data,
without having to edit the workflow actions every time you switch between running
MFE and FbF in the worklist.

a Click Method > Save As.

b Select the folder and type a method name in the Save Method dialog box. It is
recommended to add the text MFE at the end of your file name to distinguish it
from the file name that is recommended in “Save your Find Compounds by For-
mula method” on page 109.

¢ Click Save.
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Set the Export CEF
Options

1. Open the Method Editor for
exporting CEF options.

2. Enter the export
destination settings for
your method.

Set the Export CEF Options

Export CEF Options specifies where MassHunter DA Reprocessor stores the result-
ing .CEF feature files and whether the files replace or overwrite any prior files.

a Click Export from within the Method Explorer window.
b Click CEF Options.

a Click At the location of the data file.

b Click Auto-generate new export file name.

¢ Save your method. Click the save method icon [§§ or click Method > Save.

5} MethodEditor: Export CEF Options x

() Exportto CEF ~| (G} | 9 ~ (% < | Wethod Items - | (5 [

Export destination
(ne export file per data flle:
@ Atthe f the data file

At specified directony

[C:\MassHunter\Data

’ru export il aleady eists

" Dwerwiite existing export fils

& Auto-gensrate new export file name

Figure 26 Export CEF Options for use with DA Reprocessor
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Enable the method to
run in MassHunter DA
Reprocessor

1. Open the Method Editor to
assign actions to run from
the worklist.

2. Remove all actions from
the Actions to be run list.

3. Add new actions to the
Actions to be run list.

Enable the method to run in MassHunter DA Reprocessor

Agilent MassHunter software can most efficiently perform computationally intensive
tasks, such as feature finding, on multiple data files using MassHunter DA Repro-
cessor. The following steps enable your method to run using DA Reprocessor.

a Click Worklist Automation from within the Method Explorer window.

b Click Worklist Actions.

a Double-click on an action in the Actions to be run list. The action is automatically
removed from the Actions to be run list. As an alternate to the double-click, you
can click on an action in the Actions to be run list and then click the delete icon

x|

b Repeat action removal until the Actions to be run list is empty.

¢ Save your method. Click the save method icon [§§ or click Method > Save.

a Double-click the Find Compounds by Molecular Feature action in the Available
actions list.

The action is automatically added to the Actions to be run list. As an alternate to
the double-click, you can click the action and then click the down arrow button

- | to add the action to the Actions to be run list.

b Double-click the Export to CEF action in the Available actions list. The Export to
CEF action must be listed after the Find Compounds by Molecular Feature action
as shown in Figure 27.

¢ Save your method. Click the save method icon [§§ or click Method > Save.

Method Editor: Assign Actions to Run from Workst x
() Run Worklist Actions Now = | (3} | 4 - Method Ttems ~ | (2 [
Available actions
Etract Peak Spectra =
Extract Defined Chromatograms
Intearate Chiomatograms

Intemrate and Extract Peak Spectia
Smaath Chiomatograms

Generate Compound Feport
Generate Analysis Report

Find Compounds by futo M5 /MS
Find Compounds by T argeted MS/MS

Find Compounds by Moleular Fealure
Find Compounds by Formula x|

Actions to be un

Find Compounds by Molecular Feature
Export to CEF

Figure 27  Assign Actions to Run from Worklist for use with DA Reprocessor
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Confirm the MFE method
on a single data file

1. Find Compounds by Molec-
ular Feature for a single
data file.

2. Display and review the
Compound List.

Confirm the MFE method on a single data file

Metabolomics involves the analysis of a large number of sample files with each
sample containing a large number of compounds. Find Compounds by Molecular
Feature is therefore run on the entire metabolomics sample set using MassHunter
DA Reprocessor. However, before the entire sample set is run in MassHunter DA
Reprocessor, you can process a single file within MassHunter Qualitative Analysis
to verify the new parameters.

a Click File > Open Data File.
b Click on a single data file in the Open Data File dialog box.
¢ Click Open.

d Click Actions > Find Compounds by Molecular Feature, or click the Find Com-

pounds by Molecular Feature button (¥} Find Compounds by Molecular Feature in the
Method Editor: Find Compounds by Molecular Feature section in the Method
Editor window. Molecular feature extraction begins immediately and the progress
is shown in an Operation in Progress status box as shown in Figure 28.

If no data file is open, or an inappropriate data file is open, a message box
appears as shown in Figure 29. Click OK and open a single data file.

aa _Control_000.d
8% Preparing 2607 of 2607 compounds

Figure 28 Find Compounds by Molecular Feature progress box

Agilent MassHunter Workstation Software x|

CR  This operation acts on M5 scan data (it does ot use 1MS/MS dats)
\ ) acquired with soft ionization. None of the opened data files
= contain such data,

Figure 29 Message box

When molecular feature extraction finishes processing the data file, the results are
displayed in several windows within MassHunter Qualitative Analysis. The results
may be reviewed and arranged to meet your preferences.

a Set up the recommended columns for viewing your data in the Compound List.

1. Right-click anywhere in the Compound List window.

2. Click Add/Remove Columns to open the (Enhanced) Add/Remove Columns
dialog box.

3. Click Clear All.

4. Click the Column Name column header twice to sort the column names in
ascending alphabetical order.

5. Mark the check boxes for at least the following Column Names: Abund, Area,
Base Peak, Cpd, File, Height, lons, Mass, RT, Saturated, Show/Hide, Vol and
Width.

* Each of these columns is documented in the MassHunter Qualitative Analy-
sis Help in Reference > Columns > Compound List Table Columns under the
Contents tab.

* It is normal at this time for the Area and Abund columns to be blank.
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+ All of the columns are exported to the CEF file.
6. Click OK.

b Arrange the order of the columns and your compound data in the Compound List.
1. Click and drag the column names left or right so that they are arranged in the
order you like. A useful order is shown in Figure 30.

G CompoundList Column names in a recommended order x
|4 automatically show Columns | 145 O Sl | G 6B @ B 5k S
< _ Showtide
» il )
[ 2 56.012| 1
[ 1-1_Control_000.d 3 2231208| o021 0.035] 5082 2241278 14242| 1
v T1_Contro_000.d 4 131.9507 0022 003 37637, 132958 109717 1
v 1-1_Control_000.d 5 110.965 0,022/ 0.032] 6138 111.9723 17824] 1
v 11_Control_000.d 6 1439999 0022 0.031 26345 1450072 73064 1
~ 11_Control_000.d| 7 154.9666 0.022 0.032) 55008 1559739 157728 1
[ 11_Contio_000.d 8 39,9363 0.022 0.032] 78174) 1009435 228953 1
Vv 1-1_Control_000.d 9 157.943 0,022/ 0.032] 28434 158.9502 82127, 1
v 1-1_Control_000.d 10| 156.9671 0,022/ 0.033] 31467, 157.9743 m 1
2 11_Contio_000.d i 203921 0022 0033 5666 2039282 16670 1
v 11_Conlio_000.d 12 895409 0022 0033 %23 909482 27940 1
2 11_Contro_000.d 13 1420525, 0023 003 5213 143059 15125, 1
2 1-1_Conio_000.d 14 141.9485 0023 003 235019 1429537 746855 2
v T1_Contio_000.d 18] 144.9589) 0023 003 22755, 1453662 66184, 1
v 1-1_Control_000.d IB} 158.9621 0.023] 0.033] 19059 159.9694 55262 1
4 11_Control_000.d| 17| 155 9576, 0023 0033 11276| 1569643 30904 1
2 1-1_Conlio_000.d 18] 204.021 0023 0033 5915 2050282 17112, 1
2 1-1_Contro_000.d 73] 1739589 0023 0 033\—50;.% 147600 1
v 1-1_Control_000.d ZD‘ 126. ESDS‘ 0.024] 0.034] 5227} 127.9582 14767| 1
=l [ 11_Control_000., 2| 1300984 0,027 0,047 5424 1311057 I‘ 9923 1 _,j
« »

Figure 30  Columns arranged in the Compound List window

2. Click the Height column heading to sort the compounds by ascending height
(the abundance value of the base peak). The compounds with a lower height
value are shown at the top of the list.

3. Extract results. a Select the compounds to view and compare chromatogram and MS results.

1. Click and drag across the first few compound rows to select multiple com-
pounds (e.g., select around ten compounds). The selected compounds are
highlighted.

2. Right-click the Compound List window and click Extract Complete Result Set.

The results are displayed in the Chromatogram Results and MS Spectrum
Results windows. These windows are updated when you use the arrow keys to
move up and down the Compound List. See Figure 31 on page 55.

* In the Chromatogram Results window, the extracted ion chromatogram (EIC)
for each compound is compared to the extracted compound chromatogram
(ECC) for the ions contained in the molecular features.

* Inthe MS Spectrum Results window, the compound spectrum for each com-
pound is compared to the scan data spectrum.

* A compound may be deleted and removed from the features available for
exporting by highlighting the compound and then pressing the delete key.

b If a significant number of compounds are too weak to provide confidence as a
molecular feature, adjust the Find by Molecular Feature parameters. Weak com-
pounds have small values for Height and Vol in the Compound List (see Figure 30)
and have low count values in the Chromatogram Results and MS Spectrum
Results (see Figure 31 on page 55).

1. Adjust the parameters entered in the “Compound Filters tab” on page 46.

2. Re-run Run Find Compounds by Molecular Feature. Molecular feature extrac-
tion runs very quickly if no changes are made to the tabs that control com-
pound finding.
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4. Optional - Export the
results for the single

sample to a CEF file.

Confirm the MFE method on a single data file

3. Review the new results by repeating step 2 - “Display and review the Com-
pound List.” on page 53.
4. Repeat these steps until you are satisfied with the molecular feature results.

15 Agiler tive Analysis B.05.00 - MPP 12.m =0l x|
Ele vards fctions Configuration Iools Help.
2] HE Ales 40 Akt Q@SS &
A DataNavigalor /\ Chromatogram Results
Sortby DataFie 2o t Q@@ ¢ [Eaoc 2 - [ClHA s L% % E & noe -3
B N Cazaatanes oo 22 274 51 e, 370325 371370 Sean P 1750 13_Canck 0003 B
¥ Cod 2354 12749 2 ey
7 Cpd 236512750 8 .
& i | MFE rted \
: ons reported as ]
[V Cpd 2368 12752 4 '
7 Cpd 2368 12752 3 d }
: compounds H
7 Cod 2371: 12754 i e
7 Cpd 2372 12763 o ol
7 Cpd 237412768 K103 |Cpd 2362 12.743: +ESI ECC Scan Fiag=175.0v 1-1_Contiol_000.d
7 Cpd 2375 12771 7 o
¥ Cpd 2376:12772 = 3
¥ Cod 2377:12778 5.
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G CompoundList x 3
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I3 71_Contiol_000.d| 1l1 MS Spectrum Resubs
2 1_Contiol_000.d] o = = o
& | T ComeLo0nd 20 tQBY ¢ [EA 0 HwFea %% s =3
2 T3_Conio 0004 08 Cod 1776 8480, 451 Scan (4736506 min, 3 Scans) Frage175.0V 11_Contol 0004 B
L2 b 1
2 1-1_Contio 0004| 17 Bl %o
~ 03
z T S t
5 & ource scan spectrum
~ 08
~ 1-1_Control_000.d| 05-
~ 1-1 Control 000.d| = 04.
Ul | 03
¥ Method Explorer: MPP 12m x 02
- - 01 | | | o310 1
# Chromatogram 2 [ L3 PIENS 3 N1 sy
55. 369.3350
# General 5. MeHle
e - MFE compound
pr— L v spectrum
[Find by Molecular Feature Il s
Find by Chiomatogsam Deconvolution 1
.
e ST G BT U T O G BN B G GL AT ST B C3 S S O S T D 0
| Counts ve. Mass toCharge (n/2)

Figure 31 Display of the Extract Complete Result Set from the Compound List

This step is optional. The CEF files for all of the samples are generated in “Find com-
pounds using DA Reprocessor”

a Click File > Export > as CEF. The Export CEF Options dialog box is opened.

b Select the data files to be exported from the List of opened data files. It is recom-
mended to create a new folder for the exported CEF files to aid documentation of
the metabolomics workflow and to make it easier to distinguish any new CEF files
from previous CEF files.

¢ Update the other parameters in the Export CEF Options dialog box.
d Click OK.

You can review the results from this step by importing the CEF back into Mass-
Hunter Qualitative Analysis by following step 3 - “Display and review the Compound
List after running MassHunter DA Reprocessor.” on page 57.
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Find compounds using
DA Reprocessor

1. Close your data file.

2. Find Compounds by
Molecular Feature using
MassHunter DA Reproces-
sor.

Find compounds using DA Reprocessor

Metabolomics involves applying your method to a large number of sample files, each
of which may contain a large number of compounds. MassHunter Qualitative Analy-
sis can be used to process all of your data sets. However, MassHunter DA Reproces-
sor provides a more efficient and automated means to run your MassHunter
Qualitative Analysis method on multiple sample files. Therefore your method is run
on the entire metabolomics sample set using DA Reprocessor.

a Click File > Close Data File.

b Click No. Do not save the results.

o
a Click the DA Reprocessor icon located on the desktop, or
click Start > All Programs > Agilent > MassHunter Workstation > Acq Tools >
DA Reprocessor.

Press F1 from within MassHunter DA Reprocessor to start on-line help. For exam-
ple, click DA Reprocessor > Shortcut Menu for Worklist (from the top left cell)
for instructions on creating a worklist containing multiple samples.

|1 DA Reprocessor - Offiine Utilities B.05.00 (B162) g [=1 ]

B EHE- @ s or® Cio >

Sample Position Data File Method Formula Protein

dd W ltiple Samples,
#dd Sample A R
Add Serpt

Copy Row(s)

Add Copied Rawls)

Delete Raw(s)

Add Column(s)...
ShowjHidefOrder Columns.
Text Size »

Al 5

Worklist

Figure 32 Adding samples to the MassHunter DA Reprocessor worklist

b Right-click the top left cell of the worklist and click Add Multiple Samples as
shown in Figure 32.

¢ Select the folder and file names that refer to your samples.
d Click Open.

e Click the Method name for the first sample in row 1 and select the name of the
method saved from MassHunter Qualitative Analysis. If the method you saved is
not in the immediate list, select “Other” and then you can select the folder and
method using the Open File dialog box as shown in Figure 33 on page 57.
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3. Display and review the
Compound List after
running MassHunter DA
Reprocessor.

Find compounds using DA Reprocessor
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Figure 33  Selecting the MassHunter Qualitative Analysis method

f Copy the method from the first sample to each of the samples in the worklist;

right-click on the method in row 1 and click Fill > Column (see Figure 34).

|22 DA Reprocessor - Dffine Utilities B.05.00 (8162) =(O1x|
w e STHRIG S0P @ D) =
V[ SampleName | Sample Pasition Data File Method Formula Protein
v |11 P1-Al c e Datel

| 2 vz Fi-AZ [ Dt
| 3 w3 P1-A3 C D oy
L] P1-Ad C D: paste
[ & w21 P1-AS C. D Edi Samples..
-8 w22 P46 c D ewsequstonmetod | ||
|2 w23 P1-A7 c D[ et

8 w24 P1-A8 C D =

9 | 31 EE:T] C J B
10 |w 2 gER c D o I

1 w33 P1-B3 C D odsyAl Do ith Increment
[ 12 v [34 Fi-B4 [ 5] ods\Al

13 |w |41 P1-B5 C D s\
| 14 | w42 P1-66 C D. ods\Al
| 18 | w43 P1-B7 c D ods\Al

16 | v |44 P1-68 c D. ods\A

Worklist

Figure 34 Copying the data analysis method to each sample in the worklist

g Click the Starticon in the toolbar to run the worklist. The progress is indicated on

the worklist sheet as each sample is completed.

The CEF files containing the molecular features from the samples are automati-
cally placed in the folder containing the .d data files. Each CEF file has the same
root name as the sample data file. You import the CEF files into Mass Profiler Pro-
fessional for feature selection in the next step of the metabolomics workflow.

a Return to MassHunter Qualitative Analysis. If you closed the MassHunter Quali-

tative Analysis program, do the following:

+ Click Start > All Programs > Agilent > MassHunter Workstation > Qualita-
tive Analysis B.05.00.

» Click Cancel when the Open Data File dialog box opens.

b Click File > Close All to close any open data files. Do not save any results.

¢ Click File > Open Data File to open one of the original sample data files including

the chromatographic data and the results of Find Compounds by Molecular Fea-
ture. Mark the Load result data check box.

or

Click File > Import Compound to open one of the CEF files that contains the
molecular feature results of Find Compounds by Molecular Feature.
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Note: Because of the large number of features in a typical metabolomics sample
file, it is recommended to open only one file at a time to review the results. Close
the open file and then open the next file.

d Display and review the Compound List as described previously in step 2 - “Display
and review the Compound List.” on page 53. The chromatographic results are
only visible if the original data file is opened.

4. Extract results. Extract your MS results as described previously in step 3 - “Extract results.” on
page 54.
Next step... You have now completed the second step of the metabolomics workflow. In the next

workflow step you import your Find Compounds by Molecular Feature (MFE) results
into Mass Profiler Professional.
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After you create a project and an experiment, the “MS Experiment Cre-
ation Wizard” guides you through the necessary steps to organize your
experiment, import your data, define your experimental variables, and

prepare your data for analysis. The data preparation includes filtering,
alignment, normalization, and baselining.

Import and
organize data

Setup a
project and an
experiment

Import data
files into the
experiment

Order and
group the
data files

Filter, align,
and normalize
the sample
data




Import and organize data

Start Agilent Mass Profiler

Professional

1.

Start Mass Profiler Profes-
sional software.

Start Agilent Mass Profiler Professional

During the data import step of the metabolomics workflow, Mass Profiler Profes-
sional imports CEF files created from MassHunter DA Reprocessor, based on the
method created in MassHunter Qualitative Analysis, and performs statistical and
graphical analyses. Mass Profiler Professional exploits the high information content
of chromatography/mass spectrometry data and can easily import, analyze, and
visualize GC/MS, LC/MS, CE/MS, and ICP-MS data from large sample sets and
complex MS data sets.

Because the advanced operations available in the Workflow Browser do not guide
you through the initial steps of data import and differential analysis, it is not recom-
mended to skip the “Import and organize data” or “Create an initial analysis” steps
of the metabolomics workflow. All parameters, including the default parameters
used during the MS Experiment Creation Wizard, can be edited at the conclusion of
the Metabolomics Workflow by using the operations available in the Workflow
Browser (see Figure 67 on page 92).

Note: To obtain help and detailed information regarding the various fields and statis-
tical treatments press the F1 key on the keyboard or refer to the Mass Profiler Pro-
fessional User Manual.

The following examples use Agilent Mass Profiler Professional B.12.01 running on
64-bit Windows 7 Professional.

a Double-click the Mass Profiler Professional icon @ located on the desktop,
or click Start > All Programs > Agilent > MassHunter Workstation > Mass
Profiler Professional > Mass Profiler Professional

60



Import and organize data

Set up a project and an

experiment

1. Create a new project in the
Startup dialog box.

2. Enter descriptive
information in the Create
New Project dialog box.

3. Select your experiment
origin in the Experiment
Selection Dialog dialog
box.

Set up a project and an experiment

A project is a container for a collection of experiments. A project can have multiple
experiments on different sample types and organisms. You are guided through four
steps to create a new project and experiment to receive your imported data:
+ Startup: Select creation of a new project.
» Create New Project: Type descriptive information about the project.
+ Experiment Selection Dialog: Select create a new experiment as part of the
project.
* New Experiment: Type and select custom information to store with the exper-
iment.

a Click Create new project.

Bstartup x|
Welcome to MassProfiler Pro
Select what you would like to do From the options below, then dick on Ok
b continue.
Optians
% Lreate new projert
" Open existing project
" Open recent project
Select recent project [Test Workfow! =l
[~ Do not show this dislog again
Help G

Figure 35 Welcome to Mass Profiler Professional startup dialog box

a Type a descriptive Name for the project.

b Type descriptive Notes for the project.

c Click OK.
[E\create New Project x|
Mew Project Details

Hame [Two-arisble Experimert:

Notes [ Two independent variables - Infection
(Control & Infected) and Extraction (No
treatment 000 & Treatment 250)

Help Cancel

Figure 36 Create New Project dialog box

Specify whether the wizard guides you through creating a new experiment or
whether the wizard opens an existing experiment.

a Click Create new experiment.

b Click OK. If you clicked the Open existing experiment button, you are prompted
for the experiment to add to the analysis.
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4. Type and select information
that guides the experiment
creation in the New
Experiment dialog box.

Set up a project and an experiment

B\experiment Selection Dialog x|

An experiment is an organized collection of LC/MS or GC/MS sample data from a
given data source. IF you have an experiment you wish to use from a previous
project, please chaose "Open existing experiment. " You may also create a new
experiment with new data or previously imported data

Choose Experiment

 Lreste new oxperiment

" Open existing sxperiment

Help Cancel

Figure 37 Experiment Selection Dialog dialog box

Available entry options for the New Experiment dialog box depend on your experi-
ment type and data sources as outlined in Table 1and Table 2 on page 63.

a Type a descriptive name for the experiment in Experiment name. This entry may
be different from the project name previously entered.

b Select Mass Profiler Professional for the Analysis type to enable metabolomics
and proteomics analyses. Only your licensed analysis types are available.

¢ Select Unidentified for the Experiment type. Unidentified is the proper selection
when the compound features have only been identified by their neutral mass and
retention time using molecular feature extraction. The experiment type selection
determines how Mass Profiler Professional manages the data. Use Combined
(Identified + Unidentified) when you are unsure if the data is identified in full or in
part or when MassHunter Qualitative Analysis has been used previously to iden-
tify some of the compound features.

d Select Analysis: Significance Testing and Fold Change for the Workflow type.

When you select Analysis: Significance Testing and Fold Change the workflow
still takes you through the MS Experiment Creation Wizard first.

Regardless of your personal expertise, the Analysis: Significance Testing and Fold
Change workflow provides you with quality control to your analysis that improves
your results. You may customize the entire analysis at the conclusion of the Anal-
ysis: Significance Testing and Fold Change workflow.

e Type descriptive notes for the experiment in the Experiment notes.
f Click OK.

=

Experiment description

Enter 2 name, analysis type, experiment type and a desired warkflow type. "Analysis” will guide you through &
statistical sigrificance test and fald change analysis. "Daka Import” wil quide you through experiment creation
only. "Class Prediction” wil guide you through the creation and testing of a prediction mode, using imported
training data.

Experiment name [Differentistion by Infection and Treatment

Analysis type  [Mass Profiler Professional

I~
Experiment type [Unidentfied k2|
|

wiorkflow type  [Analysis: Signficance Testing and Fold Change

Experiment notes | Twa independent varisbles - Infection status and treatmert for
sample extraction.|

Help femne]

Figure 38 Experiment description in the New Experiment dialog box
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Table 1

Set up a project and an experiment

Table of selections and entries for the New Experiment dialog box

Your Choices

Comments

Dialog Box Field
Experiment name

<none>

Edit field to describe this experiment

Analysis type

Mass Profiler Professional

<other choices depending on Order IDs>

“Mass Profiler Professional” must be selected

JExperiment type

Combined (Identified and Unidentified)

Identified
Unidentified

<see next table>

Workflow type

Analysis: Significance Testing and Fold Change
Class Prediction: Build and Test Model

Data Import Wizard

|Experiment notes

Edit field to enter other experimental notes

Table 2 Table of data sources and file extensions based on Experiment Type
|Experiment Type |Data Source File Types |Comments
Identified MH Quant Compounds identified by MassHunter Quantitative Analysis
Chemstation * FIN Compounds identified by Chemstation Quantification or Screener
processes
MH Qual " CEF Find by Formula
MH Qual (GC Scan) _|".CEF Identify by Unit Mass Library
ICP-MS *.CSV Identified by ICP-MS software
AMDIS “FIN Compound identified by an AMDIS target library
Generic *XLS Entries identified by Compound (column C), Formula (column D),
* XLSX CASID (column E)
*.CsV
" TIXT
JUnidentified MH Qual *.CEF Find By Molecular Feature Extractor (MFE)
MH Qual (GC Scan) *.CEF Find by ChromaloqraJ)hic Deconvolution
ICP-MS *.CSV Identified by ICP-MS software
AMDIS * ELU Components identified by AMDIS that are not identified by an
AMDIS target library
Generic *XLS Entries NOT identified by Compound (column C), Formula
* XLSX (column D), CASID (column E)
*.CsV
" TXT
Combined MH Qual *.CEF Find By Molecular Feature Extractor (MFE) and
Find By Formula
MH Qual (GC Scan) " CEF Find by Chromatographic Deconvolution and Library Search
ICP-MS “.CSV Identified by ICP-MS software
AMDIS *FIN Targets and components discovered by AMDIS
“ELU
Generic *XLS Combination of entries identified by and not identified by
* XLSX Compound (column C), Formula (column D), CASID (column E)
*.CsV
~IXT
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Overview of the MS
Experiment Creation
wizard

Overview of the MS Experiment Creation wizard

Importing and organizing your data consists of sequential steps that defines the
experiment containing your samples (data files), interpretations, and associated
entity lists. More than one experiment may be created within a project. Up to eleven
steps are involved in the MS Experiment Creation Wizard. The steps you use with
your experiment depend on your description and data source.

Importing your data and creating your experiment from the features found using
MassHunter Qualitative Analysis involves only the steps presented below:

Step 1. Select Data Source: Select the data source that generated the molecular
features you are using for your experiment.

Step 2. Select Data to Import: Select the molecular feature sample files.

Step 5. Sample Reordering: Organize your samples by selecting and deselecting
individual samples and reordering the selection to group the samples based on the
independent variables.

Step 6. Experiment Grouping: Define the sample grouping with respect to your inde-
pendent variables, including the replicate structure of your experiment.

Step 7. Filtering: Filter the molecular features by abundance, mass range, number of
ions per feature, and charge state.

Step 8. Alignment: Align the features across the samples based on tolerances
established by retention time and mass. This step is omitted when the experiment
type is “identified” because identified compounds are treated as aligned by identifi-
cation.

Step 9. Sample Summary: Display a mass versus retention time plot, spreadsheet,
and compound frequency for the distribution of aligned and unaligned entities in the
samples. Compound Frequency charts provide a quick view into the effectiveness of
the alignment of unidentified experiment types. The back and next buttons in the
wizard let you easily review the effects of different alignment and filter options.

Step 10. Normalization Criteria: Scale the signal intensity of sample features to a
value calculated by the specified algorithm or an external scalar.

Step 11. Baselining Options: Compare the signal intensity of each sample to a rep-
resentative value calculated across all of the samples or the control samples.
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Import and organize data

Import data files into the
experiment

1. Select the data source in
the MS Experiment Cre-
ation Wizard (Step 1 of
11).

2. Select the sample data to
import in the MS
Experiment Creation
Wizard (Step 2 of 11).

Import data files into the experiment

Your data files are imported in to Mass Profiler Professional during Step 1 and Step 2
of the MS Experiment Creation Wizard.

a Click MassHunter Qual.

b Select the Organism represented by your samples. Selection of an organism is
important if you plan to use pathways.

¢ Click Next.

Choose the data sources that will be used For the experiment

B Experiment Creation Wizard (Step 1 of 11) x|

Select Data Source

£ AMDIS

£ Generic

£ MassHunter Qual
€ MassHunter ICP-M5

Organism

[Bos taurus -
Help

Hone =

Irone:

3

s musculus
IRattus norveaicus
lanapheles gambize
lArabidopsis thaliana
[Bacilus subtils

== Bach | Mext =2 | Fifiisty | Cancel |

Figure 39 Select Data Source page in the MS Experiment Creation Wizard

a Click Select Data Files.

o

Select the data file or data files to open.

Note: Orderly naming of the data files with respect to the parameters related to
the independent variables helps you make sure that all of the data is selected.

¢ Click Open.
d Click Next.

[EMS Experiment Creation Wizard {Step 2 of 11}

Select Data to Import
Daka may be imported from Files or previous experiments

Type |

Selected files

and samples

Bloeen x

Lookin: | ) CEF Fies

H 2oEE

File name: | 250.cef "4-3_Infected_250.ceF" "4-4_Infected_250,cef" Open

Files of type: IMassHunterQua\ - Unidentified {*.CEF) | Cancel
Select DakaFles | | select Samples | Remcve |
Help << Back | Mext => | Firishi | Cancel |

Figure 40  Selection of several CEF files from MassHunter Qualitative Analysis
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Import and organize data Import data files into the experiment

[BAMS Experiment Creation Wizard (Step 2 of 11} x|
Select Data to Import

Data may be imported from Fies or previous experiments

ﬁ

1-1_Contral_000.cef
1-2_Corkyal_D00.cef
1-3_Contral_D00. cef
1-4_Coriral_D00.cef
2-1_Infected_000.cef
2-2_Infected_000.csf
2-3_Infected_000.cef
2-4_Infected_000.cef
31 _Carkral_250.cef
3-2_Cantral_250.cef
3-3_Control_250.cef
3-4_Carkral_250.cef
4-1_Infected_250.cef
4-2_Infected_250.cef
4-3_Infected_250.cef

(I 0 | (| V(O | (O (| O | | (O | | (O G

4-4_Infected_250.cef

Figure 41  Selected sample files ready for the next step
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Import and organize data

Order and group the
data files

1. Review and order the
selected files that are
imported in the MS Experi-
ment Creation Wizard
(Step 5 of 11).

2. Group samples based on
the independent variables
and replicate structure of
your experiment in the MS
Experiment Creation
Wizard (Step 6 of 11).

Order and group the data files

Your data files are ordered in Step 5 and your experimental grouping is entered in
Step 6 of the MS Experiment Creation Wizard.

This step presents the only opportunity you have to reorder your samples. After
completing the MS Experiment Creation Wizard you create a new project and repeat
this process to reorder your samples.

a Click one or more samples that you want to reorder. Selected sample rows are
highlighted.

b Click the Up g or Down Ql buttons to reorder the selected sample or samples.

¢ Click the Restore El button at any time to return the sample order to your start-
ing point when this step was begun.

d Repeat the reordering steps as often as necessary to obtain your order.

e Mark the Select check box in the same row as the Sample Name for the samples
to import for your analysis, or click Select All.

f Click Next.

B Experiment Creation Wizard (Step 5 of 11) x|

Sample Reordering
To re-order the samples, select the samples and Use the appropriste buttons on the right ko mowe samples up or down, This sample
arder will be used throught out the experiment:.
Deselect the samples that need not be imparted

w
a’
3

Sample Mame

1-1_Control_000
1-z_Control_000

Ry

2-1_Infected_000
2-2_Infected_000
2-3_Infected_000
2-4_Infected_000
31_Contral_250
32_Contral_250
3-3_Contral_250
54 _Contral_250
4-1_Infected_250
4-2_Infected_250
43 _Infected_250
44 _Infected_250

[e]lz]e

=1/ =1|<1| <[ <1 <1 <1 =1 < < < <

Select Al | Unselect Al
| belp ccback | Medsr | A | conel |

Figure 42  Selection and reordering of the sample files

Your sample grouping is determined by your experiment definition. Review the sec-
tion “Define the experiment” on page 22 for an overview of a metabolomics experi-
ment to help you enter your sample grouping. An independent variable is referred to
as a parameter name. The attribute values within an independent variable are
referred to as parameter values. Samples with the same parameter values within a
parameter name are treated as replicates. In order to proceed, at least one parame-
ter with two values must be assigned.

Only the first two parameter names (independent variables) are presented in the
summary at the conclusion of the MS Experiment Creation Wizard. All parameters
and values entered at this time can be edited during the Analysis: Significance Test-
ing and Fold Change workflow and at the conclusion of the workflow by using oper-
ations available in the Workflow Browser.
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Import and organize data

Assign parameter values for
the first, or only, independent
variable

Order and group the data files

[BAMS Experiment Creation Wizard (Step 6 of 11} |

Experiment Grouping

Experiment parameters define the grouping or replicate structure of your experiment, Enter experiment parameters by clicking on the
"ddd Parameter” button. You may enter 3s many parameters as you like, but only the first two parameters will be used For analysis in
the guided workflow. Gther parameters can be used in the advanced analysis. You can also edit and re-order parameters and parameter
values here.

Displaying 16 sample(s) with 0 expariment parameter(s). To change, us the buttan contrals below.

-/ 5 25 | 6N EE BE

Samples

Control_000
Control 000
Control 000
Control_000
Infected_000
Infected_000
Infected_00Q
Infected_000
Control 250
Control 250
Control 250
Control 250
Infected 250
Infected_250
Infected_250
Infected_250

1-1
1-2
1-3
1-4
2-1
22
23
z-4.
-1
3-2
33
34
41
42
43
4-4.

Add Parameter.., Edit Parameter,.. Delete Parameter. |

I Help <<Ba(k| Mext =2 | Firiist | Cancel

Figure 43  Experimental Grouping dialog box

Note: When entering Parameter Names and parameter Assign Values, it is very
important that the entries use identical letters, numbers, punctuation, and case in
order for the Experiment Grouping to function properly. Click Back or Experiment
Setup > Experiment Grouping to return to Experiment Grouping if an error is identi-
fied later in the Significance Testing and Fold Change workflow or when performing
operations available in the Workflow Browser, respectively.

To apply previously saved experiment parameters and parameter values saved in a
tab separated value (.tsv) file, click the Load experiment parameters button, or the
Import parameters from samples button, and skip most of the following steps.

a Click Add Parameter. The Grouping of Samples dialog box is opened.

[EAMS Experiment Creation Wizard (St |
R g e e et e B K& Add/Edit Experiment Parameter x|

Experiment parameters de | Grouping of Samples eters by clicking on the
"add Parameter” button. ¥ Samies with th vl — . be used for analysis in

the quided workflow. Othe ampios I e sams parameter vales are trealsd a= fepicsts parameters and parameter
values here.

samples. To assign replcate samples their parameter values, select
the samples and click on the "#ssign Yalues” buttan, and enter the
walus For the group. Set the parameter bype ko numeric' to interprat

Displayin the parameter values as numbers, below,
% 5= 39 6N BE B Patameter name  [New Parameter
Parameter type [on-fumeric 53|
1_Control_000 =
Control_000 il umeric

1-1_Control_0o0
1-2_Control_000
1-3_Control_000
1-4_Control_000
2-1_Infected_000
2-2_Infected_000
23 _Infected_000
2-4_Infected_000
3-1_Control_250
3-2_Control_250
o Lonfected 250 [a-conal_zsn | |
ST e oe |34 Control_250

4-1_Infected_250

42 Infected 250 =

Assignialus., Clear:
| Help Cancel

Help e | et | cancel

Figure 44  Grouping of Samples dialog box

Infected_000
Infected_000
Infected_000
Cantrol 250
Contral_250
Contral 250

b Type a brief, descriptive name for the first independent variable into the Parame-
ter name. Type Infection for the two-variable experiment example.
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Assign additional parameter
values for the first, or only,
independent variable

Assign parameter values for
the second independent vari-
able

Order and group the data files

¢ Select Non-Numeric for the Parameter type for your grouping when the grouping
is not a quantitative value.

=
Experiment Grouping [ OJEENETEE |
Experiment parameters de | Grouping of Samples ekers by clicking on the
“Add Parameter” button, ¥ be used For analysis in
the guided workflow, Othe srameters and parameter
walues here.,

Samples with the same parameter values are treated as replicate
samples. Ta assign replicate samples their parameter values, select
the samples and click on the "Assign Yalues” button, and enter the
value for the group, Set the parameter bype to 'umeric' to interpret:
Displayin the parameter values as numbers, below,

e

Parameter name [Irfection

Parameter type [ Non-Numeric

-1_Control 000
-2_Control 000

samples Parameter Values

Enter a value for the selected samples
[contrel

-2_Control 250 = = Cancel

-3_Control 250
-4_Cantrol 250

Assign Yalue... Clear
| Concl
I

| Foen | | caneat |

Figure 45 Non-Numeric Parameter Type during Experiment Grouping

d Click the sample rows, while pressing the Shift or Ctrl key as necessary, to select
the samples that are part of the first attribute of the typed parameter name.

e Click Assign Value after the rows have been selected.
f Type Control in the Assign Value dialog box.
g Click OK.

a Click the sample rows, while pressing the Shift or Ctrl key as necessary, to select
the samples that are part of the next attribute value within the parameter name.

b Click Assign Value after the rows have been selected.
¢ Type Infected in the Assign Value dialog box.
d Click OK.

e Repeat the row selection and Assign Value process as necessary to complete the
assignment of the samples to each of the attribute values for the independent
variable.

f Click OK when all of the attribute values (Assign Value) are assigned to the cur-
rent independent variable (Parameter Name).

a Click Add Parameter to begin parameter assignment for the next independent
variable. Otherwise skip to “Assign parameter values for the remaining indepen-
dent variables” on page 70.

b Type a brief, descriptive name for the second independent variable into the
Parameter Name. Type Treatment for the two-variable experiment example.

¢ Select Numeric for the Parameter type for your grouping when the values are
quantitative or reflect a degree of proportionality among the samples with respect
to the independent variable.
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Assign additional parameter
values for the second indepen-

dent variable

Assign parameter values for
the remaining independent

variables

[BArs Experiment Creation x|

Order and group the data files

Experiment Grouping | QIR x

Experiment parameters de | Edit Parameter Yalues eters by dicking on the

"add Parameter” button, ¥ ) be used for analysisin
To edit sample groups, select the samples that belong together and eremeters andl prametar

cick on the "Assiqn Walues” button. Enter the value that oraups the
selected samples together, Ta clear 2 grauping select the samples
vau wank ko remave Fram the group and click the "Clear” buttan, Set

the quided workflow. Othe
values here.

Displayin the parameter bype ko umeric’ to interpret the parameter values as below.

358 22 Bw EE E

numbers.

Parameter name  [Treatment

Samples

Parameter bype  [Numeric

Samples Farameter Yaluss

1
1
1
1

|
Assign Yalua x|

Contrel 250 Enter & value for the selected samples

_Control_250 [o

3-3_Contral_250
3-4_Control_250 Cancel

4-1_Infected_250
Assign Yalue,.. Clear

|t Coce
Help e | Fren | cancel |

Figure 46 Numeric Parameter Type during Experiment Grouping

d Click the sample rows, while pressing the Shift or Ctrl key as necessary, to select

the samples that are part of the first attribute of the typed parameter name.

e Click Assign Value after the rows have been selected.
f Type 0 in the Assign Value dialog box.
g Click OK.

a Click the sample rows, while pressing the Shift or Ctrl key as necessary, to select

the samples that are part of the next attribute value within the parameter name.

b Click Assign Value after the rows have been selected.
¢ Type 250 in the Assign Value dialog box.
d Click OK.

e Repeat the row selection and Assign Value process as necessary to complete the

assignment of the samples to each of the attribute values for the independent
variable.

f Click OK when all of the attribute values (Assign Value) are assigned to the cur-

rent independent variable (Parameter Name).

a Repeat “Assign parameter values for the second independent variable” through
“Assign additional parameter values for the second independent variable” as
often as necessary to assign all of the independent variable parameter names and
to assign their concomitant attribute values.

o

To save your experiment parameters and parameter values to a .tsv file, click the
Save experiment parameters button.

¢ Click Next.
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Import and organize data Order and group the data files

MS Experiment Creation rd (Step 6 of 11)

Experiment Grouping
Experiment parameters define the grouping or replicate struckure of your experiment, Enter experiment parameters by clicking on the
“add Parameter” button, ¥ou may enter as many parameters as you ke, but only the first two parameters wil be used For analysis in

the quided workflow. Other parameters can be used in the advanced analysis. ou can also edit and re-order parameters and parameter
values here.

_Control_000 Cantral

-1.C o
-2_Cantrol 000 Contral 0
-3_Cantrol 000 Contral 0
4_Control_000 Conrol 0
-1.Infected_000 Infected o
-2_Infected_000 Infected (&)
-3_Infected_000 Infected (&)
-4_Infected_000 Infected o
-1_Cantrol 250 Contral 250
I Control 250 Contral 250
ontrol_250 Conrol 250
-4_Control_250 Contral 250
4-1_Infected_250 Infected 250
4-2_Infected_250 Infected 250
4-3_Infected_250 Infected 250
4-4_Infected_250 Infected 250

Figure 47  Assigned parameter values in the Experiment Grouping

n



Import and organize data

Filter, align, and
normalize the sample
data

1. Select and enter the data
filter parameters in the MS
Experiment Creation Wiz-
ard (Step 7 of 11).

Filter, align, and normalize the sample data

You filter, align, and normalize your sample data in Step 7 through 11 of the MS
Experiment Creation Wizard. At each step of the process you can view your progress
and return to prior steps to adjust your results.

Filtering during the data import process may be used to reject low-intensity data or
restrict the range of data. After data is imported, several filtering options may be
applied: Abundance, Retention Time, Mass, Flags, Number of ions, Mass and Mini-
mum Quality Score.

Note: Filtering works with both GC/MS and LC/MS data. The term abundance actu-
ally refers to volume as stored in an MFE generated CEF file. The term abundance
actually refers to area as stored in a FbF generated CEF file. The parameters may be
cleared to preserve prior filtering that was used to generate the CEF file.

a Mark the Minimum absolute abundance check box and type a value of 5000
counts.

b Clear the Limit to the largest check box. It is not recommended to set an arbitrary
limit with metabolomics. Limiting the number of compounds in metabolomics is
based on statistics and occurs later in the workflow during your analysis.

¢ Clear the Minimum relative abundance check box under the Abundance filtering
group box.

d Mark the Use all available data check box.

e Clear the Use all available data check box and type 50. 01 for the Min Mass
and 1000 for the Max Mass. Filtering by maximum mass improves the statistical
analysis by rejecting masses that are not significant to the experiment.

f Click Minimum number of ions and type 2. The mass filter does not need to
include reference ions.

g Click Multiple charge states forbidden. Metabolomics involves singly charged
ions.

h Click Next.

S Experiment Creation Wizard (Step 7 of 11} x|

Filtering
Filtering during the data import process may be Used to reject low inkensity data or restrict the range of data, After data is imported,
there are several filtering options that may be applied: Fileer by Frequency, Abundance, Variability, Flags and Annatation. For AMDIS
experiments Mumber of ions' Filter is Mumber of Model ions',

Abundance fikering =

¥ Minimum absolute abundance 5000 counts
I~ Limit to the largest compounds
I~ Mirimum relative sbundance %

Retention time fitering Mass filtering

[¥ Use all available data I~ Use all available data

L MnMessiEo oy [oon
maxpr(eagy fEAe MaxMass (2828.2) [tooo
fumber of ions Charge states !
& Minimum number o ions l—z Al charge states permitted

" Multiple charge states required

£ Single ion compounds anly IS e et Farblcen

L]
Help < Back | ext = | Einiish | Cancel |

Figure 48 Recommended filtering parameters
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2. Select and enter the
retention time and mass
alignment parameters in
the MS Experiment
Creation Wizard (Step 8 of
11).

3. View and review the
compounds present and
absent in each sample in
the MS Experiment
Creation Wizard (Step 9 of
11).

Filter, align, and normalize the sample data

Unidentified compounds from different samples are aligned or grouped together if
their retention times are within the specified tolerance window and the mass spec-
tral similarity as determined by a simple dot product calculation is above the speci-
fied level.

Note: The alignment methodologies for the data types are explained in Section 3.1.7
in the Mass Profiler Professional User Manual. Retention alignment rewrites the
retention times in the data file so that your input or algorithmically selected features
are used to correct the retention times.

a Clear the Perform RT correction check box. A larger retention time shift may be
used to compensate for less than ideal chromatography.

If retention time correction is used, it is recommended to perform retention time
correction with standards, such as 9 anthracine carboxolic acid, provided that at
least two widely spaced standards exist, and those standards must be present in
every sample. With standards the correction is based on a piecewise linear fit.

b Type 0.1 % and 0.15 min for RT Window under Compound alignment. Smaller
values result in reduced compound grouping among the samples leading to a
larger list of unique compounds in the experiment.

¢ Type 5.0 ppmand 2.0 mDa for Mass Window. It is not recommended to set the
mass window less than 2.0 mDa for higher masses.

d Click Next.
A5 Experiment Creation Wizard (Step 8 of 11} x|
Alignment Parameters
Unidentified compounds from different samples are aligned or grouped bogether iF their retention times are within the specified tolerance
window and the mass spectral similarity as determined by a simple dot product calculation above the specified level,
Retention time Correction
[~ Perform RT correction
aimum Alloved AT Shift = 0.5 o £ jo.5 i
s Window = 15.0 A+ 2.0 i
RT Correction Method
£ Without Standards
£ ith Standards
o, of Intermal Standards [ 229
RT{minutes) mass{Da)
i,
2,
Compound alignment
RT Window = 0.1 %+ 0.15 min
Mass Window = F.o ppm + 2.0 mDa
| Help < Back | ext = | Einiish | Cancel

Figure 49 Recommended alignment parameters

This step lets you review a summary of the compounds present and absent in each
of the samples based on the experiment parameters including the application of the
filter and alignment parameters.

Note: It is useful to click Back to make changes in the Filtering (Step 7 of 11) page
and the Alignment Parameters (Step 8 of 11) page parameters and then return to
this Sample Summary (Step 9 of 11) page several times to develop a feel for how
each of the parameters affects the compound summary.
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You can independently assess the effects of retention time alignment versus com-
pound alignment. For example, with the RT Window to 0 .15 minutes in the Align-
ment Parameters (Step 8 of 11) page, the Total number of Aligned Compounds is
4414. If you decrease the RT Window to 0 . 05 minutes, the Total number of Aligned
Compounds increases to 4524. If you increase the RT Window to 0. 30 minutes the
Total number of Aligned Compounds decreases to 4361.

a Clear the Export for Recursion check box. It is not recommended to export the
compounds for recursion at this step in the metabolomics workflow. Better
results are obtained after the data has been filtered for significance in the follow-
ing steps.

b Click Next.

S Experiment Creation Wizard (Step 9 of 11} x|

Sample Summary
Hovering the mause over a compound in the graph wil reveal the complete identity of the compound. & right-click mouse action on the
araph or the spreadsheet wil offer additional display and export options,

I~ Export For Recursion
Tokal number of Aligned Compounds = 4414
Mass Vs RT Compaund Frequency
Total Samples: 16

No. of Comp
a
8

7 18 15 14 13 12 11 w8 s 7 5 s a a 2 1
Frequency
Frequency | Number 0-1% 1-3% 3-10% 10-30% 30-100% Total Cumulati...
3 27| 274 E 12 2 1 5232 5232 =
5 48| 34/ & 3 2 1 2220 7452
4 20| 13 5 Q) 2 4] 1680 9132
3 14 06! & 1 0 1 1482 10614
1z 113 116 1 2 0 4] 1428 12042
11 112 108 4 0 8] 0 1232 13274 T
10, 99| 95 2 1 1 4] 930 14264
] 118 113 3 1 0 1 1062 15328
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Help << Back | Mext =2 | Fifiisty | Cancel |

Figure 50  Compound frequency view in the sample summary page

[BAMS Experiment Creation Wizard (Step 9 of 11} |

Sample Summary
Hovering the mause over a compound in the graph will reveal the complete identity of the compound. A right-click mouse action an the:
araph or the spreadsheet will offer additional display and export aptions,

I Export For Recursion
Tokal rumber of Aligned Compounds = 4414
Mass ¥s RT | Compound Frequency |

Mass

RT (minutes)

Sample Name Compounds Present Compounds Absent Legend - Mass vs RT
2-2_Control_250 1285 2125|2|| color by Frequency
2-2 _Infected_000 1371 3042
4-1_Infected_250 074 2340 s
11-3_Control_000 292 2z || 28 12145
2-1_Control_250 245 (3]
[2-3_Infected_000 339 75
Z-3_Control_250 1458 2858
4-2_Infected_250 1663 2751
1-1_Control_000 1393 3021
[4-3_Infected 250 1660 2754;‘.

Help < Back | ext = | Einiish | Cancel |

Figure 51 Mass versus retention time view in the sample summary page

Replicates should have similar numbers of compounds present and absent. You can
see this easily if the files have a systematic naming system that lets replicates be
sorted together.
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4. Select whether to
normalize the data in the
MS Experiment Creation
Wizard (Step 10 of 11).

Filter, align, and normalize the sample data

Note: To export any part of the sample summary (Mass vs. RT, Spreadsheet, and
Legend), right-click on that part of the summary, and click Export As and click the
image type (see Figure 52). The option Image lets you enter the image file location,
file name, image size and resolution to meet your organization and publication
requirements.

s Experiment Creation Wizard (Step 9 of 11) x|
Sample Summary
Hovering the mouse over a compound in the graph will reveal the complete identity of the compound. A right-click mouse action on the
graph or the spreadsheet wil offer additional display and export options.
I™ Export For Recursion
Tekal rurber of Aligned Compounds = 4414
Mass ¥s RT | compound Frequency |
" E Selection Made
& E Zoom Made
= E
1 Invert Selection
2 Clear Selection 10 12 14
Limit To Selection
Reset Zoom
Capy Yiew CrkC
Sample Name Comp 2 nt Legend - Mass vs RT
2-2_Cortrol_250 Export Column to Datasst 129 | Coler by Frequency
2-2_Infected 000 Print coer (0431 || IR
4-1_Infected, 250 340 .—v—-
1-3_Control_000 “ave s 122] || 25 12145
|2-1_Control_250 Publish crltv 168
2-3_Infected_000 [ Export 4 »
=2 port As Image
3-3_Control_250 | 7
4-2_Infected 250 Trells M ort a5 image |
1-1_Control_000 Catiew Text
[4-3_Infected 250
Color By Venn
Help e comr feBack | metss | Freh || cance |

Figure 52  Export an image of the sample summary for publication

Normalizing the data reduces the variability caused by sample preparation and
instrument response. From the list of compounds present in all of the samples you
may pick one as an internal standard. No internal or external standard is selected at
this time.

Note: Creatinine is a good choice for an internal standard for urine samples.
a Select None for the Normalization Algorithm in the Normalization tab.
b Clear the Use External Scalar check box on the External Scalar tab.

¢ Click Next.

M Experiment Creation Wizard (Step 10 of 11) =

Normalization Criteria

The compounds sssaciated with each sampls may be normalized to an internal standard, percertils shift, quantile andfor an external
scalar.

Mormalization | External Scalar |

Hormalization Algorichm  [Fone ~]
Internal Standard
Percentile Shift
Quantile

| Help << Back | Mext =2 | Firiist | Cancel |

Figure 53 Normalization tab
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5. Select whether to compare
features in each sample to
the response of the
features across multiple
samples in the MS
Experiment Creation
Wizard (Step 11 of 11).
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MS Experiment Creation Wizard (Step 10 of 11} x|
Normalization Criteria
The compounds assaciated with each sample may be normalized to an internal standard, percentile shift, quantile andfor an external
scalar.
Mormalization External Scalar
I Lise Extermal Sealar
Samples Scale To Value
~1_Contral_000 0
~2_Control_000 0
~3_Control_000 0
—4_Control_000 [
2-1_Infected_000 1.0
2-2_Infected_000 1.0
2-3 _Infected_000 19
2-4_Infected 000 10
Help < Back ext = | Einiish | Cancel

Figure 54  External Scalar tab

Baselining is a technique used to view and compare data. It involves converting the
original data values to values that are expressed as changes in the data values rela-
tive to a calculated statistical value derived from the data. The calculated statistical
value is referred to as the baseline.

There are four baselining options:
1. None: Recommended if only a few features in the samples exist.

2. Z-Transform: Recommended if the data sets are very dense, data where very
few instances of compounds are absent from any sample, such as a quantitation
data set from recursion.

3. Baseline to _____ of all samples: The abundance for each compound is normal-
ized to its selected statistical abundance (median or mean) across all of the sam-
ples. This has the effect of reducing the weight of very large and very small
compound features on later statistical analyses.

4. Baseline to of control samples: The abundance for each compound is
normalized to its selected statistical abundance (median or mean) across just the
samples selected as the control samples. This has the effect of weighting the
compound features to a known value that is considered to be normal in the popu-
lation while reducing the effect of large and small compound features.

a Click Baseline to of all samples.
b Select median for the Baseline to of all samples.

¢ Click Finish.
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[BAMS Experiment Creation Wizard (Step 11 of 11) |

Baselining Options

There are four baseline options.
None - This option wil treat compounds with large intensities as more significant than compounds with lesser intensities,
Z Transform - This option should be used when comparing data from different sources.

Bassine each entity to median/mean across samples or contral samples - Thess aptions wil treat all compounds equaly regardiess of
their intensity.

| Optiar

7 Hone

" 2-Transform
(% Baselne to =] of all sarnples
¢ Baselneto [median ~| of control samples

Index Samples Control Samples
1-1_Control_00Q -
1-2_Control_000
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=-1.
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Figure 55 Selecting baselining options

Note: The Significance Testing and Fold Change Wizard immediately starts after the
Import Data Wizard if you selected Analysis: Significance Testing and Fold Change
for the Workflow type in the New Experiment dialog box.

Next step... You have now completed the third step of the metabolomics workflow. In the next
workflow step you create an initial differential expression from your data using
Mass Profiler Professional.
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The “Significance Testing and Fold Change Wizard” guides you through
the steps necessary to enter parameters and values that improve the
quality of your results and produce an initial differential expression for
your analysis.

Create an initial
analysis

Do Significance
Testing and
Fold Change

Save the
project




Create an initial analysis

Overview of
Significance Testing and
Fold Change

Feature selection for recursion

Overview of Significance Testing and Fold Change

The Significance Testing and Fold Change workflow helps you create an initial differ-
ential expression from your data and identify the most significant features from
among all of the features previously found using molecular feature extraction. The
steps necessary to create your initial differential expression are predetermined and
based on the experiment type, experiment grouping, and conditions you entered
when creating your project and setting up your experiment.

The workflow displays the sequence of steps on the left-hand side navigator with
the current step highlighted (see Figure 56 on page 82). Some steps may be auto-
matically skipped for your experiment. All of the parameters can be edited at the
conclusion of the Significance Testing and Fold Change workflow by using the oper-
ations available in the Workflow Browser (see Figure 67 on page 92).

The main objective of this initial differential analysis is to export the significant fea-
tures identified in your data so that they can be used by MassHunter Qualitative
Analysis as targeted features to improve your feature finding. It is recommended to
process the molecular features in Mass Profiler Professional through at least “Enter
the parameters for Filter Flags in the Analysis: Significance Testing and Fold Change
(Step 3 of 8) workflow.” on page 84. The Filter Flags step is used to require that a
feature must be present in at least two samples, which removes “one-hit wonder”
features and lets recursive finding in MassHunter Qualitative Analysis run effi-
ciently. A “one-hit wonder” is an entity that appears in only one sample, is absent
from the replicate samples, and does not provide any utility for statistical analysis.

Note: Importing several thousand features back into MassHunter Qualitative Analy-
sis for targeted finding may cause MassHunter Qualitative Analysis to run out of
memory. You use DA Reprocessor to process your complete data set.

Step 1. Summary Report: Displays a summary view of your experiment based on the
parameters you provided in the Import Data wizard. A profile plot with the samples
on the x-axis and the log normalized abundance values on the y-axis is displayed. If
the number of samples is more than 30, the data is represented by a spreadsheet
view instead of a profile plot.

Step 2. Experiment Grouping: Independent variables and the attribute values of the
independent variables must be specified to define grouping of the samples. An inde-
pendent variable is referred to as a parameter name. The attribute values within an
independent variable are referred to as parameter values. Samples with the same
parameter values within a parameter name are treated as replicates.

Step 3. Filter Flags: The compounds created during the experiment creation are now
referred to as entities. The entities are filtered (removed) from further analysis based
on their presence across samples and parameter values (now referred to as a condi-
tion).

Step 4. Filter by Frequency: Entities are further filtered based on their frequency of
presence in specified samples and conditions. This filter removes irreproducible
entities.

Step 5. Quality Control on Samples: The samples are presented by grouping and the

current Principal Component Analysis (PCA). PCA calculates all the possible princi-
pal components and visually represents them in a 3D scatter plot. The scores shown
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by the axes scales are used to check data quality. The scatter plot shows one point
per sample colored-coded by the experiment grouping. Replicates within a group
should cluster together and be separated from samples in other groups

Step 6. Significance Analysis: The entities are filtered based on their p-values cal-
culated from a statistical analysis. The statistical analysis performed depends on the
samples and experiment grouping.

Step 7. Fold Change: Compounds are further filtered based on their abundance
ratios or differences between a treatment and a control that are greater than a spec-
ified cut-off or threshold value.

Step 8. ID Browser ldentification: The final entity list is directly imported into 1D
Browser for identification and returned to Mass Profiler Professional.

The Significance Testing and Fold Change workflow lets you to proceed through
each step using the Next button. A summary of your analysis is presented in each
subsequent step. After review of your analysis progress you may return to any previ-
ous step and make changes by using the Back button. To become more familiar with
the analysis parameters and how the parameters affect your data it is recommended
that you frequently use the Back and Next buttons.

To exit the wizard and skip the later steps in the wizard, click Finish at any step.

When you click Finish, the entity list is saved and you may commence analysis
using the advanced operations available in the Workflow Browser.
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Do Significance Testing
and Fold Change

1. Review the summary report
in the Analysis: Signifi-
cance Testing and Fold
Change (Step 1 of 8) work-
flow.

Summary Report

B workflow Type - Analysis: Significance Testing and Fold Change (Step 1 of 8) x|

The distribution of normalized intensity values across all samples is displayed in the Profils Plat.

Do Significance Testing and Fold Change

Note: The Significance Testing and Fold Change workflow does not start if Data
Import Wizard was selected as the Workflow type in the New Experiment dialog
box (Figure 38 on page 62).

Since this step in the metabolomics workflow is to identify the most significant fea-
tures, Steps 7 and 8 are skipped during the creation of an entity list for recursion.

a To review your data, change the plot view, export selected data, or export the plot
to a file, click and right-click features available on the plot.

It is recommended that you try the review options presented to become familiar
with the tools available to you.

Z. Experiment Grouping

MassHunterGual LCMS_UNIDENTIFIED_COMPOUNDS experiment, No. of sample(s): 16

3. Filter Flags

4. Filter By Frequency
5. QC on samples

6. Significance Analysis
7. Fold Change

8. IDBrowser Identifica...

Log2 Mormalized Abundance Values

1-1_Contr. 1-2_Co

1-2_Co 1-4.Co 2-1_Infe. 2-2_Infe. 2-3_Infe. 2-4_Infe.. 3-1_Co 3-2_Co 3-3_Co. 3-4_Co 4-1_Infe . 4-2_Infe. 4-3_Infe 4-4_|nfecte

All Samples

Help

=< Batk | Mext == | Einiish | Cancel |

Figure 56 Summary Report profile plot of the two-variable experiment example
showing sixteen samples

The graphical plot operations available are described in Section 7 Data Visualiza-
tion in the Mass Profiler Professional User Manual. Specifically, the operations
available are described in Section 7.5 The Profile Plot View in the Mass Profiler
Professional User Manual.

Some of the tools available for you to review the data are:
+ Click: Click any line in the Profile Plot to select an entity line. Multiple entities
may be selected by pressing the Ctrl key during successive clicks.
+ Double-click: Double-click any one line within the Profile Plot to inspect a sin-
gle entity. You may also double-click the last entity selected while pressing the
Ctrl key to inspect multiple entities. The Entity Inspector lets you view the spe-
cific entity Annotation, Data, Profile Plot and Spectra.
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2. Enter the experiment
grouping parameters
associated with the
independent variables and
their attribute values in the
Analysis: Significance
Testing and Fold Change
(Step 2 of 8) workflow.

Do Significance Testing and Fold Change

* Right-click: Right-click anywhere on the Profile Plot to change the selection
mode, entity selection, and plot view or to export the plot to a file.

[EAentity Inspector x|
— Compound Name  [762,9648@0,31020004

CAS Number |

Mass |769‘964782714643E

RT |0‘310200035572052

Frequency 5
Annokation | Data Profle Plot | spectra |

Choose Profile Yiew [Raw Profile View |
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Raw Intensity Values

20000 4

10000 4

1-1Co. 1-2_..1-3_.. 1-4. 2-1_.2-2_. 2-3_.2-4.. 3-1. 3-2_. 3-3.. 3-4_.4-1.. 4-2_. 4-3_. 4-4_Infect
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Figure 57 Entity Inspector from the Summary Report (double-click)
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Copy View Chrl+C
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Properties Chrl+R

Figure 58 Shortcut menu for the Summary Report profile plot (right-click)
b Click Next.

In this step you have an opportunity to edit or change your experiment grouping. An
independent variable is referred to as a parameter name. The attribute values within
an independent variable are referred to as parameter values. Samples with the same
parameter values within a parameter name are treated as replicates.

Only the first two parameter names (independent variables) are used for analysis in
the Significance Testing and Fold Change workflow. All of the parameters are avail-
able in the Workflow Browser at the completion of the Significance Testing and Fold
Change workflow.

Note: In order to proceed, at least one parameter with two values must be assigned.

Note: When entering Parameter Names and parameter Assign Values, it is very
important that the entries use identical letters, numbers, punctuation, and case in
order for the Experiment Grouping to function properly. Click Back or Experiment
Setup > Experiment Grouping to return to Experiment Grouping if an error is identi-
fied later in the Significance Testing and Fold Change workflow or while performing
operations in the Workflow Browser, respectively.

a Click Add Parameter. The Grouping of Samples dialog box is opened.
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b Edit or change your experiment grouping by following the procedure presented in
chapter “Import and organize data” step “Group samples based on the indepen-
dent variables and replicate structure of your experiment in the MS Experiment
Creation Wizard (Step 6 of 11).” on page 67.

A workflow Type - Analysis: Significance Testing and Fold Change (Step 2 of 8) x|
Steps Experiment Grouping
Experimertt parameters define the grouping or replicate structure of your experiment. Enter experiment parameters by clicking on the "add Parameter” button. You may erler as many parameters as you like, but only the first
L. Summary Repart two parameters will be used for analysis in the guided workflow. Other parameters can be used in the advanced analysis. You can also edit and re-order parameters and parameter values here.
Significance analysis step will be skipped If there are na replicates in any of the condition(s).
Fald change analysis will be skipped if more than one parameter is entered and if the second parameter increases the number of conditions.
3. Filter Flags
4. Fiter By Frequency Displaying 16 sample(s) with 2 experiment parameter(s). To change, use the button controls belar,
5. QC on samples 5 5=/ 29 | 66 BE BE
6. Significance Analysis Samples Infection Treatment "
7. Fold Change 1-1_Control_000 Control il
) 1-2 _Cantrol_000 Control 8]
8, IDBrowser Identifica. .. 1-3_Contral_000 Control o
1-4_Control_000 Cantrol il
2-1_Infected_000 Infected il
2-2 _Infected_000 Infected 0
2-3 _Infected_000 Infected il
2-4 _Infected_000 Infected il
2-1_Contral_250 Control 250
2-2_Control_250 Cantrol 250
IE—R_Cnmrn\_ZSO Cantrol 250
3-4_Control_250 Control 250
4-1_Infected_250 Infected 250
4-2 _Infected_250 Infected 250
4-3 _Infected_250 Infected 250
4-4_Infected_250 Infected 250
Add Parameter., ., Edit Parameter., Delete Paramseter
Help << Back | Mext = | Finish | Cancel
Figure 59 Experiment grouping for the two-variable experiment example
¢ Click Next.
3. Enter the parameters for The entities may now be filtered (removed) from further analysis based on their
Filter Flags in the Analysis: presence or absence across the samples and parameter values (now referred to as a
g

Significance Testing and

condition). A flag is a term used to denote the quality of an entity within a sample. A

flag indicates if the entity was detected in each sample as follows: Present means
Fold Change (Step 3 of 8) J Y P

workflow.

the entity was detected, Absent means the entity was not detected, and Marginal
means the signal for the entity was saturated. See “Definitions” on page 180 for
more definitions and relationships of the terms used by the metabolomics workflow.

Note: Before using the Re-run Filter button, you can review the data, change the
plot view, export selected data, or export the plot to a file using the click and right-
click features available on the plot in the same manner as presented in “Review the
summary report in the Analysis: Significance Testing and Fold Change (Step 1 of 8)
workflow.” on page 82. The graphical plot operations available are described in Sec-
tion 7 Data Visualization in the Mass Profiler Professional User Manual.
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Steps

1. Summary Report:

2. Expetiment Grouping

4. Filter By Frequency
5. QC on samples

6. Sigrificance Analysis
7. Fold Change

&, IDBrowser Identifica.. .

B workflow Type - Analysis: Significance Testing and Fold Change (Step 3 of 8) x|
Filter Alags

Do Significance Testing and Fold Change

If lag values are present, entities are fitered based on their flag values. Otherwise, entties are Fitered based on their signal intensity values. Ta changs the filter crteria, click on the "Re-run Fiter® buttan.

Mormalized Intensity Values

Displaying 4414 out of 4414 ertities where atisast 1 out of 16 samples have flags in [P, M].

ontrol Infectec

Infection - Treatment

Re-run Fiter

Help

<< Back |5Next>> I Finish | Cancel |

Figure 60  Profile Plot after Experiment Grouping showing the final four permuta-
tions (based on two independent variables, each with two attribute values) from the
sixteen samples

A major objective of Filter Flags is to remove “one-hit wonders” from further consid-
eration. A “one-hit wonder” is an entity that appears in only one sample, is absent
from the replicate samples, and does not provide any utility for statistical analysis.

a Click Re-run Filter.
b Mark the Present check box.
¢ Mark the Marginal check box.

d Clear the Absent check box. This flag is useful when you want to identify entities
that are missing in the samples. You can use this flag in conjunction with the
Next and Back buttons to review the entities that are missing in some samples.

e Click at least __ out of X samples have acceptable values. The value “X" is
replaced in your display with the total number of samples in your data set.

f Type 2 in the entry box. By setting this parameter to a value of two or more, one-
hit wonders are filtered.

g Click OK.
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Steps

1, Summary Report

2, Experiment Grouping

3. Filter Flags

4, Filter By Frequency
5. QC on samples

&. Significance Analysis
7. Fold Change

8, IDBrowser Identifica. .,

Filter Flags
TF Flag values are present, entities are filtered based on their Flag values, Otherwise, entities are fikered based on their signal inkensity values. To change the filter criteria, click on the "Re-run Fiter" button,

Do Significance Testing and Fold Change

BAFilter Parameters x|

[Acceptable Flag
¥ Present
W Marginal
[ Absent

rRetain Entities in which

" at least 1000 % of the valuss in any 1 out of 4 conditions have accepkable valles
= atleast 2 out of 16 samples have acceptabls values

Corc

Figure 61 Recommended filter parameters for Filter Flags

Note: With the two-variable experiment example, the number of displayed entities
changes to 2930 out of 4165 entities if you started from the original data files. If you
started with the sample CEF files the display changes to 2957 out of 4414 entities.
The reduction in entities displayed reflects successful filtering of one-hit wonders.

B workilow Type - Analysis: Significance Testing and Fold Change (Step 3 of 8) x|

20

Mormalized Intensity Values

Displaying 2957 out of 4414 entities where atleast 2 out of 16 samples have flags in [P, M1,

ontrol Infected

Infection - Treatment

Re-run Filter

Help

« % Back Mext = | Einish | Cancel

4. Enter the parameters for

Filter By Frequency in the

Analysis: Significance
Testing and Fold Change
(Step 4 of 8) workflow.

Figure 62 Profile plot after removing one-hit wonders

h (optional) To re-adjust the filter parameters again, click Re-run Filter until the
results displayed in the Profile Plot are satisfactory. It is recommended that the
filter be re-run several times with differing parameters to develop an understand-
ing of how each parameter affects the results.

i Click Next.

The entities may now be filtered from further analysis based on their frequency of
occurrence among the samples and conditions. See “Definitions” on page 180 for
definitions and relationships of the terms used by the metabolomics workflow.

Filter by Frequency defines the filter by the minimum percentage of samples an
entity must be present in to pass the filter. The filter is specified by typing the mini-
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Do Significance Testing and Fold Change

mum percentage and selecting the applicable condition of the samples for which
each entity must be present, i.e., Retain entities that appear in at least %:
- of all the samples (conditions are not evaluated)
« of samples in only one condition (one and only one condition)
» of samples in at least one condition (one or more conditions)
+ of samples within each condition (all conditions)

Filter by Frequency is set by default to retain the entities that appear in at least 100%
of all the samples in at least one condition. This is the recommended percentage for
experiments that contain five or fewer replicates. A larger percentage removes more
entities from further statistical consideration. For experiments with a larger number
of replicates the filter frequency percentage may be lowered to reflect the required
occurrence.

a Click Re-run Filter.
b Type 100 in the Retain entities that appear in at least box.
¢ Click of samples in at least one condition.

d Click OK.

EXFilter Parameters x|

Filtering Concitions

Rietain entities that appear in at least]  100.0] %

€ of all samples
€ of samples in enly one condition
(% of samples in at least one condition

" of samples within each condition

| Canel

Figure 63 Recommended Filter by Frequency parameters for experiments with few
replicates

Note: With the two-variable experiment example, the Profile Plot changes to
reflect displaying 1220 out of 2957 entities, reflecting the successful filtering by
frequency (see Figure 64 on page 88).

e Click Re-run Filter to re-adjust the filter parameters until the results displayed in
the Profile Plot are satisfactory. It is recommended that the filter be re-run several
times with different parameters to develop an understanding of how each param-
eter affects the results.

You can review the data, change the plot view, export selected data, or export the
plot to a file by using left-click and right-click features available on the plot in the
same manner as presented in “Review the summary report in the Analysis: Signif-
icance Testing and Fold Change (Step 1 of 8) workflow.” on page 82. The graphi-
cal plot operations available are described in Section 7 Data Visualization in the
Mass Profiler Professional User Manual.

f Click Next.
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L. Summary Report percentage

2. Expetiment Grouping

[Blworkflow Type - Analysis: Significance Testing and Fold Change (Step 4 of 8) x|

Steps Filter By Frequency
Entities are filered based on their Frequency of occurance across samples. Define the stringency of the filter by selecting the minimum percertage of samples in which entity must pass the Fiter o by selecting the minimumn

Do Significance Testing and Fold Change

of samples within amy x out of y conditions in which the entity must pass the fiter. To changs the Fiker criteria, dlick on the "Re-run Fiksr® button.

3. Filter Flags

Displaying 1220 of 2957 ertities where at least 10,0 percent of samples in any 1 out of 4 conditions has flag P

4. Filter By Frequency

5. QC on samples 204

6. Significance Analysis
7. Fold Change

&, IDBrowser Identifica.. .

Mormalized Intensity Values

4] 250 0 250

ontrol Infectec

Infection - Treatment

Re-run Fiter

Help

<< Back |5Next>> I Finish | Cancel |

5. Review the sample quality
in QC on samples in the
Analysis: Significance
Testing and Fold Change
(Step 5 of 8) workflow.

Figure 64 Profile plot after removing entities that do not appear in at least 100% of
all the samples in at least one condition

This step provides the first view of the data using a Principal Component Analysis
(PCA). PCA lets you assess the data by viewing a 3D scatter plot of the calculated
principal components. The PCA scores are shown in each of the selection boxes
located along the bottom of the 3D PCA Scores window. A higher score indicates
that the principal component contains more of the variability of the data. The com-
ponents generated in the 3D PCA Scores graph are represented in the X, Y, and Z
axes and are numbered 1, 2, 3 ... in order of their decreasing significance.

Principal component analysis: The mathematical process by which data contain-
ing a number of potentially correlated variables is transformed into a data set in
relation to a smaller number of variables called principal components that
account for the most variability in the data. The result of the data transformation
leads to the identification of the best explanation of the variance in the data, e.g.
identification of the components in the data that contain the meaningful informa-
tion providing differentiation.

Principal component: Transformed data into axes, principal components, so that
the patterns between the axes most closely describe the relationships between
the data. The first principal component accounts for as much of the variability in
the data as possible, and each succeeding component accounts for as much of
the remaining variability as possible. The principal components are viewed and
interpreted in 3D graphical axes with additional dimensions represented by differ-
ent colors and/or shapes representing the parameter names.
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QC on samples display is
divided into three viewing
areas

Do Significance Testing and Fold Change

Review the Experiment Grouping view. This table lets you view each of the sam-
ples within a parameter (now referred to as a group). Ideally, replicates within a
group should cluster together and be separated from samples in other groups.
The spreadsheet operations available are described in section 7.3 The Spread-
sheet View in the Mass Profiler Professional User Manual.

Review the 3D PCA Scores scatter plot view. You may change the plot view or

export the plot to a file by using the left-click and right-click features available on

the plot in the same manner presented in “Review the summary report in the

Analysis: Significance Testing and Fold Change (Step 1 of 8) workflow.” on

page 82. Additional controls available are:

» To customize the 3D PCA scores plot, right-click and then click Properties.

» To zoom into the 3D scatter plot, press the Shift key and simultaneously click
the mouse button and drag the mouse upwards.

+ To zoom out, press the Shift key and simultaneously click the mouse button
and drag the mouse downwards.

+ To rotate, press the Ctrl key and simultaneously click the mouse button and
drag the mouse around the plot.

Review the Legend - 3D PCA Scores view. This window shows the legend of the
scatter plot.

PR (Component 1 (...

Blworkflow Type - Analysis: Significance Testing and Fold Change (Step 5 of 8) B x|
Steps Qc on samples
Sample quality can be assessed by examining the values in the PCA plot and other experiment specific quality plots.

1. Summary Report

2. Experiment Grouping Displaying 16 out of 16 samples retained in the analysis.

3. Fiter Flags Samples Infection Treatment

4. Filter By Frequency 1-1_Control_000 |Control (4]
1-2_Control_000 |Control 0
1-3_Control_000 |Control 0

6. Significance Analysis 1-4_Control_000 |Contral 0
2-1_Infected_000 Infected 0

i Fold Ehmnge: 2-2_Infected_000 infected 0

8. IDBrowser Identifica... ||2-3.Infected_000 [Infected o
2-4_Infected_000 |Infected 10
3-1_Control_250 |Control 1250
3-2_Control_250 |Control 1250
3-3_Control_250 |Control 1250
3-4_Control_250 |Control 1250
4-1_Infected_250 Infected 1250
4-2_Infected_250 |Infected 1250
4-3_Infected_250 |Infected 1250
4-4_Infected_250 |Infected 250

Legend - 3D PCA Scores
Color by Infection

- m Control

- m Infected

Shape by Treatment
@o

- A 250

Description
‘algorithm: Principal Components Analysis
Parameters:

Column indices = [1-16]

Pruning option = [numPrincipalComponents, [4]]
Mean centered = true

Scale = true

3-D scores = true

PCA on = Columns

Y-Axis  [Component 2(... ¥ Z-Axis  [Component 3 (... ¥

| Help

<< Back | Next >> | Finish | Cancel ]

Figure 65 QC on samples PCA Score showing the initial separation of the infec-
tion parameters and separation of the treatment values

Note: It is recommended to click Back to make changes in the parameters for Fil-
ter Flags on page 84 and Filter By Frequency on page 86 then return to QC on
samples step several times to understand how each of the parameters affects
your compound summary.

d Click Next.

89



Create an initial analysis

6. Assess the differential Sig-
nificance Analysis in the
Analysis: Significance
Testing and Fold Change
(Step 6 of 8) workflow.

Do Significance Testing and Fold Change

The entities are filtered based on their p-values calculated from a statistical analysis
that is selected based on the samples and experiment grouping.

The statistical analysis is either a T-test or an Analysis of Variance (ANOVA) based
on the samples and experiment grouping. The statistical analysis applied is
described in section 4.7 Significance Analysis in the Mass Profiler Professional User
Manual.

a Review the Significance Analysis display. The display is divided into four viewing
areas:

Test Description view: The statistical test applied to the samples is described.

Result Summary view: A summary table that organizes the results by p-value. A
p-value of 0.05 is similar to stating that if the mean values for each parameter
value (a condition of an independent variable) are identical, then a 5% chance or
less exists of observing a difference in the mean of the parameter values as large
as you observed. In other words, statistical treatment of random sampling from
identical populations with a p-value set at 0.05 leads to a difference smaller than
you observed in 95% of the experiments and larger than you observed in 5% of
the experiments.

The last row of data in the Result Summary (see Figure 66 on page 91) shows the
number of entities that would be expected to meet the significance analysis by
random chance based on the p-value specified in each column heading. If the
number of entities expected by chance is much smaller than the number
expected based on the corrected p-value you have realized a selection of entities
that show significance in the difference of the mean values of the parameter val-
ues.

The spreadsheet operations available are described in section 7.3 The Spread-
sheet View in the Mass Profiler Professional User Manual.

Compounds p-Values Table view: Each entity that survived the filters is now pre-
sented by compound along with the p-values expected and corrected for each of
the interpretation sets. Each entity is uniquely identified by its average neutral
mass and retention time from across the data sets.

Venn Diagram view: Display of the Venn Diagram, or other plot, depends on the
samples and experiment grouping for the analysis (see Figure 66 on page 91). The
entities that make up each selected section of the Venn diagram are highlighted
in the p-values spreadsheet. The Venn diagram is a graphical view of the most
significant entities in each of the samples. Where entities in common to the anal-
yses exist, they are depicted as overlapping sections of the circles. Fewer entities
in the regions of overlap are an indication that the samples support the hypothe-
sis that a difference exists in the samples based on the experimental parameters.
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Steps Significance Analysis

Entities are filtersd based on their p-valuss calculated From statistical analysis. To apply the new p-valus cut-off, drag the "p-value cut-off" slider or input the new cut-off value in the text box. You will not be able to procesd to
L. Summary Repart: the next step i N entities pass the fiter.

2. Expetiment Grouping

Do Significance Testing and Fold Change

Bl workflow Type - Analysis: Significance Testing and Fold Change (Step 6 of 8) x|

Multiple Testing Correction:

3. Filter Flags Displaying 271 out of 1220 entities satisfying corrected p-value cut-off 0,05,
4 Fiter By P ~Test Description R
Fiter By Frequency - K
Selerked Test : 2wy BNOWA R e
5. G on samples pevalue computation:  Asymptotic

Benjamini-Hothberg

7. Fold Change [ Result Summar:
&, IDBrowser Identifica.. . Pl P <005 P <0.02 P <0.01 P < 0.0050 | P <0.0010
Corrected p-valuef{Infection) 1220 75| 67 61 38| 35|
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7. Skip Fold Change in the
Analysis: Significance
Testing and Fold Change
(Step 7 of 8) workflow.

Figure 66 Significance analysis based on a 2-way ANOVA using the two-variable
experiment example. The results show a Venn diagram. A 1-way ANOVA signifi-
cance analysis does not present a graphical representation of the entities relation-
ships.

Note: To change the plot view or export the plot, click and right-click features
available on the plot in a same manner similar to that presented in “Review the
summary report in the Analysis: Significance Testing and Fold Change (Step 1 of
8) workflow.” on page 82. The graphical plot operations available are described in
Section 7 Data Visualization in the Mass Profiler Professional User Manual.

b Click and move the p-value cut-off slider or type in the p-value cut-off value and
press the Enter key. The default value is 0.05. The results in the display window
are automatically updated.

¢ Re-adjust the p-value cut-off until the results displayed are satisfactory. It is rec-
ommended that the analysis be re-run several times to develop an understanding
of how the p-value cut-off affects the results. A larger p-value passes a larger
number of entities.

d Click Next.

Fold Change is skipped by the Significance Analysis and Fold Change workflow for
the two-variable example.
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Create an initial analysis Do Significance Testing and Fold Change

8. Skip ID Browser Identifica- You do not select ID Browser at this time because the object of this step in the
tion in the Analysis: Signif- workflow with Mass Profiler Professional is to generate a CEF file containing the
icance Testing and Fold most significant features for recursion in MassHunter Qualitative Analysis.
Change (Step 8 of 8) a Click Finish.
workflow.

Layout of the Mass Profiler You are now in the advanced workflow mode and have access to all features avail-
Professional screen able in Mass Profiler Professional through the Workflow Browser. Figure 67 shows
the layout of Mass Profiler Professional.

Further information about may be obtained by pressing the F1 key or reviewing the
Mass Profiler Professional User Manual.

[[B1Mass Profiler Professional - My Two Variable Experiment
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Figure 67 The main functional areas of Mass Profiler Professional
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Create an initial analysis Save the project

Save the prolect Save your current analysis as a TAR file for archiving, restoration of any future anal-
ysis to the current results, sharing the data with a collaborator, or sharing the data
with Agilent customer support.

a Click Project > Export Project.

ie1Mass Profiler Professional - Differentiation by Infaction and Treatment

Project | Search View Took  Annostions  Windows  Help
Hew Project CtrH E . p— e
E AL nu - - -
I Open Fraject crkto —
Recent Projects » 2
L 2
i Tmport Project
Inspect Project nd Treatment
Close Praject
Delste Project
Export Project |
Share Project Export praject as tar archive |
Change Project Owner [ — _
E Refresh Project
Hew Experiment
Add Experiment hed)
Exit =
=

Figure 68 Menu selection to export your current analysis

b Mark the check box next to the experiment you wish to save.

B
Selert experiments ko export with the project. &l the contents of the
experiment will be exported and can be imported later. Sequencing experiments
and MO# experiments with a sequencing experiment as input are disabled and
cannot be exported.
¥ Differentiation by Inferction and Treatment
Help Cancel
Figure 69 Choose Experiments dialog box for saving your experiment
¢ Click OK.

d Select or create the file folder.
e Type the File name.

f Click Save.

Next step... You have now completed the fourth step of the metabolomics workflow. In the next
workflow step you export your most significant features back into MassHunter Qual-
itative Analysis as targeted features to improve finding of the features from your
samples.

If your analysis is ready to perform operations available under the Workflow

Browser you may skip “Recursive find features” and proceed to “Advanced
operations” on page 117.
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Importing the most significant features back into MassHunter Qualita-
tive Analysis as targeted features improves finding the features in your
samples. This repeated feature finding is referred to as recursion.
Improved reliability in finding your features leads to improvement in the
accuracy of your analysis.

(Optional)
Recursive
find features

Export data
for recursion

Create method
to Find
Compounds by
Formula (FbF)

Enable the
FbF method Set the Export
to run in DA CEF Options

Reprocessor

Confirm the Find

FbF method compounds

on a single using DA
data file Reprocessor




Recursive find features

Overview of recursive
find features

Recursive finding consists of
three steps

Overview of recursive find features

If your analysis does not involve recursive feature finding you may skip this step in
the workflow and continue with your analysis at “Advanced operations” on
page 117.

Recursive feature finding combined with replicate samples improves the statistical
accuracy of your analysis and reduces the potential for obtaining a false positive or
false negative answer to your hypothesis.

1. Untargeted Find Compounds by Molecular Feature in MassHunter Qualitative
Analysis (see “Find features” on page 39) to find your initial entities.

2. Filtering by Significance Testing and Fold Change using abundance, retention
time, sample variability, flags, frequency, and statistical significance in Mass
Profiler Professional (see “Create an initial analysis” on page 79) to find your
most significant entities.

3. Targeted Find Compounds by Formula in MassHunter Qualitative Analysis
(this section “Recursive find features”) to improve the reliability of finding your
features and subsequently improve your statistical analysis accuracy.

As you follow the steps involved in recursive find features, keep in mind that the
term “feature” is used synonymously with metabolite, compound, element, or entity.

Find Compounds by Formula (FbF) typically uses molecular formula information to
calculate the ions and isotope patterns derived from the formula as the basis to find
features in the sample data file. When the input molecular features consist of mass
and retention time, instead of molecular formula, FbF calculates reasonable isotope
patterns and uses these patterns with retention time tolerances to find the target
features in the sample data files. When the input molecular features are filtered
from a find process that was previously untargeted, the molecular features found
using this repeated process of finding molecular features is referred to as recursive
finding.
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Recursive find features

Export data for
recursion

Export data for recursion

You export the entities identified in the initial differential analysis performed in step
three of the metabolomics workflow and use these entities to perform a targeted
feature find from your original data sets.

Export the entities that have been identified as the most relevant to the differential
analysis for recursive finding in MassHunter Qualitative Analysis

a Click Export for Recursion in the Workflow Browser under the Results Interpreta-
tions group heading. This displays the Export dialog box.

b Click Choose to select the Entity List for exporting.

¢ Click Filtered by frequency from the entity lists in the Choose EntityList dialog
box. For more significance in your analysis, select an entity list that has at least
been filtered by flags to remove one-hit wonders.

EExport E3| B B choose EntityList x|
Export Differentiation by Infection and Treatment
Exports compound information in Compound Exchange Format {CEF) file. E| E!w-ir‘;am?;nmes

Entty Liet [Ficered by frequeney [ Choose... i [ Fikered on Flags {'accCalis’ [P, M], fikerCondition’: ['samples’, [11]+
: -] Fikered on Flags {accCalls=[F, M], fiterCondition=[sampi=s, [2]]}

Output File [[s\MassHunter\Data\Two-Varisbl _Browse H EREFiltered by Irequency [conditions', [100.0, 111
: - 2way ANOYA
; i+ [ 2way ANOYA p (Corr) (Infection) cut-off, p<0.05

el e ; 51 Wy ANOVA p (Corr) (Infection-Treatment) cut-off, p<0.05

; [ 2wy ANOWA D (Corr) (Treatment) cut-off, p<0.05

: -2 Union 2Way ANOWA cut-off p<0.05
L My Favorites

Conce

Figure 70  Export for recursion and Choose EntityList dialog boxes
d Click OK.
e Click Browse in the Export dialog box.
Do not type a file name at this location.
f Select the folder to which to save the file.

g Type the File name. For example, you can type Two-Variable Filtered
by Frequency.cef for your current example data set.

h Click Save.
i Click OK.
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Recursive find features Start Agilent MassHunter Qualitative Analysis

Start Agilent The following examples use Agilent MassHunter Qualitative Analysis B.05.00 run-
MassHunter Qualitative ning on 64-bit Windows 7 Professional.
Analysis
. ]
1. Start MassHunter Qualita- a Double-click the Qualitative Analysis icon located on the desktop,

tive Analysis Software. or (for Qualitative Analysis version B.05.00 or later on Windows 7)

Click Start > All Programs > Agilent > MassHunter Workstation > Qualitative
Analysis B.05.00,

or (for Qualitative Analysis version B.03.01 on Windows XP)

Click Start > Programs > Agilent > MassHunter Workstation > Qualitative
Analysis.

b Click Cancel in the Open Data File dialog box to start MassHunter Qualitative
Analysis without opening any data files. To open data files later click File > Open
Data File.

You do not need to open a data file at this time. You are prompted to open a data
file in “Confirm the FbF method on a single data file” on page 112.

2. Enable advanced Advanced parameters must be enabled in MassHunter Qualitative Analysis in order
parameters in the user to show tabs labeled Advanced in the Method Editor and to enable compound

interface. importing for recursive finding of molecular features.

a Check to make sure that File > Import Compound is an available command. See
Figure 14 on page 41.

b If File > Import Compound is not available follow the instructions in “Enable
advanced parameters in the user interface.” on page 40.

¢ Continue with the next step.
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Recursive find features

Create a method to Find
Compounds by Formula

1.

Enter the parameters in the
Find by Formula - Options
section.

Formula Source tab

Create a method to Find Compounds by Formula

FbF involves chromatographic deconvolution as described in “Capabilities of the
metabolomics workflow” on page 18 (see Figure 6 on page 19) based on the target
entity list exported at the beginning of this step in the workflow. Find Compounds by
Formula automatically finds related co-eluting ions, sums the related ion signals into
single values, creates compound spectra, and reports results for each molecular fea-
ture.

All of the parameters involved in Find Compounds by Formula are accessed in the
tabs presented in four Method Editor sections that are selected from the Method
Explorer window:

Find by Formula - Options: Specify the rules that are applied to match the data
based on isotope patterns (m/z and abundance) and retention time

Find by Formula - Chromatograms: Enter parameters that are applied to the chro-
matographic component of the data to extract features.

Find by Formula - Mass Spectra: Enter parameters that are applied to the mass
spectral component of the data to extract features.

Find by Formula - Sample Purity: Not used in this workflow.
After the parameters are entered in all four Method Editor sections, to Find Com-

pounds by Formula on a single sample data file click the Find Compounds by For-
mula button from within any one of these Method Editor sections.

The parameters in this section specify the rules that are applied to the formula data-
base to match against the data based on isotope patterns (m/z and abundance) and
retention time. This is the first part of the recursive refinement of finding features.

a Click Find Compounds by Formula > Find by Formula - Options in the Method
Explorer window. The input options specify the rules that are applied to the input
molecular formula database.

b Enter the parameters on the Formula Source tab.

The parameters on this tab let you use a molecular formula or previously created
databases as the source of targeted features to find. In the metabolomics work-
flow the source of targeted features is the .CEF file you exported for recursion.

1. Click the Formula Source tab.

2. Click Compound exchange file (.CEF).

3. Type the folder and file name of the CEF file or click Browse and select a CEF
file from the Open CEF file dialog box.

4. Open the CEF file that contains the most significant features created using
Mass Profiler Professional from the “Export data for recursion” on page 97.

5. Click Open.

6. Click Mass and retention time (retention time required).

Note: The parameters under the Values to match group heading are only active if
the Compound exchange file (.CEF) button or the Database button is clicked.
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Recursive find features Create a method to Find Compounds by Formula

Note: Mass and retention time (retention time required) is the proper selection
for a CEF file. Mass and retention time (retention time optional) is the proper
selection for a database source.

[Zf Method E ditor: Find C: - Dptions ®

(¥} Find Compounds by Formula ~| (2} | * “ - Method Ttems ~ | (2 g

{Forrnula Source | Fomuls Matching | Postive loris | Negstive lons | Scoring | Results | Resul Fiters

[~ Sowce of formulas ta confirm

© These formulas:

[type & comma-separated st of farmulas, &.g., "CEHE, CH4')

' Compaund exchange iz [CEFL:
[E:\MassHunterD atat Two Vaiiatls Experiment.T ampl,

" Database
[C\MassHunter PLD L default csv »

 worklist

—Hatches per famula
Maximum number of matches 1

¥ Automatically increase for isomeric compounds

[ Walues to match
© Mass

" Mass and retention time [retention fime optional]

% Mass and retention time [istention time required)

Figure 71  Formula Source tab in the Find by Formula - Options section

Formula Matching tab ¢ Enter the parameters on the Formula Matching tab.

The parameters in this tab specify the tolerances that are used to match the input
values for mass and retention time against those found in the data.

1. Click the Formula Matching tab.

2. Type 20 for Masses tolerance and select ppm as the match tolerance units. It
is important to set this value wider than the measured instrumental acquisi-
tion mass tolerance to avoid losing valid feature matches.

3. Type 0. 15 for Retention times. This parameter should be no less than two
times the measured retention time tolerance.

4. Select Symmetric (ppm) and + 20 ppm for Possible m/z. The parameters
under the Expansion of values for chromatographic extraction group box are
used to direct the algorithm on how to handle saturated chromatographic data.

5. Mark the Limit EIC extraction range check box.

6. Type a value of 1.0 minutes for Expected retention time. The value may be
between 1.0 and 1.5 minutes.

itor: Find C ormula - Options x
(¥} Find Compaunds by Formdla ~| (2§ | 4 - | Method Items ~ | = g
" Formula Sourcs i Postive lons | Negative lons | Scoring | Resuts | Resul Fiters
[ Mateh lolerance
Masses L T PN |

FRietention times: + |0150 minutes

[~ Expansion of values for chiomatogram extraction ———————— |

Possible m/z. [Symmetric ppm) x|+ [200 7]

[¥ Limit EIC extraction range
Expected retertion time:  +/~ [1.00 minLtes

Figure 72 Formula Matching tab in the Find by Formula - Options section
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Positive lons tab

Negative lons tab

Create a method to Find Compounds by Formula

d Enter the parameters on the Positive lons tab.

The parameters in this tab specify the positive ion adducts that the algorithm
uses with the molecular formula to confirm that the feature was found in the
data. Better results are derived from acquisition methodologies that minimize
adducts, especially sodium and potassium.

~

Method Editor: Find Compounds by Formula - O ptions %
(¥} Find Compounds by Formula ~| (3} | ) ~ (% - | Method Ttems ~ | (5 g

Formula Source | Famuls Matehing | Postive 165 | Negative lons | Scoring | Results | Resut Fiters

Chaigecarriss —— —Neutiallossss

T | ]

. Click the Positive lons tab.
. Mark the charge carriers +H, +Na, and +K that are known to be present in the

data. Typically positive protonated is the ideal selection. Non-adducted molec-
ular ions, loss of an electron, are an option in Find by Formula.

. Enter the molecular formulas for specific charge carriers in the input box

below the charge carriers selection.

. Clear Neutral losses. Neutral losses are not typically used. An exception is

when a facile loss is expected.

. Enter the molecular formulas for specific neutral losses in the input box below

the neutral losses selection.

. Type 1 for Charge state range.
. Clear the Dimers check box.
. Clear the Trimers check box.

]

~Charge states, it not known

Agaregates

Charge state range |1 ™ Dimers e [2MeH]

[ Timers  eg. [3MH

Figure 73  Positive lons tab in the Find by Formula - Options section

e Enter the parameters on the Negative lons tab.

The parameters in this tab specify the negative ion adducts that the algorithm
uses with the molecular formula to confirm that the feature was found in the
data. Better results are derived from acquisition methodologies that minimize
adducts.

. Click the Negative lons tab.
. Mark the charge carrier -H that is known to be present in the data. Typically

negative deprotonated is the ideal selection. Non-adducted molecular ions,
attachment of an electron, are an option in Find by Formula.

. Enter the molecular formulas for specific charge carries in the input box below

the charge carriers selection.

. Clear Neutral losses. Neutral losses are not typically used. An exception is

when a facile loss is expected.

. Enter the molecular formulas for specific neutral losses in the input box below

the neutral losses selection.

. Type 1 for Charge state range.
. Clear the Dimers check box.
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8. Clear the Trimers check box.

[Zf Method E ditor: Find C: - Dptions ®

(¥} Find Compounds by Formula ~| (2} | * “ - Method Ttems ~ | (2 g
Formula Sowcs | Fomuls Matching | Postive lons ENeastive lonsi Scoring | Resuts | Resut Fiters

—Chaige carries ——— —Heutrallosses

]

2l =1
~Charge states, it nat known

Charge state range |1 ™ Dimers g [2MH}

I Timers =g [3MHE

Agaregates

Figure 74 Negative lons tab in the Find by Formula - Options section

Scoring tab f Enter the parameters on the Scoring tab.

The parameters in this tab specify how to rate whether the spectral pattern is cor-
rect for the molecular formula. The scoring determines a goodness of fit between
observed ions compared to the expected ions in the database. As signal levels
decrease the scoring parameters entered may not match as well. The defaults
provided are adequate.

1. Click the Scoring tab.

2. Type 100 for the Mass score.

3. Type 60 for the Isotope abundance score.
4. Type 50 for the Isotope spacing score.

5. Type 100 for the Retention time score.

Note: If you set values of 100 for the Mass score and 0 for Isotope abundance
score, the Isotope spacing score, and the Retention time score, then the latter
three scores are not included when calculating the Score.

6. Type the default values of 2. 0 for mDa and 5. 6 ppm for MS mass.

7. Type the default value of 7.5 % for MS isotope abundance.

8. Type the default values of 5.0 for mDa and 7.5 ppm for MS/MS mass.
9. Type the default value of 0 .15 min for Retention time.

MethodE ditor: Find Compounds by Formula - Options x
(¥} Find Compounds by Formuls ~| (3} | #) ~ (4 - | Method Ttems ~ | (2 Fg
Fermula Sowce | Fomula Matching | Pasiive lans | Negative lons | Seoring | Resuts | Resu Fiters
[~ Contribution to owerall score

Mass scare [1o0.00

lsotope abundance score | ET

Isotope spacing score | EXT

Fietention time score [100.00

50.00

50.00

| Ewpecteddalavaiglon |
MS mass: [zo " wpa « 56 pem
MS isotape abundance: [ts
MSMSmass [50 | mba + |75 pem
Fietention time: 0.150 i

Figure 75 Scoring tab in the Find by Formula - Options section
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Results tab g Enter the parameters on the Results tab.

The parameters in this tab specify how the results are saved. This affects the

ease reviewing results.

1. Click the Results tab.

2. Mark the Delete previous compounds check box to delete prior compound
results. Clear the Delete previous compounds check box when you want to
concatenate the Find Compounds by Formula results to the Find by Molecular
Feature results and thereby manually review whether the feature was found in
both instances.

3. Click Highlight first compounds under the New results group box.

. Mark the Extract EIC check box.

5. Mark the Extract cleaned spectrum check box. Extracting chromatograms or
spectra slows the processing. Once you are comfortable with the results, pro-
cessing time is reduced by clearing these check boxes.

6. Clear the Include structure check box.

. Clear the Extract raw spectrum check box.

8. Clear the Extract MS/MS spectrum check box.

S

~

Method E ditor: Find Compounds by Formula - Options x
(¥} Find Compounds by Formula ~| (2} | 4 | Method Ttems ~ | (2 B
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Figure 76  Results tab in the Find by Formula - Options section

Result Filters tab h Enter the parameters on the Result Filters tab.

The parameters in this tab specify whether compounds are generated and/or
whether you receive warning notations based on the matching score. Mass Pro-
filer Professional does not need the matching.

1. Click the Result Filters tab.

. Clear the Only generate compounds for matched formulas check box.

. Mark the Warn if score is check box.

. Type 75 for Warn if score <.

. Clear the Do not match if score is check box.

. Mark the Warn if the second ion’s expected abundance is check box.

. Type 50 for Warn if the second ion’s expected abundance is >.

. Clear the Do not match if the second ion’s expected abundance is check box.

O N OB W
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2. Enter the parameters in the

Find by Formula - Chro-
matograms section.

EIC Smoothing tab

EIC Integration tab

Create a method to Find Compounds by Formula

MethodE ditor: Find Compounds by Formula - Options x

(¥} Find Compounds by Formula ~| (3} | * 4 - pethod Ttems ~ | (5 g
Formula Source | Famuls Matching | Pastive lans | Megative lons | Scoring | Results § st Fiters
—Unmatched formulas
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—HMatching crteria
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¥ Wan if soore is < 7500

™ Do nat matchif scare is < |00

[~ Single ion matches

Matches for which only a single evidence ion is chserved, but a
second evidence ion is predicted from the formula.

icd ‘Warn if the second ion's expected

abundance is > |50.00

Da not match if the second ion's
B Gyt e > [0

Figure 77  Result Filters tab in the Find by Formula - Options section

In this section, you enter integrator parameters that are applied to the data to
extract features for matching to the input formula. This is the second and most criti-
cal part of the recursive refinement of the feature finding.

a Click Find Compounds by Formula > Find by Formula - Chromatograms in the
Method Explorer window. The input options specify the integrator parameters.

b Enter the parameters on the EIC Smoothing tab.

The parameters in this tab specify which algorithm to use to smooth the
extracted ion chromatogram results.

1. Click the EIC Smoothing tab.

2. Select Gaussian from the Smoothing function selection.
3. Type 15 for Function width points.

4. Type 5 for Gaussian width points.

itor: Find C ormula -C|

(¥ Find Compounds by Formula ~| (33 | ) ~ 4 - | MethodTtems ~ | (= g

EIL Smoothing | EIE Itegration| EIC Peak Fiters

cl sraoothing
’7'_ Smooth EIC before inteqration

Smosthing function:

[Gaussian |
Function width 15 points
Gaussian widh 5000 points

Figure 78 EIC Smoothing tab in the Find by Formula - Chromatograms section

¢ Enter the parameters on the EIC Integration tab.

The parameters in this tab specify which integrator to use for the data extraction.
1. Click the EIC Integration tab.

2. Select Agile under the Integrator selection. Agile is the preferred metabolo-

mics integrator. No additional user parameters are associated with this inte-
gration.
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&L tor: Find C ormula - Cl %

(¥} Find Compounds by Formula = | (3} | ) = (% - | Method tems = | (= g

EIC Sroathing _EIL Integration | £1C Peak Fiters

Integrator selection
’7 [gie | ‘

Figure 79  EIC Integration tab in the Find by Formula - Chromatograms section

The General integrator may be selected as an alternate. When selected, an
Options tab is presented below the Integrator selection heading.

Under the Detector heading:

1. Type 2 for Point sampling, 0 . 02 for Start threshold, and 0. 1 for Stop
threshold.

2. Select 7 point for Filtering and Top for Peak location.

Under Baseline allocation:
3. Type 5 for Baseline reset > and 100 % for If either edge <.
4. Click Drop else tangent skim.

The other integrator integration selections are not recommended for metabolo-
mics.

MethodE ditor: Find C ormula -Ch x

(¥} Find Compounds by Formula ~| (3} | * 4 - pethod Ttems ~ | (5 g

EIC Smaothing | EIC Integration | EIC Peak Fikers
Integrator selsction
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1
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ther: & Dicp else tangent skim
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Figure 80 General integrator selection in the EIC Integration tab

EIC Peak Filters tab d Enter the parameters on the EIC Peak Filters tab.

The parameters in this tab specify which ions to filter out of the chromatogram
integrator results.

. Click the EIC Peak Filters tab.

. Click Peak height.

. Mark the Absolute height check box.

. Type in a value of 1000 counts for the Absolute Height. With targeted feature
finding, the minimum Absolute height of the feature may be smaller than the
absolute height used in the compound filters for untargeted molecular feature
extraction.

5. Mark the Limit (by height) to the largest check box.

6. Type in a value of 5 for the Limit (by height) to the largest. If more than five

peaks are found and pass the isotope test and retention times are not used,

then the most abundant peaks are reported.

S~ o =
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3. Enter the parameters in the

Find by Formula - Mass
Spectra section.

Peak Spectrum tab

Create a method to Find Compounds by Formula

[E Method Editor- Find © ormula -Ch %
(¥} Find Compounds by Formula ~| (3} | * 4 - pethod Ttems ~ | (5 g
EIC Smocthing | EIC Inegration | EIC Pask Fiers |
Filer on
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~Height fikers

[% Absolute height 5= 000 courts
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Figure 81 EIC Peak Filter tab

The parameters in the Find by Formula - Mass Spectra section are applied to the
data to extract features for matching to the input formula. This is the third and final
part of the recursive refinement of the feature finding.

a Click Find Compounds by Formula > Find by Formula - Mass Spectra in the
Method Explorer window. The input options specify criteria for mass spectra to
include in the feature processing.

b Enter the parameters in the Peak Spectrum tab.

The parameters in this tab specify which spectra from the extracted ion chro-
matograms to include in the feature processing and whether to perform back-
ground subtraction on the spectra.

1. Click the Peak Spectrum tab

2. Click Average scans >.

3. Type 10 for the % of peak height. Averaging scans provides mass accuracy.

4, Clear the Exclude if above X% of saturation under the TOF spectra group box.
If this check box is marked, any spectrum containing a peak within the given
percentage of being saturated is excluded from processing for any compound
feature.

5. Select None for MS under the Peak spectrum background group box.

MethodEditor: Find Compounds by Formula -Mass Spectia x

(¥} Find Compounds by Formula +| (2 | 4 - | methodTems v | (2 G
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Figure 82 Peak Spectrum tab in the Find by Formula - Mass Spectra section
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Peak Location tab

Charge State tab

4. Turn off the sample purity
calculations in the Find by
Formula - Sample Purity
section.

Create a method to Find Compounds by Formula

Enter the parameters on the Peak Location tab.

The parameters in this tab specify the m/z values in a spectrum that are consid-
ered peaks. These parameters are only applicable to profile data files. They are
not applicable to centroid collected data files and may be left at the defaults.

1. Click the Peak Location tab.
2. Type the default of 2 for Maximum spike width.
3. Type the default of 0. 70 for Required valley.

Method E ditor: Find Compounds by Formula - Mass Spectia x
(¥} Find Compounds by Formula ~| (3} | * 4 - pethod Ttems ~ | (5 g

Pesk Spectum | Peak Locaton | Chage State |
Pesklocation |
’7Maxmum spike width: 2
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Figure 83 Peak Location tab in the Find by Formula - Mass Spectra section

d Enter the parameters on the Charge State tab.

The parameters in this tab specify isotope grouping tolerances and charge state
limits. It is important to set the maximum charge state to one (1). Adjustments to
the grouping model can change the compound results.

1. Click the Charge State tab.

2. Type 0.0025 for m/zand 7.0 ppm for the Peak spacing tolerance.

3. Select Common organic molecules for the Isotope model. You select Unbi-
ased if the compounds are known to contain metals.

4. Mark the Limit assigned charge state to a maximum of check box.

5. Type 1 for the Limit assigned charge state to a maximum of. This parameter
should match the value typed into the Charge state range in the “Positive lons
tab” on page 101 and “Negative lons tab” on page 101 in the “Enter the
parameters in the Find by Formula - Options section.”.

6. Clear the Treat ions with unassigned charge as singly-charged check box.

5 MethodEditor: Find T Mass S, 5%

(¥} Find Compounds by Formula ~| (2} | * 4 - | Method Ttems| Method Editar

Pesk Spectrum | Pesk Location | Chais Stats |

—Isotops arouping

Peak spacing tolerance: 00025 /e plus 70 pom
Isatape modek Comman crganic malecuies -

~Charge state

I Limit assigned charge states to a maximum of: 1

I” Treat ions with unassigned charge as singly-chaiged

Figure 84 Charge State tab in the Find by Formula - Mass Spectra section

The Find by Formula - Sample Purity is not used in metabolomics analyses.

a

Click Find Compounds by Formula > Find by Formula - Sample Purity in the
Method Explorer window. The input options specify criteria for mass spectra to
include in the feature processing.

Turn off sample purity calculations on the Options tab.
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Create a method to Find Compounds by Formula

1. Click the Options tab.

2. Clear the Compute sample purity check box. If this check box is cleared, then
sample purity is not calculated. All other options on this tab are unavailable
and the entries in the remaining tabs are not considered.

Figure 85 Options tab in the Find by Formula - Sample Purity section
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Save your Find After you have edited your FbF method it is recommended you save the method

compounds by Formula using a name different from the name you previously used for your MFE method so
that you can readily reprocess your data or new data without having to edit the
method Worklist Automation actions.

a Click Method > Save As.

b Select the folder and type a method name in the Save Method dialog box. It is
recommended to change the MFE at the end of the method file name used in
“Save your Find Compounds by Molecular Feature method” on page 50 to FbF.

¢ Click Save.

109



Recursive find features

Set the Export CEF
Options

1. Open the Method Editor for
exporting CEF options.

2. Enter the export
destination settings for
your method.

Set the Export CEF Options

Export CEF Options specifies where MassHunter DA Reprocessor stores the result-
ing .CEF feature files and whether the files replace or overwrite any prior files.

a Click Export from within the Method Explorer window.
b Click CEF Options.

a Click At the location of the data file.

b Click Auto-generate new export file name.
¢ Save your method. Click the save method icon [§§ or click Method > Save.

5} MethodEditor: Export CEF Options x

() Exportto CEF ~| (G} | 9 ~ (% < | Wethod Items - | (5 [

1 data file:
& At the location of the data file

At specified directony

[C:\MassHunter\Data

’ru export il aleady eists

" Dwerwiite existing export fils

& Auto-gensrate new export file name

Figure 86 Export CEF Options for use with DA Reprocessor
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Enable the method to

run in MassHunter DA

Reprocessor

1. Open the Method Editor to
assign actions to run from

the worklist.

2. Replace the MFE action
with FbF action.

Enable the method to run in MassHunter DA Reprocessor

Agilent MassHunter software can most efficiently perform computationally intensive
tasks, such as feature finding, on multiple data files using MassHunter DA Repro-
cessor. The following steps enable your method to run using DA Reprocessor.

Click Worklist Automation from within the Method Explorer window.

a Click Worklist Actions.

a Double-click on the Find Compounds by Molecular Feature action in the Actions
to be run list. The action is automatically removed from the Actions to be run list.
As an alternate to the double-click, you can click on the action and then click the

delete icon % |.
b Double-click on the Find Compounds by Formula action in the Available actions

list. The action is automatically added to the Actions to be run list. As an alter-
nate to the double-click, you can click the action and then click the down arrow

button -~ | to add the action to the Actions to be run list.

¢ Move the actions in the Available actions list so that the Export to CEF action is
listed after the Find Compounds by Formula action as shown in Figure 87.

d Save your method. Click the save method icon [§g or click Method > Save.

Method Editor: Assign Actions to Run from Worklist x
() Run worklist Actions Now +| (3} | ) ~ (4 - | Method tems ~ | (5 [
Available actions
Extract Peak Spectia =
Extract Defined Chiomatograms
Integrate Chiomalograms
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Generate Compaund Repart

Generate Analpsis Feport

Find Compounds by Auto MS/MS

Find Compounds by Tamsted M3/MS
Find Compounds by Molecular Feature

Actions to be nn

ind Comg

Find Compounds by Formuia
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Figure 87 Assign Actions to Run from Worklist for use with DA Reprocessor
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Confirm the FbF method
on a single data file

1. Find Compounds by For-
mula on a single sample.

2. Display and review the .

3. Optional - Export the
results for the single
sample to a CEF file.

Confirm the FbF method on a single data file

Metabolomics involves the analysis of a large number of sample files with each
sample containing a large number of compounds. Find Compounds by Formula is
therefore run on the entire metabolomics sample set using MassHunter DA Repro-
cessor. However, before the entire sample set is run in MassHunter DA Reprocessor,
a single file is processed within MassHunter Qualitative Analysis to verify the new
parameters.

a Click File > Open Data File.
b Click on a single data file in the Open Data File dialog box.
¢ Click Open.

d Click Actions > Find Compounds by Formula, or click the Find Compounds by
Formula button ® Fndcompoundsbyramia jn the Method Editor: Find Compounds by For-
mula section in the Method Editor window. Feature extraction begins immedi-
ately and the progress is shown in an Operation in Progress status box (see
Figure 28 on page 53).

If no data file is open, or an inappropriate data file is open, a message box
appears as shown in Figure 29 on page 53. Click OK and open a single data file.

When the FbF method finishes processing the data file, MassHunter Qualitative
Analysis displays the results in several windows. You may review and arrange the
results to meet your preferences.

If the window is not displayed, click View > .
The options for reviewing the are identical to those described in the first metabolo-

mics workflow step “Find features”, step 2 - “Display and review the Compound
List.” on page 53.

This step is optional. The CEF files for all of the samples are generated in step 1 -
“Find Compounds by Formula using MassHunter DA Reprocessor.”

a Click File > Export > as CEF. The Export CEF Options dialog box is opened.

b Select the data files to be exported from the List of opened data files. It is recom-
mended to create a new folder for the exported CEF files to aid documentation of
the metabolomics workflow and to make it easier to distinguish any new CEF files
from previous CEF files.

¢ Update the other parameters in the Export CEF Options dialog box.
d Click OK.
You can review the results from this step by importing the CEF back into Mass-

Hunter Qualitative Analysis by following the procedure presented in step 2 - “Dis-
play and review the after running MassHunter DA Reprocessor.” below.
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Find compounds using
DA Reprocessor

1. Find Compounds by For-
mula using MassHunter
DA Reprocessor.

2. Display and review the
after running MassHunter
DA Reprocessor.

Find compounds using DA Reprocessor

Metabolomics involves applying your method processing to a large number of sam-
ple files whereby each sample file may contain a large number of compounds. Mass-
Hunter Qualitative Analysis can be used to process all of your data sets. However,
MassHunter DA Reprocessor provides a more efficient and automated means to run
your MassHunter Qualitative Analysis method on multiple sample files. Therefore
your method is run on the entire metabolomics sample set using DA Reprocessor.

Follow the same procedure presented in “Find features”, “Find compounds using DA
Reprocessor” on page 56.

a Return to MassHunter Qualitative Analysis. If you closed the MassHunter Quali-
tative Analysis program, do the following:
» Click Start > All Programs > Agilent > MassHunter Workstation > Qualita-
tive Analysis B.05.00.
» Click Cancel when the Open Data File dialog box opens.

b Click File > Close All to close the open data files. Do not save any results.

¢ Click File > Import Compound to open one of the CEF files that contains the
molecular feature results of Find Compounds by Formula.

Note: Because of the large number of features in a typical metabolomics sample
file, it is recommended to open only one file at a time to review the results. Close
the open file and then open the next file.

d Follow the same procedure presented in “Find features”, step 2 - “Display and
review the Compound List.” and step 3 - “Extract results.” on page 54 to display
and review the and the mass spectral results.
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Import and organize
your data

Import and organize your data

After you set up a new project and experiment, Mass Profiler Professional provides
a “MS Experiment Creation Wizard” that guides you through the operations neces-
sary to organize and prepare your FbF data for analysis. The preparation includes
project set up, experiment creation, filtering, alignment, normalization, and baselin-
ing. Since the advanced operations available in the Workflow Browser do not guide
you through the initial steps of data import and differential analysis, it is not recom-
mended to skip the “Data Import” or “Analysis: Significance Testing and Fold
Change” steps of the metabolomics workflow.

Bookmark this location in the workflow and follow the procedures presented in
“Import and organize data” on page 59 then return to the next step of this workflow.
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Create an initial Create a differential expression from your recursively found features. The Signifi-

analysis cance T(_asting and Fold Change_work_flow helps you c.r(.aate an initial differential
expression from your data and identify the most significant features from among all
of the features found using FbF. The steps necessary to create your initial differential
expression are predetermined and based on the experiment type, experiment group-
ing, and conditions you entered when creating your project and setting up your
experiment.

Bookmark this location in the workflow and follow the procedures presented in
“Create an initial analysis” on page 79 then return to the next step of this workflow.

Save your project If you did not save your current analysis at the end of “Create an initial analysis”,
save your current analysis at this time.

a Click Project > Export Project.

ie1Mass Profiler Professional - Differentiation by Infaction and Treatment
Froject | Search  Wiew Tools  Annotstions  windows Help

Open Fraject crkto

Mew Project Chrl+h i‘ g . E
R

Recent Projects »
L 2
i Tmport Project

Inspect Project nd Treatment
Close Praject

Delste Project

Export Project |

Share Project Export project as tar archive

Change Project Owner

latment ENEIbd

Refresh Project
Hew Experiment

Add Experiment hed)

Exit Chrl+x
=

Figure 88 Menu selection to export your current analysis

b Mark the check box next to the experiment you wish to save.

x
Select experiments ta export with the project. &ll the contents of the
experiment will be exported and can be imported later. Sequencing experiments
and MOA experiments with a sequencing experiment as input are disabled and
cannot be exported
¥ Differentiation by Inferction and Treatment
Help Cancel
Figure 89 Choose Experiments dialog box for saving your experiment
¢ Click OK.

d Select or create the file folder.
e Type the File name.

f Click Save.

Next step... You have now completed the fifth step of the metabolomics workflow. In the next
workflow step you review the options available in Mass Profiler Professional for
advanced analysis.
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The most significant features in your data are processed by Mass Pro-
filer Professional into a final statistical analysis and interpretation. The
results from the final interpretation may be used to prove or disprove
your hypothesis and may be used to create a sample class prediction
model or evaluate pathways.

h Advanced
1 operations

Experiment
Setup

Quality
Control

Analysis




Advanced operations Overview of advanced operations

Overview of advanced The operations available in the Workflow Browser of Mass Profiler Professional pro-
operations \éides th_e tools necessary for an_alyzing features_from your mass spectrqmetry data

epending upon the need and aim of the analysis, the experimental design and the
focus of the study. This helps you create different interpretations to carry out the
analysis based on the different filtering, normalization, and standard statistical
methods.

It is recommended that you follow the procedures in the prior steps of this workflow
before proceeding with the operations available in advanced operations. When you
click Finish during “Create an initial analysis” Mass Profiler Professional automati-
cally makes the operations available under the Workflow Browser, letting you have
access to all available operations. Click Cancel to stop the workflow at any step in

“Create an initial analysis” and immediately enter the Workflow Browser.

Only some of the operations available in the Workflow Browser mode are docu-
mented in this section. More information regarding the operations available in the
Workflow Browser may be found in the Mass Profiler Professional User Manual.

Layout of the Mass Profiler You are now in the advanced workflow mode and have access to all features avail-
Professional screen able in Mass Profiler Professional through the Workflow Browser (see Figure 90).
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Figure 90  The main functional areas of Mass Profiler Professional illustrated
using the “Two-variable experiment” data set
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Experlment Setup Experiment Setup lets you review a quick start guide to Mass Profiler Professional,
Experiment Setup A define the sample grouping and replicate structure of your experiment, and specify
Quick Start Guide how the samples are grouped into experimental conditions for visualization and
Experiment Grouping analysis. Experiment setup consists of three operations:
Create Interpretation * "Quick Start Guide” on page 119

» "Experiment Grouping” on page 119
» “Create Interpretation” on page 120

Quick Start Guide a Click Quick Start Guide in the Workflow Browser. The Mass Profiler Professional
Quick Start Guide opens in your Internet browser.

b Review the Mass Profiler Professional Quick Start Guide.

You can also download current Quick Start Guides from the Agilent Literature
Library:

Agilent G3835AA MassHunter Mass Profiler Software - Overview and Data Import
Quick Start Guide (Agilent publication G3835-90004, Revision A, January 2012)

Agilent G3835AA MassHunter Mass Profiler Software - Significance Testing and

Fold Change Quick Start Guide (Agilent publication G3835-90003, Revision A, Jan-
uary 2012)

Experiment Grouping a Click Experiment Grouping in the Workflow Browser. This operation is illustrated
with data from the “Two-variable experiment”.

b Enter your sample grouping by following the same process presented in “Group
samples based on the independent variables and replicate structure of your
experiment in the MS Experiment Creation Wizard (Step 6 of 11).” on page 67.

zl
Experiment parameters define the grouping or replicate structure of your experiment. Enter experiment
parameters by dlicking on the "Add Parameter” button, You can also edit and re-order parameters and
parameter values here.

-3 2| BN B0 B

Samples Infection Treatment n

1-1_Control_000 Cantrol 000

1-2_Control_000 Cantral 000

1-3_Control_000 Cantrol 000

1-4_Control_000 Cantral 000

2-1_Contral_250 Cantral 250

3-2_Control 250 Cantral 250

3-3_Control 250 Cantral 250

3-4_Control 250 Cantrol 250

2-1_Infected_000 Infected 000

2-2_Infected_000 Infected 000

2-3_Infected_000 Infected 000

2-4_Infected_000 Infected 000

4-1_Infected 250 [Infected 250

|4-2_Infected_250 Infected 250

|4-3_Infected_250 Infected 250

|4-4_Infected_250 Infected 1250

Add Parameter. . | Edit Parameter, . Delete Parameter |
Help Cancel

Figure 91 Experiment Grouping dialog box
c Click OK.
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Advanced operations

Create Interpretation

Experiment Setup

An Interpretation specifies how your samples are grouped into experimental condi-
tions for display and tratement by your analysis. All samples with the same parame-
ter value are grouped into an experimental condition.

a Click Create Interpretation in the Workflow Browser. This operation is illustrated
with data from the “Two-variable experiment”.

b Enter parameters on the Select Parameters page (Create Interpretation (Step 1 of
4)).

1. Mark the experiment parameters you would like to use as the basis for display
and analysis. The experiment parameters are the independent variables in your
experimental design.

2. Click Next.

[BAcreate Interpretation (Step 1 of 4) x|

Select parameters

An Interpretation specifies how samples wil be grouped into experimentl conditions for display and used for
analysis. Select the parameter(s) to group samples by, All samples with the same parameter valuss will be
grouped into an experimental condition.

Select experiment parameters

[ Infection

‘ Help copack | [THEREEE.

Erich || cancel |

Figure 92  Select parameters, Create Interpretation (Step 1 of 4)

¢ Enter parameters on the Select Profile Plot Display Modes page (Create Interpre-
tation (Step 2 of 4)).

1. Click either Numerical or Categorical for the display mode for each of the
parameters you marked in the prior step.
2. Click Next.

[Ecreate Interpratation (Step 2 of 4) x|
Select Profile Plot Display Modes

Select  display mode {Numerical/Categarical) For each parameter,

This information is used only for the Profile Plak Yiew.

For a "Numerical' parameter, each parameter value is connected to the next.

For a "Categorical” parameter, distinct parameter values are not connected.

Numerical Categorical

Infection (i (i
Treatment (ol (gl
| e coonc |[[EERz ] oo | _gonel |

Figure 93  Select Profile Plot Display Modes, Create Interpretation (Step 2 of 4)

d Update parameters on the Select conditions page (Create Interpretation (Step 3
of 4)).

1. Mark the conditions that you would like to be included in the interpretation.
The conditions are the attribute values of the independent variable or permuta-
tion of attribute values when more than one independent variable is selected
in the Select Parameters step.

2. Click Averaged to average the replicates within a condition. A single value
based on the average of the entity across the replicates of the condition is pre-
sented for each entity with respect to each condition.

3. Mark the measurement permitted flags. A flag is a term used to denote the
quality of an entity within a sample; whether the entity is present or absent in
the sample. Present means the entity was detected, Absent means the entity

was not detected, and Marginal means the signal for the entity was saturated.
4. Click Next.
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[Ecreate Interpretation (Step 3 of 4 x|
Select conditions
Select the conditions defined by the selected parameter(s) ko include in the interpretation. Samples within a
concition are considered as replicates. IF Averaged, for each entity, the average intensity value across

replicates will be used For visualization and analysis. For experiments with flags, only measurements with
permitted flags wil be used for visualization and analysis.

Inselect conditions to excluds
¥ [Contral, 000]
[ [Contral, 250]
[ [Infected, 000)
[¥ [Infected, 250]

[ fiverage aver replicates in condition:
@ Hweraged

" Mon-fveraged

" Both

jse: Measurements flagged
¥ Present
¥ Marginal
I Absent

| Help << Back | Mext = | Einish | Cancel |

Figure 94  Select conditions, Create Interpretation (Step 3 of 4)

e Update parameters on the Save Interpretation page (Create Interpretation (Step 4
of 4)).
1. Add or edit details to save as part of the interpretation in the Notes box.
2. Review the interpretation summary and tabs.
3. Click Back, make changes to the parameters, and click Next to return to this
view.
4. Click Finish when the interpretation parameters are complete.

[Ecreate Interpretation {Step 4 of 4) x|
Save Interpretation
This page displays the detalks of the interpretation created.

Emects Mame  [Infection - Treatment

Hotes | Two-variable experiment]

Creation date  [Thu Jun 28 17:51:34 MDT 2012

Last modified date  [Thu Jun 28 17:51:34 MBT 2012

owner  [oxuser

forerage over replicates in conditions  [es

Parameters | Conditions | Use Measurements Flagged |

Parameter Name Parameter Type Display Mode
Infection Mon Murneric (Categorical
Treatrnent Mon Mumeric Murnerical

Help ccgack | e ss | mnsh | cancel |

Figure 95 Save Interpretation, Create Interpretation (Step 4 of 4)
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Quality Control

Quality Control

»

GQuality Control on Samples
Filker by Frequency

Filker on Sample variability
Filker by Flags

Filker by abundance

Filter by Annatations

Quality Control on Samples

Quality Control

Quality control lets you decide which samples are ambiguous, or outliers, and which
pass the quality criteria. Quality control provides rich, interactive, and dynamic tools
to visualize and examine the quality of your data. Quality control consists of six oper-
ations:

“Quality Control on Samples” on page 122
“Filter by Frequency” on page 123
“Filter on Sample Variability” on page 125
“Filter by Flags” on page 126

“Filter by Abundance” on page 128
“Filter by Annotations” on page 130

a Click Quality Control on Samples in the Workflow Browser. This operation is
illustrated with data from the “Two-variable experiment”.

Access to display and printing of the Correlation Coefficients spreadsheet, Corre-
lation Plot, and 3D PCA Scores views. Available options to manipulate the view is
described in the “Review the sample quality in QC on samples in the Analysis:
Significance Testing and Fold Change (Step 5 of 8) workflow.” on page 88.

b Click Add/Remove Samples to limit the samples to those that meet the quality
criteria based on he PCA scores.

¢ Click OK.

d Click Close to complete the quality control.

EAouality Control

W-dos [Companent 1(17.23%) |+

Carrelation Coefficients Correlation Flct | “ 3D PCA Scores X
0y

v-dis [Companent 2 (6.07%) |7

~
T~ ZAxis

Tdis [Companent 3(4.52%) |7

Samples

Exposure

01-Contral

Contral

Color by Exposure

02 -Contral

Control

03 -Contral

Conrol

04-Contral

Conirol

05 -Contral

Control

06-Contral

Control

07-Control

Control

08-Contral

Contral

09-Contral

Contral

10-Cantrol

Conrol

11 Variatinn Al

A

L=

m AW
m ER
N
m Contral

Description
algorithm: Principal Carponents Analysis

AddiRemove Samples

|

Help

Close

Figure 96 Quality Control on Samples
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Filter by Frequency

You can filter entities based on the number of times an entity occurs in the samples.
The new entity list is placed in the Analysis folder within the Experiment Navigator.

a Click Filter by Frequency in the Workflow Browser. This operation is illustrated
with data from the “Two-variable experiment”.

b Select your entity list and interpretation on the Entity List and Interpretation
page (Filter by Frequency (Step 1 of 4)):
1. Click Choose to select the Entity List.
2. Click Choose to select the Interpretation.
3. Click Next.

[EXFilter by frequency (Step 1 of 4)
Entity List and Interpretation.
Define inputs For Filter by Frequency analysis.

Entity List [Fiiter=d on Flags {accCalls=[P, M], filcerCondit Choose. ., |

Interpretation  [All Samples [ Chgse, |

‘ Help cebek | Medss | Frish || cowd |

Figure 97 Entity List and Interpretation, Filter by Frequency (Step 1 of 4)

¢ Enter parameters on the Input Parameters page (Filter by Frequency (Step 2 of
4)):
1. Type the minimum percentage of samples in which an entity must be present
in order to pass the filter.
2. Select the applicable condition of the samples for which each entity must be
present.
3. Click Next.

EArilter by frequency (Step 2 of 4)
Input Parameters

Entities are fitered based on their Frequency values. Define the stringency of the filter by entering the minimum percentage of sampies in which entity
must pass the fiter

Fikering Conditions

Retain entities that appear in at least [100.0 %
€ of all samples

£ of samples in only one condition

& of samples in at least one condition

" of samples within each condition

‘ s <cbsk |[TEEEE

Erich | | Cancel

Figure 98 Input Parameters, Filter by Frequency (Step 2 of 4)

d Review your filter results on the Output Views of Filter by Frequency page (Filter
by Frequency (Step 3 of 4)):
1. Review the entities that passed the filter conditions using the spreadsheet
view or the profile plot view. The total number of entities and number of enti-
ties passing the filter, along with their filtering condition, are displayed.

2. Click Back, make changes to the parameters, and click Next to return to this
view.

3. Click Next.
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The Save Entity List page

Quality Control

EAFilter by frequency (Step 3 of 4) x|
Output Views of Filter by Frequency ‘

Profile plot and spraadsheet view of entities that passed the fiter,

Displaying 87 of 6518 entities where at least 100,0 percent of samples in any 1 out of 1 conditions have flags in [P]

Normalized Intensity Values

_5

01-Co 40-Vari

[ spreadsheet | = Profile Plat X
‘ Help << Back | Mext = | Einiish | Cancel |

All Samples

Figure 99 Output Views of Filter by Frequency, Filter by Frequency (Step 3 of 4)

e Enter parameters on the Save Entity List page (Filter by Frequency (Step 4 of 4)):

The review content and parameters you enter in the Save Entity List page are the
same for many operations within Mass Profiler Professional. The figures and
description presented in this step are identical to those in other operations. You
are referred back to this section when you are prompted to save your entity list at
the completion of other operations available in the Workflow Browser.

1. Add or edit descriptive information that is stored with the saved entity list in
the Name, Notes, and Experiments fields.

2. Click Configure Columns to add/remove and reorder the columns in the tabu-
lar presentation of the entities. This opens the Select Annotation Columns
dialog box.

3. Select column items to add or to remove from the saved entity list.

. Reorder the selected columns to your preference.

5. Mark Save as Default if you would like this configuration to be saved as the
default for future save entity list steps.

6. Select the experiment type for your configuration to be applied.

7. Click OK.

8. Click Finish.

~

[EAselect Annotation Columns x|
Selert Annotation Columns
Available items Selected items
[aligrment Value S [annotations
CheeT 1D o = (o]
Compositespertrum Reetention Time e
‘Compound Name ICAS Mumber | L=
Compoundalgo Q (V]
Frequency =i

[¥ save as default

(+ Default for MassHunterQual.LCMS_IDENTIFIED_UNIDENTIFIED_COMPOUNDS

| concel

Figure 100 Select Annotation Columns dialog box
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EXFilter by frequency (Step 4 of 4) x|

Save Entity List
This window displays the detals of the entity it created as a result of Fiter by Frequency.

Mame  [Filter By Frequency with cut-off percentage: 100.0

Notes [ Entity List : Fitered on Flags {accCalls=[P, M], fikerCondion=[samples, (211 =
Interpretation : All Samples

Experiment : My One Variable Experiment

Flag Value: [Present]

Fritities whers At leask 1000 neveent of samnles in am 1 Aok af 1 ronditines have flans in LI

Creation date  [Thu Jun 28 23:00:55 MDT 2012

Last modfied date [Thu Jun 25 23:00:55 MDT 2012

Owner  [gauser

Technology  [MassHunter Qual LCMS_IDENTIFIED_UNIDENTIFIED_COMPOUNDS My One Yarisble Experiment_

Nuriber of enities 57

Experiments ’
Entities | attributes |
I ompound Number Passed Ahnotations Mass Retention Time CAS Number
238.1421@2.933 238.1421 2.934 -
99.1939@3.647 2991933 3.647)
26.194@4.2389, 32 40 4.239)
43.221@4.239026 34 0 4.239
76.1386@4.392 37 3 4.392
C25 HZ1 N3 04 [ C25 H31 N3 04, a3 4 4.452
C25 HZ1 N3 04 + [ C25 H31 M3 04, 437.2318 4.723
204.0561@7.538 1 204.0561 7.539) -
Find: @ Fndiext @ Find Previous: [ Makeh Case: }

| Help ccpack | weres | nsh | concel |

Figure 101 Save Entity List is similar for many operations

Filter on Sample Variability Filter entities based on the standard deviation or coefficient of variation of intensity
values within a condition. The new entity list is placed in the Analysis folder within
the Experiment Navigator.

a Click Filter on Sample Variability in the Workflow Browser. This operation is
illustrated with data from the “Two-variable experiment”.

b Select your entity list and interpretation on the Entity List and Interpretation
page (Filter on Sample Variability (Step 1 of 4)):
1. Click Choose to select the Entity List.
2. Click Choose to select the Interpretation.
3. Click Next.

BAFilter on Sample Yariability (Step 1 of 4) x|

Entity List and Interpretation.
Define inputs for Fiter on Sample Yarisbility,

Entity List IFiItel’Ed on Flags {accCalls=[P, M], filterCondit Honse, |

Interpretation [4ll Samples Chanse. ., |

| Help cebek | Medss | Frish || cowd |

Figure 102 Entity List and Interpretation, Filter on Sample Variability (Step 1 of 4)

¢ Enter parameters on the Input Parameters page (Filter on Sample Variability

(Step 2 of 4)):

1. Select Coefficient of variation <.

2. Type 50 % for the percent used for the filter.

3. Type a value for the number of conditions that an entity must meet in Retain
entities in which at least ___ out of # conditions have values within range.
The default value is 1.

4. Click Next.
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Filter by Flags

Quality Control

[EXFitter on Sample Variability (Step 2 of 4) x|

Input Parameters

Entities are fitered based on the deviation of the intensity values within a condltion, Define the stringency of the fiter by selecting the number of
coneltions in which the entity must pass the fiter,

Range of Interest

@ Coefficent of vatiation < l—sm %
" Coefficent of variation »>= l—zs %
C Standarddeviabon <[ L0

C Standard deviation == 1.0

€ Stardsrderor <[ 0%

€ Standarderors=| 05

Retain entities inwhich at lzast 1 out of 1 conditions have walues within range
‘ Help < Back | ext = | Einiish | Cancel |

Figure 103 Input Parameters, Filter on Sample Variability (Step 2 of 4)

d Review your filter results on the Qutput Views of Filter on Sample Variability

page (Filter on Sample Variability (Step 3 of 4)):

1. Review the entities that passed the filter conditions using the spreadsheet
view or the profile plot view. The total number of entities and number of enti-
ties passing the filter, along with their filtering condition, are displayed.

2. Click Back, make changes to the parameters, and click Next to return to this
view.

3. Click Next.

EXFilter on Sample Variability (Step 3 of 4) x|

Output Yiews of Filter on Sample Variability
Prafile plot and spreadshiest view of entities that passed the filer,

Displaying 163 of 6518 entities where 1 out of 1 conditions have C¥ < 50,0 percent.

Mormalized Intensity Values

01-Co. 40-Vari
FE| Spreadsheet | 2 Prafile Plot x
‘ Help << Back | Mext =2 | Fifiisty | Cancel |

Figure 104 Output Views of Filter on Sample Variability, Filter on Sample Variability
(Step 3 of 4)

e Enter parameters on the Save Entity List page (Filter on Sample Variability (Step 4
of 4)):
1. Follow the steps presented in “The Save Entity List page” on page 124.
2. Click Finish.

The main goal of Filter by Flags is to remove “one-hit wonders” from further consid-
eration. A one-hit wonder is an entity that appears in only one sample, is absent
from the replicate samples, and does not provide any utility for statistical analysis.
The new entity list is placed in the Analysis folder within the Experiment Navigator.

a Click Filter by Flags in the Workflow Browser. This operation is illustrated with
data from the “Two-variable experiment”.
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b Select your entity list and interpretation on the Entity List and Interpretation
page (Filter by Flags (Step 1 of 4)):
1. Click Choose to select the Entity List.
2. Click Choose to select the Interpretation.
3. Click Next.

[EArilter by Flags (Step 1 of 4) x|
Entity List and Interpretation.

Define inputs For Filter by Flags analysis.

Entity List [all Entities [ |

Inkerpretation  [All Samples Choose. |

‘ Help e Back | Mext =2 | Firiist | Cancel |

Figure 105 Entity List and Interpretation, Filter by Flags (Step 1 of 4)

¢ Enter parameters on the Input Parameters page (Filter by Flags (Step 2 of 4)):

1. Mark the Present check box.

2. Mark the Marginal check box.

3. Clear the Absent check box. This flag is useful when you want to identify enti-
ties that are missing in the samples. You can use this flag in conjunction with
the Next and Back buttons to review the entities that are missing in some
samples.

4, Click at least ___ out of X samples have acceptable values. The value “X" is
replaced in your display with the total number of samples in your data set.

5. Type 2 in the entry box. By setting this parameter to a value of two or more,
one-hit wonders are filtered.

6. Click Next.

EEXFilter by Flags (Step 2 of 4) x|
Input Parameters

Entities are fitered based on their flag values, Select the flag valuss that an entity must satisfy to pass the filter by defiring the acceptable flags.
Define the stringency of the fiter by sslecting the minimum number of samples in which entity must pass the filtr or by sslecting the minimum
percentags of samples vithin amy x out of y conditions in which the ertity must pass the fier.

Acceptable Flags

¥ Present
[¥ Marginal
[~ Absent

Retain entities in which
 atleast 1000 % of the values in any 1 out of 1 conditions have acceptable values
@ atleast 2 out of 40 samples have acceptable values

‘ LWI << Back. | Dext == | Firiish | Cancel
Figure 106 Input Parameters, Filter by Flags (Step 2 of 4)

d Review your filter results on the Output Views of Filter by Flags page (Filter by

Flags (Step 3 of 4)):

1. Review the entities that passed the filter conditions using the spreadsheet
view or the profile plot view. The total number of entities and number of enti-
ties passing the filter along with their filtering condition are displayed.

2. Click Back button, make changes to the parameters, and click Next to return
to this view.

3. Click Next.
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[EAFilter by Flags (Step 3 of 4) x|
Output Views of Filter by Fags ‘

Profile plot and spreadsheet view of entities that passed the fiter,

Displaying 6518 of 9285 entities where at [sast 2 out of 40 samples have flags in [P, M]

204

Mormalized Intensity Values
=)

01-Co. .. . . . . . . © e 40-Vari.

All samples

FE| Spreadsheet | 2 Prafile Plot x
‘ Help << Back | Mext =2 | Fifiisty | Cancel |

Figure 107 Output Views of Filter by Flags, Filter by Flags (Step 3 of 4)

e Enter parameters on the Save Entity List page (Filter by Flags (Step 4 of 4)):
1. Follow the steps presented in “The Save Entity List page” on page 124.
2. Click Finish.

Filter by Abundance Filter out masses that have abundance values below the reliable detection limit of
the mass spectrometer. You can set the proportion of conditions that must meet the
criteria you specify. For example, to eliminate masses that do not meet a specified
control value at least once in the experiment, you can filter them out by setting a
minimum abundance value to be met in at least one condition. You can decide the
proportion of conditions that must meet a certain threshold. The new entity list is
placed in the Analysis folder within the Experiment Navigator.

a Click Filter by Abundance in the Workflow Browser. This operation is illustrated
with data from the “Two-variable experiment”.

b Select your entity list and interpretation on the Entity List and Interpretation
page (Filter by Abundance (Step 1 of 4)):
1. Click Choose to select the Entity List.
2. Click Choose to select the Interpretation.
3. Click Next.

[EXFilter by Abundance (Step 1 of 4} x|

Entity List and Interpretation.
Define inputs For Filter by Abundance analysis,

Entity List [Fiiter=d on Flags {accCalls=[P, M], filcerCondit ChEGEE, 1

Interpretation [l Samples Chaose.., |

‘ Help cebek | Medss | Frish || cowd |

Figure 108 Entity List and Interpretation, Filter by Abundance (Step 1 of 4)

¢ Enter parameters on the Input Parameters page (Filter by Abundance (Step 2 of
4)):
1. Select either Raw Data or Normalized Data for applying the filter.
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2. Select either Filter by Values or Filter by Percentile with respect to the entity
signal intensity (volume).

3. Assign values to the upper and lower cut-off range. For Filter by Percentile set
the Upper cut-off value to 100 percent and the Lower cut-off value to 20
percent for the range of interest. Similarly, when using data values, set the
upper and lower cut-off values so that the values selected pass approximately
80% of the samples based on their signal intensity.

4, Select retain entities in which at least of # samples have values within
range. Type 20 in the value.
5. Click Next.
|

Input Parameters
Entities are filtered based on their signal intensity values. Select the range of intensity values that an entity must satisfy o pass the fiter by setting the
upper and lower percertile cut-offs. Define the stringency of the fiter by selecting the minmum number of samples in which the entity must pass the
Filter or by selecting the minimum percentage af samples within any x aut of y candtions in which the entity must pass the filter,

Data ka Fiter on

5 Raw Data

" Normalized Data
Filter by

 Fileer by value

& Filker by Percentile

Range of interest (Percentilz/yalue)

Upper cut-off [100.0

Lower cub-off  [20.0

Retain entities in which

gt least 100 % of the values in amy 1 out of 1 conditions are within range:
1+ atleast 20 out of 40 samples have values within range

‘ Help Mext o> | Fren | Gancel

Figure 109 Input Parameters, Filter by Abundance (Step 2 of 4)

d Review your filter results on the Qutput Views of Filter by Abundance page (Filter

by Abundance (Step 3 of 4)):

1. Review the entities that passed the filter conditions using the spreadsheet
view or the profile plot view. The total number of entities and number of enti-
ties passing the filter along with their filtering condition are displayed.

2. Click Back, make changes to the parameters, and click Next to return to this
view.

3. Click Next.

EXFilter by Abundance (Step 3 of 4) x|
Output Views of Filter by Abundance
Prafie plot and spreadshiest view of entities that passed the fiker,

Displaying 5163 of 6518 entities where at least 20 out of 40 samples have values between 20.0 and 100.0 th Percentils in the Raw Data

204

Log2 Mormalized Abundance Values
o

_204

01-Co 40-Vari

] Spreadshest | a2 Profile Flat %
| et |Tewn ] roh | g |

Figure 110 Output Views of Filter by Abundance, Filter by Abundance (Step 3 of 4)

e Enter parameters on the Save Entity List page (Filter by Abundance (Step 4 of 4)):
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1. Follow the steps presented in “The Save Entity List page” on page 124.
2. Click Finish.

Filter by Annotations Filter entities based on search fields, conditions, and search values that are part of
the sample descriptions. The new entity list is placed in the Analysis folder within
the Experiment Navigator.

a Click Filter by Annotations in the Workflow Browser. This operation is illustrated
with data from the “Two-variable experiment”.

b Select your entity list on the Input Parameters page (Filter by Annotations (Step 1
of 4)):
1. Click Choose to select the Entity List.
2. Click Next.

[EXFilter by Annotations (Step 1 of 4) x|

Input Parameters
Define inputs Far Filter by Annotations.

Entity List |Filtered on Flags {accCalls=[F, M], filterCondit | ChEGEE, 1

‘ Help cebek | Medss | Frish || cowd |

Figure 111 Input Parameters, Filter by Annotations (Step 1 of 4)

c Enter parameters on the Add/Remove filter conditions page (Filter by Annota-
tions (Step 2 of 4)):

1. Click the blank cell under the Search Field column to add a filter condition.

2. Select an option from the Search Field drop-down list. Available selections for
the search field are Number Passed, Compound Name, Annotations, Mass,
Retention Time, or CAS Number.

3. Select a condition from the Condition drop-down list. The available conditions
depend on the search field selected in the prior step:

« =, # 2, < orinthe range are available when the Search Field value is
Number Passed, Mass, or Retention Time.

+ equals, does not equal, starts with, ends with, or includes are available
when the Search Field value is Compound Name, Annotations, or CAS
Number.

4. Enter the value in the Search Value cell. When the Condition selected is in the
range two numerical values are entered separated by a comma.

5. Click Add to add an additional search condition. Click Remove to remove
search conditions you no longer need.

6. For multi-line search queries, select AND or OR from the Combine search
conditions by drop-down list.

7. Click Next. If you do not add any valid search conditions all of the entities are
selected.
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Quality Control

[EAFilter by Annotations (Step 2 of 4) x|
Add/Remaove filter conditions
In the condtion panel below you can addjremove one or more conditions for filter on entities. The entities matching the filter criteria will be shown
selected on the next page. If you do not add any valid condtion all the entities wil be selected.
Search C
add | Remove
Search Fisld Condition Search Walue
Mass inthe range 200,500
Retention Time inthe range 3,15
Carnbine search condtions by [AND =

Help et z» | Erish | cancel

Figure 112 Add/Remove filter conditions, Filter by Annotations (Step 2 of 4)

d Review your filter results on the Filter Results page (Filter by Annotations (Step 3
of 4)):

1. Review the entities that passed the filter conditions using the spreadsheet
view. The entities (rows) that pass the annotation filter are highlighted. The
total number of entities (rows) that pass the filter is displayed above the table.

2. Click Back, make changes to the parameters, and click Next to return to this
view.

3. Click Next.

EEXFilter by Annotations (Step 3 of 4) x|

Filter Results

In the spreadshest below entities which passed Fiter condtions ars selected. Hers you can also manually modify the sslection by Ctri-click to change
the selection. The final entty list wil be created using the selected entities an this page.

Selected 2753 rows of 6518

Compound Number Passed Annotations Mass Retention Time CAS Number
C24 H28 05 5 14/ [C24 H28 05 S, 428 1653 057 -
C9HI4MNEOS 30/ [CH9HI4 NG O3, 282 1002 064
187 .0628@2,065... 14 187.0628) 065
280.0835@32,087... 2 2800835 .088
|863.4837@3.057... 26 8634637 3.058]
180.0475@3 082 2 180.0475 2.082
458 0744@3 083 el 4580744 3.083
C10 H14 52 12| [C10 H14 52, mfg 1980527 3.084]
AN 1nmsaT nRa o San 1ass EWr d]

Help ccpack [[[Htss || Frn | cone |

Figure 113 Filter Results, Filter by Annotations (Step 3 of 4)

e Enter parameters on the Save Entity List page (Filter by Annotations (Step 4 of
4)):
1. Follow the steps presented in “The Save Entity List page” on page 124.
2. Click Finish.
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Analysis

Analysis
Statistical Analysis
Filker on Yalcano Plok
Fold Change
Clustering
Find Similar Entities
Filker On Paramekers
Principal Component Analysis
Find Minimal Entities

Statistical Analysis

Analysis

Mass Profiler Professional supports multiple statistical analytical methods. The sta-
tistical methods available to your analysis depend on your experiment design.

Analysis consists of six operations:
+ “Statistical Analysis” on page 132
+ "Filter on Volcano Plot” on page 142
* "“Fold Change” on page 149
» “Clustering” on page 154
+ “Find Similar Entities” on page 158
+ "Filter on Parameters” on page 162
» “Principal Component Analysis” on page 165
* “Find Minimal Entities” on page 170

Statistical analysis is the pair-wise comparison between two conditions. Because
metabolomics involves the analysis of large data sets spanning many conditions, the
result of the analysis does not simply pertain to a single hypothesis. The result is
from comparisons made against many hypotheses as each pair-wise comparison is
made.

For any particular test a p-value may be thought of as the probability of rejecting the
null hypothesis when it is in fact true. For a p-value of 0.05 approximately one out of
every twenty comparisons results in a false positive analysis (rejection of the null
hypothesis when in fact it is true). Thus, if our experiment involves performing 100
comparisons with a p-value of 0.05, we expect five of the comparisons to be false
positives. A proper statistical treatment therefore controls the false positive rate for
the entire comparison set among the samples that make up the experiment.

The Statistical Analysis wizard has nine (9) steps. The steps that you use depend on
your experiment and the combination of the conditions and the statistical test you
select in the second step of the wizard (see Figure 114 on page 133 through

Figure 117 on page 134). The new entity list is placed in the Analysis folder within
the Experiment Navigator. More than one entity list may be created from your analy-
sis.
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One-Variable Data Set
Input Select
Parameters Test
(1 0f 9) (20f9)
Select p-Value
ANOVA Posthoc Test Computation

(30f9) (6 of 9)
c
o
‘g ANOVA Select p-Value
© = unequal Posthoc Test Computation
2 variance (30f9) (6 0f 9)
8
5
» p-Value Pairing Save
2 l?/rvuasl:?:l -Computation Options 'Z;z?‘; Entity List
2 (60f9) (7 of 9) (90f9)
S
5
5 Repeated RCoI;lmn c p—VaIug
° EseEs eordering omputation
g (4 0f9) (50f9)
g

Column p-Value
Reordering Computation
(4 0f9) (50f9)

Figure 114 Flow chart of the Statistical Analysis wizard based on the test selection
for the one-variable data set. The p-value computation, step (5 of 9), may be asymp-

totic or permutative.

Two-Variable Data Set

Input p-Value Pairing Results Save
Parameters Computation Options (©0f9) Entity List
(10f9) (50f9) (7 of 9) (9 0f 9)

Figure 115 Flow chart of the Statistical Analysis wizard based on the two-variable
data set. The p-value computation, step (6 of 9,) is asymptotic.

Data Set with One Parameter containing Two Parameter Values

Input Select
Parameters Test
(10f9) (20f9)

Column p-Value
T;‘:;Zscj( Reordering Computation
P @of9) 5019)

T-Test p-value
y Computation
unpaired (60f9)

3
°
k]
2
©
7}
@
2
& T-Test
-Tes
®» " p-Value Save
2 LS;‘ZBIL? Computation '(?892?‘5;5) Entity List
2 4 (60f9) (90f9)
5} variance
o
3
5 Mann- p-Value
- Whitney Computation
g unpaired (6 0f9)
=
Mann- Column p-Value
— Whitney Reordering Computation
paired (4 of 9) (50f9)
Moderated p-Value
" T_Test Computation
(60f9)

Figure 116 Flow chart of the Statistical Analysis wizard based on a data set with
one parameter containing two parameter values, and selecting two conditions in

step 2.

133



Advanced operations

1. Launch the Statistical
Analysis wizard in the
Workflow Browser.

2. Select the input
parameters in Statistical
Analysis (Step 1 of 9).

3. Select the test in

Statistical Analysis (Step

2 of 9).

Analysis

Data Set with One Parameter containing Two Parameter Values

Input p-Value Save
Parameters Computation T";z;"gs) Entity List
(10f9) (50f9) (90f9)

JIRlest Condition 2 = None
against
zero

Mann-
Whitney
against
zero

Wizard order does not
depend on test selection

Figure 117 Flow chart of the Statistical Analysis wizard based on a data set with
one parameter containing two parameter values, and selecting only one condition in

step 2.

a Click Statistical Analysis in the Workflow Browser. This operation is illustrated
with data from the “One-variable experiment” and the “Two-variable experiment”
to provide an overview to more of the wizard options. The steps that you use
depend on your experiment and the statistical test you select in the second step
of the wizard (see Figure 114 and Figure 115 on page 133). Steps 4, 5, and 6, used
when your data consists of a single parameter with two parameter values, are
illustrated in section “Filter on Volcano Plot” on page 142.

a Click Choose to select the Entity List. By default, the active entity list is selected
and shown in the dialog. It is recommended to select an entity list that has been
at least filtered on flags.

b Click Choose to select the Interpretation. By default, the active interpretation of
the experiment is selected and shown in the dialog.

¢ (optional) Mark Exclude missing values from calculation of fold change and p-
value.

d Click Next.

i

Input Parameters
Select entity list and interpretation
Entity List  [Fikered on Flags {accCalls=[F, M], filterCondic Choose. ..
Inkerpretation [Infection - Treatment T |
™ Exclude missing values From calculation of Fold change and p-value,
| Help comok | mewss | eueh || cancel |

Figure 118 Input Parameters page (Statistical Analysis (Step 1 of 9))

a

Select ANOVA statistical test from the Select Test. The list of available statistical
tests varies based on your experiment and the input parameters.

For the one-variable data set the tests available are (Figure 119):

+ ANOVA - A statistical method that simultaneously compares the mean values
between two or more attribute values of an independent variable. This test
assumes that the variance in the attribute values is the same, which is typi-
cally true when there are identical sample sizes (replicates) for each attribute
value.
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4. Select posthoc test in
Statistical Analysis (Step
3 of 9).

Analysis

« ANOVA unequal variance - An ANOVA method used when the sample sizes
(replicates) for each attribute value are not identical.

» Kruskal Wallis - This is an ANOVA that takes additional steps to remove pre-
existing individual sources of variability, such as unequal sample sizes, to pro-
duce more significance in the results.

» Repeated measures - An ANOVA recommended for three or more attribute
values.

+ Friedman - Recommended when the data is a collection of ranks or ratings, or
alternately, when it is measured on a non-linear scale.

For the two-variable data set there is one test available (Figure 120 on page 135):

» 2-Way ANOVA - A statistical method that simultaneously compares the mean
values of the attribute values among two or more independent variables. This
test assumes that the variance in the attribute values are the same, which is
typically true when there are identical sample sizes (replicates) for each attri-
bute value within each attribute (independent variable).

b Click Next.

Depending on your experiment and the test you selected, the next step is either
“Select posthoc test in Statistical Analysis (Step 3 of 9).” on page 135, “Reorder
your columns in Statistical Analysis (Step 4 of 9).” on page 136, “Select your
computation and correction methods in Statistical Analysis (Step 5 of 9).” on
page 136, or“Select your computation and correction methods in Statistical Anal-
ysis (Step 6 of 9).” on page 137.

B statistical Analysis (Step 2 of 3) |
Select Test
Select statistical test to bs parformed.
Seleck kst [Ancva |

|ANOYA unequal variance
Ikruskal walls
Frepeated measures
[Frizdman

| Help <cpack | Metss | et | cancel |

Figure 119 Select Test page for the one-variable data set (Statistical Analysis (Step
20f9))

[BAstatistical Analysis (Step 2 of 9) x|
select Test
Select statistical best o be perfarmed.

Select best

| Help << Back | Next == | Finiishi | Cancel |

Figure 120 Select Test page for the two-variable data set (Statistical Analysis (Step
20f9))

You are guided through this step when ANOVA or ANOVA unequal variance is
selected as the Select Test (Step 2 of 9). The ANOVA test indicates significance in
difference among the attribute values but does not indicate which attribute value
means are significantly different, thus after performing an ANOVA the posthoc test
is used to determine which of the attribute values are particularly different from
each other.

a Select SNK test from the Post Hoc test.
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5. Reorder your columns in
Statistical Analysis (Step
4 of 9).

6. Select your computation
and correction methods
in Statistical Analysis
(Step 5 of 9).

Analysis

The post hoc tests available are (Figure 121):

» SNK - A post hoc test developed to identify the location of differentiation
among many attribute values. This pair-wise test is referred to as the Student-
Newman-Keuls test.

* Tukey HSD - The most common, stringent post hoc test. The Tukey Honest Sig-
nificant Difference test involves the pair-wise comparison of the differences to
the Tukey critical value.

[Astatistical Analysis (Step 3 of 9) x|

Select Posthoc test

Select posthoc test to be performed

Post Hoc [ |

T
[Tukey HSD

| Help << Back | hext > | Einish | Cancel |

Figure 121 Posthoc Test page (Statistical Analysis (Step 3 of 9))
b Click Next.

The next step is “Select your computation and correction methods in Statistical
Analysis (Step 6 of 9).” on page 137. The alternate steps you may encounter in
performing Statistical Analysis are also presented following this step in case your
analysis involves a different test.

You are guided through this step when Repeated measures or Friedman is selected
as the Select Test (Step 2 of 9). This step is presented when the selected test
involves pair-wise comparisons.

a Select and reorder the entity lists within each column as you like to carry out the

paired tests. Reordering involves the Up, Down, and Restore buttons along the
right side of the page as described in “Review and order the selected files that
are imported in the MS Experiment Creation Wizard (Step 5 of 11).” on page 67.

b Click Next.
[BAstatistical Analysis (Step 4 of 9) x|
Column reordering
Feeorder the columnin the desired Form ko carry out paired test
Groups
[ [Contral] | [Aaw] | [BR] [cn]
[o1-Control: Logz |11-Varistion AW: Logz [21-wariation BR: Log2 3L-Varistion CN: Logz
02-Contral: Logz 12-Variation AW: LogZ [22-ariation BR.: Log2 32-Variation CN: LogZ
13-Variation AW: Log2 [23-Wariation BR.: Log2 33-Variation CN: Log2
0<Contral: Log2 14-Variation AW: LogZ [24-Variation ER.: Log2 34-Variation CN: LogZ [2]
05-Control: Logz 15-Variation AW: LogZ [25-Wariation BR: Log2 35 Wariation CN: LogZ [
06-Control: LogZ 16-Variation AW: LogZ [26-Wariation BR: Log2 36-Variation CN: LogZ ©
07-Contral: Log2 17-Variation AW: LogZ [27-Wariation BR: Log2 37-Variation CN: LogZ
05-Contral: Log2 18-Variation AW: LogZ [26-warlation BR.: Log2 38-ariation CN: LogZ
09-Contral: Log2 15-Variation AW: LogZ2 [23-ariation BR.: Log2 ¥5-Variation CN: Log2
10-Control: LogZ 20-Variation AW: LogZ [30-Variation ER.: Log2 40-Variation CN: LogZ
| elp <cgack | Hetse | Frsh | cancel |

Figure 122 Column reordering page (Statistical Analysis (Step 4 of 9)

You are guided through this step when Repeated measures, Friedman, or 2-Way
ANOVA is selected as the Select Test (Step 2 of 9). This step is presented when the
selected test involves pair-wise comparisons.

a Select Asymptotic for the p-value computation algorithm. Asymptotic is the

default and only choice based on the prior test selection.
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7. Select your computation
and correction methods
in Statistical Analysis
(Step 6 of 9).

Analysis

b Select Benjamini Hochberg FDR (false discovery rate) for the multiple testing
correction. This parameter selection is used to control the false positive rate for
the entire comparison set among the samples that make up the experiment. Ben-
jamini Hochberg FDR (false discovery rate) is the default selection.

[Astatistical Analysis (Step 5 of 9) x|

p-value Computation

prvalue will be computed asymptotically.
Select corvection method For multiple testing correction.

prvalue Computation
% asymptatic

Pltiple Testing Correction
Mo Correction

" Bonferroni FWER

" Bonferroni Holm FWER:

" Benjamini Hochberg FOR.
" Storey with Bootstrapping

" Storey with Curve Fitting

Erich || cancel |

| Help

Figure 123 p-value Computation page (Statistical Analysis (Step 5 of 9))
c Click Next.

The next step is “Select your pairing options in Statistical Analysis (Step 7 of
9).” on page 138.

You are guided through this step when ANOVA, ANOVA unequal variance, or Krus-
kal Wallis is selected as the Select Test (Step 2 of 9). The p-value computation is
performed in cases when 1-way ANOVA tests are performed against zero - such as
when the data has a single independent variable.

a Select Asymptotic for the p-value Computation. If you select Permutative, type
the Number of Permutations the computation performs.

b Select Benjamini Hochberg FDR (false discovery rate) for the multiple testing
correction. This parameter selection is used to control the false positive rate for
the entire comparison set among the samples that make up the experiment. Ben-
jamini Hochberg FDR (false discovery rate) is the default selection.

¢ Click Next.
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8. Select your pairing options
in Statistical Analysis
(Step 7 of 9).

[B\statistical Analysis (Step 6 of 9) x|

p-value Computation
Choose whether pvalue computation is bo be dane asymptatically or by permutative method, IF permutative option is chosen, specify number of
permutations ta be performed,

Itis to be noted though, that the p-value computation will always be Asymptotic if Moderated T-Test is chosen, Hence, the choice of Asymptotic or
Permutative calculation of p-values does not exist with Moderated T-Test,

For T-Test and Mannihitne, if all possible permutations come aut o be less than the number of permutations specified hers, al passible permdtations
will be performed.

Select corvection method For multiple testing correction, Please nate that Storey's MTC methods are mast apprapriate for large entity lists which are not
selectively enriched or fikered on the basis of diferential expression or splicing.

pevalue Computatian

@ hsymptotic

£ Permutative

fumber of Permutations. 100

Pltple Testing Correction

" Mo Correction

" Bonferron FWER.

" Banferroni Holm FWWER:

" estfal Young Permutative
+ Benjamini Hochberg FDR.
{~ Storey with Bootstrapping

 Starey with Curve Fitting

| Help <coak |[Thetos || Fnish | ool |

Figure 124 p-value Computation page (Statistical Analysis (Step 6 of 9))

Analysis

Choose one or more pairs of conditions, or specifically specify the conditions you

want to compare for your analysis.

a Select your Select pairing option.

b If you selected All against a single condition, select your Select condition from
the available pairing options. The page appears as shown in Figure 125.

[Astatistical Analysis (Step 7 of 9) x|

Pairing Options
You can choose one or more pairs of conditions o explicitly specify all conditions against a single condition.
IF you choose: "Pairs of conditions”, fold change is calculated as "Condition 1%/ “Condition 2",
IF you choose "All against single Condition”, then Fold change will be calculated as "Each condition” | “Selecked condition”

Selact pairing option : | 4ll anainst single condition -]

Select candtion  [[Control, 000]

Erich || cancel |

| Help

Figure 125 Pairing Options page (Statistical Analysis (Step 7 of 9))

¢ If you selected Pairs of conditions, select your Condition Pairs and set the pre-
ferred pairing order from the available pairing options. The page appears as

shown in Figure 126 on page 139.
d Click Next.
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9. Review your results in
Statistical Analysis (Step
8 of 9).

Analysis

[B\statistical Analysis (Step 7 of 9) x|

Pairing Options

ou can chaose one or mere pairs of conditions or explicitly specify all condtions against a single condition.
If you choose "Pairs of conditions", fold change is caleulated as "Condition 1% “Candition 2",
If you choose "8l against single Condtior, then fold change willbe calculsted as "Each conditiont | "Selected condition”

Select paiting aption ;| Pars of conditions =]

Caondition Pairs

[ select | Conltion 1 [ Condition 2 |
| |[Contral, 000 |[[Contral, 250] |
, 00

<7

[[Carkral, 2500 [[tnfected, 250] |
|[infected, oo0] [[tnfected, 250] |

]
=
=
-

| Help << Back | Next == | Finiishi | Cancel |

Figure 126 Pairing Options page (Statistical Analysis (Step 7 of 9))

This step displays the results of your analysis. The results are displayed in multiple
tiled windows and the views differ based upon the tests performed.

Test Description: This window describes the statistical test that was applied to the
samples along with a summary table that organizes the results by p-value. A p-value
of 0.05 is similar to stating that if the mean values for each parameter value (a con-
dition of an independent variable) are identical, then a 5% chance or less exists of
observing a difference in the parameter value mean value as large as you observed.
In other words, statistical treatment of random sampling from identical populations
with a p-value set at 0.05 would lead to a difference smaller than you observed in
95% of experiments and larger than you observed in 5% of the experiments.

The test description used for computing p-values, type of correction used, and P-
value computation type (Asymptotic or Permutative) are reported.

Result Summary: The last row of data in the result summary shows the number of
entities that would be expected to meet the significance analysis by random chance
based on the p-value specified in each column heading. If the number of entities
expected by chance is much smaller than those based on the corrected p-value you
have realized a selection of entities that show significant difference in the mean val-
ues of the parameters.

Compound Table: Each entity that survived the filters is now presented by com-
pound along with the p-values expected and corrected for each of the interpretation
sets. Each entity is uniquely identified by its average neutral mass and retention
time from across the data sets. The table shows Compound Name, p-values, cor-
rected p-values, Fold change (Absolute), and regulation. FC Absolute means that the
fold-change reported is absolute. In other words, if an entity is 2-fold up or 2-fold
down, it is still called as 2.0 fold, instead of being called 2.0 fold (for up-regulation)
and 0.5 (for down-regulation). Absolute essentially means that no directionality
associated with the value exists. Directionality or regulation is indicated separately
under the regulation column.

Venn Diagram: Display of the Venn Diagram, or other plot, depends on the samples
and experiment grouping for the analysis. The entities that make up each selected
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B statistical Analysis (Step 8 of 9) x|

Results

To apply 3 new p-value/g-value cut-off, drag the respective "cut-off” sliders or InpuE the new value in the text box. To save entities that passed the spplied cut-off, click "Next”. To save a subset of
these entities as a custom entity list, selsct entities From the view and click "Save custom list” bukton, For amy entity, in case any one of more Factars could not be evaluated then those entities
would not be considered for Statistical Analysis. Such entities would then appsar as a separate tab called "Excluded Entities” besides the spreadshest for p-valussig-values below.

Flease nots that if any entity has less than twa values in either of the conditions then that entity wil get Fitered out.

Analysis

section of the Venn diagram are highlighted in the p-values spreadsheet. The Venn
diagram is a graphical view of the most significant entities in each of the sample
analysis. Entities in common to the analyses are depicted as overlapping section of
the circles. Fewer entities in the regions of overlap are an indication that the sam-
ples support the hypothesis that a difference exists in the samples based on the
experimental parameters.

Volcano plot: This plot comes up only if two groups exist in the Experiment Group-
ing. The entities which satisfy the default p-value cutoff (0.05) appear in red and the
rest appear in grey. This plot shows the negative log10 of p-value against log
(base2.0) of the fold change. Compounds with a large fold-change and low p-value
are easily identifiable on this view. If no significant entities are found, you can
change the corrected p-value cut-off. You can choose an alternative control group by
using the Back button. The label at the top of the wizard shows the number of enti-
ties satisfying the given p-value.

Note: To change the plot view or export the plot to a file, click and right-click fea-
tures available on the plot in a same manner similar to that presented in “Review
the summary report in the Analysis: Significance Testing and Fold Change (Step 1 of
8) workflow.” on page 82. The graphical plot operations available are described in
section 7 Data Visualization in the Mass Profiler Professional User Manual.

a Review your results.
b Move the slider or type in the p-value cut-off value. The default value is 0.05.

Move the slider p-value cut-off until the results displayed are satisfactory. It is
recommended that the analysis be re-run several times to develop an understand-
ing of how the p-value cut-off affects the results. A larger p-value passes a larger
number of entities.

Displaying 218 entlties out of 2057 satisfying Corrected p-value (Benjamini Hochberg FOR) cut-off 0.05.

~Test Description
Selected Test :

ir=l
Zway ANOVA & &

p-value computation:  Asymptotic
Multiple Testing Correction: Benjamini-Hochberg ZoomltolfitfviEwmltalv siblelareal
Result Summar
pal [ P<oos [P<opz [ P<o.01 [P <oooso[p<0.0010
Corrected p-value{Infection) 2957 68 54 ar 37] 34
Corrected p-value(InFection-Treatment) 2957 44 22| El] E 0]
Corrected p-value(Treatment) 2957 184 150 143 109, 3l
Expected by chance 3 1 [ [ [

Compou... SSRatiodl...| SSRatiodl...| SSRatio(.. | p dnfecti..| p dnfecti...| p (Treat.. |p Corp (..

C13 H2 212459 1212459 119270 3 74E-01] 3 74E-01| 1 60E-05| & 87E-01 ﬁ!

96.991@ | 0.01647 | 0.01647 6689099 4 84E-01) 9 84E-01| 1 14E-03 1.00EQD

C18 He 0.03439 | 0.77084. | 140755 5. 17E-01| &21E-03| 1 03%E-03| &22E-01 /'l

C1sHCl 403 049 | 126576 162 0463 3 02E-04| 1 58E-02| 7 94E-0 1 69E-02 143

785.937...|53.0632 488.732|53 0632 1.15E-01| 2.35E-04| 1.15E-01| 4 08E-01| \ / YTy e—
C21H1L 166169, | 16,6169 680.0014| 2.88E-01) 2 88E-01| 123E-05| &37E-01 s 24 e

C18 H5 . 157.2449] 184.9543| 372,089 L 40E-02| 8 324E-03| 833E-04 1 85E-01 o

C22 HS 75.3860 590 102 |38 0815 6 64E-02| 1.07E-04| 1 77E-01] 4 03E-01

B57. 985 256327 212 7657|247.510 4 93E-14| 1 49E-13| 8 03E-15| 5 40E-12

C20H24 | 007491 | 0.15344 | 496 425 9 53E-01| 9 42E-01| 117E-03 1.00EQD

CloH14 260136 302 810 |230275 1 0%E-17| 4 38E-18| 2 26E-17| 1 69E-15 =

CFLTT TTTe ot asealew sl = e ol 395 ail 3 e nel & e m_'_l

|
Corvected palug ol |———— Jo0s Savve ciistom sk,

I Help << Back | Mext == | sty | Cancel |

Figure 127 Results page (Statistical Analysis (Step 8 of 9)) from the one-variable
experiment
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[B\statistical Analysis (Step & of 9) x|

Results
To apply a new p-valugjg-value cut-off, drag the respective "cut-off" sliders or input the new value in the text box. To save entities that passed the
applied cut-off, click "Next", To save a subset of these enlities as a custom entity list, select entities from the view and click "Save custom list" button,
For any entity, in case any one or more Factors could not be evaluated then those entities would not be considered for Statistical Analysis. Such
entities would then appear as a separate tab called "Excluded Entities” besides the spreadsheet for p-valuesfq-values belous,

Please noke that if any entity has less than two values in either of the conditions then that entity wil get filtered out,

Displaying 999 entities out of 1355 satisfying Corrected p-valus (WestFal Young Permutative) cut-off 0.05,

Test Description Test Description
Selected Test : Oneway ANOVA

pevalue computation:  Asymptotic ShIK Post Hoc test, Ertities found to be diferentially expressed are represented
Mulbiple Testing Correction:  Westfall-Young in the blue boxes, while entities Found not ta be dfferentially expressed are

represented in the orange boxes. To save entities of interest as an entity list,
select one or multiple boxes and click on the "Union” o "Inkerszction” button.
Result Summary

[ pal [p<o.fr<o.fr<o.[r<o.[r<0..
Result Surmary
Corre...| 1385]  5995]  964[ 963 963 963
[aw] [6R] [cn]

Expec...| | e = 13 5 1 Group Name [Control]
[Contral]  |393 512 934 736

[Aw] 467 999 a10 560
[ER] 65 169 299 597
[n] 263 419 402 999
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Figure 128 Results page (Statistical Analysis (Step 8 of 9)) from the two-variable
experiment

¢ (Optional) Create a custom entity list.
1. Click one entity in the compound table, or multiple entities while pressing the
Shift or Ctrl key.
2. Click Save custom list.
3. Click Configure Columns to select custom annotations.

4. Click OK.
5. Type in descriptive information that is stored with the saved entity list.

6. Click OK.
7. Repeat saving of custom entity lists as necessary.

d Click Back, make changes to prior parameters, and click Next to return to the
results until you are satisfied with your analysis.

e Click Next.

10. Enter save entity list The review content and parameters you enter in the Save Entity List page is the
parameters in Statistical same as presented in the Significance Testing and Fold Change workflow.

Analysis (Step 9 of 9). a Follow the steps presented in “The Save Entity List page” on page 124.
b Click Finish.
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Filter on Volcano Plot

Analysis

[B\statistical Analysis (Step 9 of 9) x|

Save Entity List
This window displays the details of the entity lists created as a result of statistical analysis,

il Hame:  [2way ANOVA p (Corr) (Infiction) cut-0ff = 0,05
2way ANGVA p (Coi
Zway ANOVA D (ol Motes [ Created from Advanced Analysis operation: significance Analysis.

Entitylist : Fitered on Flags {accCalls=[P, M], fikerCandition=[samples, [2]]}
Inkerpretation : Infection - Treatment

Experiment: My Two Variable Experiment

rrrrerted nvalie ok-nffn.ns =l

2way AMOVA p (Cor

Creation date [5Un Jul 01 13:42:29 MDT 2012

Last modified date ISun Jull 13:42:29 MDT 2012

Owner  [gzuser

Technology  [MassHunterQual, LCMS_UINIDENTIFIED_ COMPOUNDS, My Twwa Variable Experiment_

Humber of entities |63

Experiments ’

Entities | attributes |

Compou... SSRatiod... SSRatioql...| SSRatio(.. | p (nfecti.. p (nfecti..| p (Treat.. | p (Corp ¢.. p (Corp C. p (C
C19HClL. |403049. 126576 162.0463| 3 02E-04] 1 7.94E-03| 163E-02] 2 79E.
B57.985. |256.327 | 212 7657|347 510 4.93E-14] 1 8.03E-15| 5. 40E-12
C1l0 H14..|260.136...|302.810..,/230.275...| 1.09E-17| 4. 8| 2.26E-17| 1.69E-15| 8.
C20 H20...| 148996 149803 0.47104| 4.52E-04] 4.43E-04) 1.99E-02| 2.19E-02| 3.05E-02] 1.4
C1l4 H10..| 170793 148419 089362 1.48E-04| 2.71E-04) 1.96E-03) 1.15E-02| 2.22E-02] 3.3
C14 H12 275588 177024 267423 3.41E-05 2.50E-04 3.93E-05 2 81E-03 2.11E-02) 1.2
C10 Hio 4.27543| 199698 651255 1.08E-05 3.53E-04| 126E-06| 9.43E-04| 2 61E-02| 6.7
114 | R A7emsl % anennl 1% 147551 A ARENA 4 4drndl 1 ASFnRl & 21F-mdl 3 heFone Z';I

<
Eind: () Find Mext @) Find Brevious [ |Match Case

Corfigure Columns
il
Help << Back | ext == | Finish | Cancel |

Figure 129 Save Entity List page (Statistical Analysis (Step 8 of 8))

Gl

A volcano plot is a log-log scatter plot where the p-value is plotted against the fold-
change. A volcano plot is useful for identifying events that differ significantly
between two groups of subjects. The name “volcano plot” comes from the plot's
resemblance to an image of a pyroclastic volcanic eruption with the most significant
points at the top of the plot as if they were spewed pieces of molten lava.

A volcano lets you visualize the relationship between fold-change (magnitude of
change) and statistical significance (which takes both magnitude of change and
variability into consideration).

The Filter on Volcano Plot wizard has seven (7) steps. The steps that you use depend
on the statistical test you select in the second step of the wizard (see Figure 130 on
page 143). The new entity list is placed in the Analysis folder within the Experiment
Navigator. More than one entity list may be created from your analysis.
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1. Launch the Filter on Vol-
cano Plot wizard in the
Workflow Browser.

2. Select the input
parameters in Filter on

Volcano Plot (Step 1 of 7).

3. Select the test in Filter on

Volcano Plot (Step 2 of 7).
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Figure 130 Flow chart of the Filter on Volcano Plot wizard.

Analysis

a Click Filter on Volcano Plot in the Workflow Browser. This operation is illustrated
with data from the “Two-variable experiment” to provide an overview of the wiz-

ard options.

a Click Choose to select the Entity List. By default, the active entity list is selected
and shown in the dialog. It is recommended to select an entity list that has been

at least filtered on flags.

b Click Choose to select the Interpretation. By default, the active interpretation of
the experiment is selected and shown in the dialog.

¢ (optional) Mark Exclude missing values from calculation of fold change and p-

value.

d Click Next.

EEXFilter on Yolcana Plot {Step 1 of 7)

Input Parameters

Select entity list and interpretation

Entity List  [Fitered on Flags {accCals=[F, M], fikerCand:

Choose. ..

Inkerpretation [Infection - Treatment

Fi555s,

[~ Exclude missing walues from calculation of Fold change and p-value,

<= Back | Next == | Finiishi | Cancel |

| Help

Figure 131 [Input Parameters page (Filter on Volcano Plot (Step 1 of 7))

a Select Condition 1 from the list of experimental attributes (parameter values)

associated with the independent variable(s).

b Select Condition 2 from the list of experimental attributes (parameter values)

associated with the independent variable(s).

¢ Select the statistical test from the Select Test.
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4. Reorder your columns in
Filter on Volcano Plot
(Step 3 of 7).

Analysis

The tests available are (Figure 132):

EXrilter on volcano Plot (Step 2 of 7) x|
Select Test

Select conditions ko be compared and the statistical test to be performed
Fold change wil be calculated as “Condition 17 *Condition 2",

T-Test unpaired - Selected when the conditions being compared consist of
attribute values from different independent variables. A t-test is a statistical
method that follows the Student’s t-distribution (normal distribution). The test
works from the hypothesis that the difference between the mean of the condi-
tions has a value of zero.

T-Test paired - Selected when the conditions being compared are different
attribute values from the same independent variable.

T-Test unpaired unequal variance - Selected when the conditions being com-
pared consist of attribute values from different independent variables and
when the sample sizes (replicates) for each attribute value are not identical.
Mann-Whitney unpaired - Selected when the conditions being compared con-
sist of attribute values from different independent variables. A Mann-Whitney
test is a statistical method that identifies whether one of the two conditions
tends to have a larger mean without knowledge of the population distribution.
Mann-Whitney paired - Selected when the conditions being compared are dif-
ferent attribute values from the same independent variable.

Moderated T-Test - The moderated t-test is a modification of the t-test
unpaired with better handling of two conditions involving (1) small differences
between their mean values and also having a low variance within each condi-
tion, and (2) large differences between their mean values and a high variance
within each condition.

Condition 1 [[Contral, 000]

Condition 2 [[Infected, 000]

Ll L Led

Select test [TTest unpaired

TTest paired
TTest unpaired unequal variance

Mannithitney unpaired
Mannwihitney paired
Moderated T-Test

| belp <cgack | Hetse | Frsh | cancel |

Figure 132 Select Test page (Filter on Volcano Plot (Step 2 of 7))
d Click Next.

The next step is either “Reorder your columns in Filter on Volcano Plot (Step 3 of
7).” on page 144 or“Select your computation and correction methods in Filter on Vol-
cano Plot (Step 5 of 7).” on page 145.

You are guided through this step when T-Test paired or Mann-Whitney paired is
selected as the Select test (Step 2 of 7). This step is presented when the selected
test involves pair-wise comparisons.

a Select and reorder the entity lists within each column as you like to carry out the
paired tests. Reordering involves the Up, Down, and Restore buttons along the
right side of the page as described in “Review and order the selected files that
are imported in the MS Experiment Creation Wizard (Step 5 of 11).” on page 67.

b Click Next.
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5. Select your computation
and correction methods
in Filter on Volcano Plot
(Step 4 of 7).

6. Select your computation
and correction methods
in Filter on Volcano Plot
(Step b of 7).

Analysis

[XFilter on Yolcano Plot (Step 3 of 7). x|
Column reordering
Reorder the column in the desired Form o carry out paired test
Groups
[ [Infected, 000] | [Contrel, 000]
; 1-1_Contral_000: LogZ
1-2_Control_000: Log2
1-3_Control_000: Log2
2-4_Infected_000; Logz 1-4_Control_000: Log2 2]
&
| << Back | hext > | Einish | Cancel |

Figure 133 Column reordering page (Filter on Volcano Plot (Step 3 of 7))

You are guided through this step when T-Test paired or Mann-Whitney paired is
selected as the Select test (Step 2 of 7). This step is presented when the selected
test involves pair-wise comparisons.

a Select Asymptotic for the p-value computation algorithm. Asymptotic is the
default and only choice based on the prior test selection.

b Select Benjamini Hochberg FDR (false discovery rate) for the multiple testing
correction. This parameter selection is used to control the false positive rate for
the entire comparison set among the samples that make up the experiment. Ben-
jamini Hochberg FDR (false discovery rate) is the default selection.

[EXFilter on Yolcano Plot {Step 4 of 7) |

p-value Computation

prvalle will e camputed asyrptatically,
Select correction method For multiple testing correction,

p-value Compukation
& Asymptotic

Mltiple Testing Correction
Mo Correction

" Bonferron FWER.

" Bonferroni Holm FWER

+ Benjamini Hochberg FDR.
{~ Storey with Bootstrapping

 Starey with Curve Fitting

| elp <<sack | [[RRos.

Frish | cancel |

Figure 134 p-value Computation page (Filter on Volcano Plot (Step 4 of 7))
¢ Click Next.

The next step is “Review your results in Filter on Volcano Plot (Step 6 of 7).” on
page 146.

You are guided through this step when T-Test unpaired, T-Test unpaired unequal
variance, Mann-Whitney unpaired, or Moderated T-Test is selected as the Select
test (Step 2 of 7). The p-value computation is performed in cases when 1-way
ANOVA tests are performed against zero - such as when the data has a single inde-
pendent variable.

a Select Asymptotic for the p-value Computation. If you select Permutative, type
the Number of Permutations the computation performs.
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7. Review your results in
Filter on Volcano Plot
(Step 6 of 7).

Analysis

b Select Benjamini Hochberg FDR (false discovery rate) for the multiple testing
correction. This parameter selection is used to control the false positive rate for
the entire comparison set among the samples that make up the experiment. Ben-
jamini Hochberg FDR (false discovery rate) is the default selection.

¢ Click Next.

EXrilter on volcano Plot (Step 5 of 7) x|

p-value Computation

Choose whether p-value computation is ko be done asymptotically or by permutative method. If permutative option is chosen, specify number of
permutations to be performed

Itis to be noted though, that the p-walue computation will always be Asymptotic if Moderated T-Test is chosen. Hence, the choice of Asymptotic or
Permutative calculation of p-values does not exist with Moderated T-Test

For T-Test and Manniiihitney, if all possible permutations come out to be less than the number of permutations specified here, all possible permutations
will be performed.

Select corvection method For multiple testing correction. Please nate that Storey's MTC methods are mast apprapriate For large entity lists which are not
selectively enriched or filtered on the basis of differential expression or splicing.

pevalue Computation

% asymptatic

" Permutative

Iumber of Permutations: |100

Pltple Testing Correction

" Mo Correction

" Bonferron FWER.

" Banferroni Holm FWWER:

" estfal Young Permutative
+ Benjamini Hochberg FDR.
{~ Storey with Bootstrapping

 Starey with Curve Fitting

| b | <coak |[Thetos || Fnish | ool |
Figure 135 p-value Computation page (Filter on Volcano Plot (Step 5 of 7))

This step displays the results of analysis. For example on completion of T-Test
unpaired. The results are displayed in multiple tiled windows and the views differ
based upon the tests performed.

Test Description: This window describes the statistical test that was applied to the
samples along with a summary table that organizes the results by p-value. A p-value
of 0.05 is similar to stating that if the mean values for each parameter value (a con-
dition of an independent variable) are identical, then a 5% chance or less exists of
observing a difference in the parameter value mean value as large as you observed.
In other words, statistical treatment of random sampling from identical populations
with a p-value set at 0.05 would lead to a difference smaller than you observed in
95% of experiments and larger than you observed in 5% of the experiments.

The test description used for computing p-values, type of correction used, and P-
value computation type (Asymptotic or Permutative) are reported.

Result Summary: The last row of data in the result summary shows the number of
entities that would be expected to meet the significance analysis by random chance
based on the p-value specified in each column heading. If the number of entities
expected by chance is much smaller than those based on the corrected p-value you
have realized a selection of entities that show significant difference in the mean val-
ues of the parameters.

Compound Table: Each entity that survived the filters is now presented by com-
pound along with the p-values expected and corrected for each of the interpretation
sets. Each entity is uniquely identified by its average neutral mass and retention
time from across the data sets. The table shows Compound Name, p-values, cor-
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Analysis

rected p-values, Fold change (Absolute), and regulation. FC Absolute means that the
fold-change reported is absolute. In other words, if an entity is 2-fold up or 2-fold
down, it is still called as 2.0 fold, instead of being called 2.0 fold (for up-regulation)
and 0.5 (for down-regulation). Absolute essentially means that no directionality
associated with the value exists. Directionality or regulation is indicated separately
under the regulation column.

Volcano plot: This plot comes up only if two groups exist in the Experiment Group-
ing. The entities which satisfy the default p-value cutoff (0.05) appear in red and the
rest appear in grey. This plot shows the negative log10 of p-value against log
(base2.0) of the fold change. Compounds with a large fold-change and low p-value
are easily identifiable on this view. If no significant entities are found, you can
change the corrected p-value cut-off. You can choose an alternative control group by
using the Back button. The label at the top of the wizard shows the number of enti-
ties satisfying the given p-value.

You may change the plot view or export the plot to a file by using the click and right-
click features available on the plot in a same manner similar to that presented in
“Review the summary report in the Analysis: Significance Testing and Fold Change
(Step 1 of 8) workflow.” on page 82. The graphical plot operations available are
described in section 7 Data Visualization in the Mass Profiler Professional User
Manual.

a Review your results.
b Move the slider or type in the p-value cut-off value. The default value is 0.05.

Move the slider p-value cut-off until the results displayed are satisfactory. It is
recommended that the analysis be re-run several times to develop an understand-
ing of how the p-value cut-off affects the results. A larger p-value passes a larger
number of entities.

[EXFilter on Yolcano Plot (Step 6 of 7). x|
Results
To apply a new p(corr), Fold change and Abundance DIff (Raw) cut-off dva the respective "cLt-off” sider or Input the new cut-off valus in the text box, To save entities that passed
the applisd cut-off, click "Next", To save a subset as a custom entity list, select entities from the view and click "Save custam list” buttan,
Displayying 59 entities out of 2957 satisFying p-valus cut-off 0.05 and Fold change cut-off 2.0,
Test Description
Selected Test : T Test unpaired 1 b b
p-value computation:  Asymptotic
Multiple Testing Correction: Benjamini-Hochberg
Result Summary: ;
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785.937...| 2.00E-11] 3.70E-09 16.00| 26539.78) 26538.78 4.70
C22 HY 1.45E-10] 1.6BE-08 16.00 91867.72] 91866.55 £.49
CLOHI4..| 4.20E-12] 1 14E-09) 16.00[ 111377.... 111376.... .77
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289.934... | 137E-11] 2.70E-09 16.00] 85411.41] 85410.41 16.28
C20H20..| 2.96E-04] 154E-02 2.33 2.33[214158 7.71
C14H10..| 161E-04] 881E-03 2.40 2.40[425258 B.70
807.921.. | 7.91E-11 L 11E-08 16.00[ 109023.... 108022.... 673 log2 (Fold change)
C14HI12..| 4.71E-04] 2.29E-02 2.82 2.82364664.... 5.48
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Figure 136 Results page (Filter on Volcano Plot (Step 6 of 7))
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8. Enter save entity list
parameters in Filter on
Volcano Plot (Step 7 of 7).

Analysis

¢ Move the slider or type in the Fold change cut-off value. The default value is 2.0.

To re-adjust the fold change cut-off move the slider Fold change cut-off until the
results displayed are satisfactory. It is recommended that the analysis be re-run
several times to develop an understanding of how the fold change cut-off affects
the results. A larger fold change cut-off value passes fewer entities.

d Type in a Abund Diff (Raw, abs) cut-off value. The default value is 0.0.

To calculate filtered entities using the new abundance difference value, press
either the Enter key or the Tab key. Enter abundance difference cut-off values
until the results displayed are satisfactory. It is recommended that the analysis be
re-run several times to develop an understanding of how the abundance differ-
ence cut-off affects the results. A larger abundance difference cut-off value
passes fewer entities.

e (Optional) Create a custom entity list as described in “Review your results in Sta-
tistical Analysis (Step 8 of 9).” on page 139.

f Click Next.

The review content and parameters you enter in the Save Entity List page is the
same as presented in the Significance Testing and Fold Change workflow.

a Follow the steps presented in “The Save Entity List page” on page 124.
b Click Finish.

[EXFilter on Yolcano Plot {Step 7 of 7). |

Save Entity List
This window displays the details of the entity lists created as a result of statistical analysis,

Name [T Test unpaired [Control, 000] ¥s [Infected, 000] P <= 0,05 FC >=2.0

Notes | Crested from Advanced Analysis operation: significance Analysis. 5
Entitylist : Fikered an Flags {accCalls=(P, M], fikerCandition={samples, [2]]F

Interpretation : Infection - Treatment

Experiment: My Two Yariable Experiment

rrwrecked newal e cob-nfFin.ns L‘

Creation date [Tue U103 15:16:42 MDT 2012

Last modified date ITuE 203 15:16:43MDT 2012

Owrner  [gaser

Technology  [MassHunterGual.LCHS_UNIDENTIFIED_COMPOLINDS, My Two Varisble Experiment_2011_Dec_1'

Number of entities  [53

Experiments

Entities | Attributes |

Compou... P p (Corm FC (abs) | Regulati... FC Abund D... Abund D...| Compou...| Annotati.. Mass
Cl8HCl 4.66E-10| 4.76E-08 16.00 up| 51896 82| 51895 86 15 66/CI19HCL. [[C19H 375 9233_:’
785.937 2. 00E-11 7OE-09 16.00 up| 26539 78| 26538.78 4.70/785 937, 785.937%
C22 H9 1.45E-10/ G8E-0F 16.00 up| 91867 72| 9186659 649|022 HY [C22 H BT9.967C
C10 H14..| 4.20E-12| 1.14E-09) 16.00 up| 111277, | 111376, . 6.77)C10 H14... | [CL1OH. 433.9582
781.957. 1.29E-04| 7.21E-03 2.01 up 2.01] 88213.12 6. 44791957, 781.9571
971.934. 4.68E-13| 2.05E-10 16.00 up| 55047.93] 55046.93 15.75/971.934.. 971.934<
C19 H22 4.25E-04] 2. 10E-02 2.04 up! 2.04| 133437 17.03|/C19 H22 [C19H 709.9549€
sge e ome s wes e e i S s AT e seleee w2 anjd
Find: @ Find vext @ Find Previous [ |Match Case

Canfigure Columns

| Help << Back EXLSE Einish

Figure 137 Save Entity List page (Filter on Volcano Plot (Step 7 of 7))
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Fold Change

1.

Launch the Fold Change
wizard in the Workflow
Browser.

Select the input
parameters in Fold Change
(Step 1 of 6).

Analysis

Fold change is a signed value that describes how much an entity changes from its
initial to its final value. For example, when the abundance of an entity changes from
a value of 60 to a value of 15 the fold change is -4. The entity experienced a four-fold
decrease. Fold change is the ratio of the final value to the initial value.

Fold change analysis in metabolomics is used to identify entities with abundance
ratios, or differences between a treatment and a control, that are in excess of speci-
fied cut-off or threshold value. Fold change is calculated between the conditions
where Condition 1 and another condition, Condition 2, are treated as a single group.
To help with terms, a condition may also be referred to as a parameter value or an
attribute value.

Raw Abundance: Evaluates the absolute ratio between Condition 2 and Condition 1;
Fold change= | Condition1/Condition2|.

Normalized Abundance: Evaluates the absolute difference between the normalized
intensities of the conditions; Fold change= | (Condition1 - Condition2)|.

The Fold Change wizard has six (6) steps. Step 3 of 6 is skipped and not docu-
mented. The steps that you use are shown in Figure 138. The new entity list is
placed in the Analysis folder within the Experiment Navigator. More than one entity
list may be created from your analysis.

Input Pairing p-Value Results Save
Parameters Options -Computation (50f6) Entity List
(10f6) (20f6) (4 of 6) (6 of 6)

T-Test
unpaired

T-Test
unpaired
unequal
variance

Wizard order does not
depend on test selection

Mann-
L Whitney
unpaired

Figure 138 Flow chart of the Fold Change wizard.

a Click Fold Change in the Workflow Browser. This operation is illustrated with
data from the “One-variable experiment” to provide an overview of the wizard
options.

a Click Choose to select the Entity List. By default, the active entity list is selected
and shown in the dialog. It is recommended to select an entity list that has been
at least filtered on flags.

b Click Choose to select the Interpretation. By default, the active interpretation of
the experiment is selected and shown in the dialog.

¢ (optional) Mark Exclude missing values from calculation of fold change and p-
value.

d Click Next.

149



Advanced operations

3. Select your pairing options
and test in Fold Change
(Step 2 of 6).

Analysis

BArold change (Step 1 of 6) x|

Input Parameters
Select entity list and interpretation

Enitity List  [Fikered on Flags {accCalls=[F, M], fiterCondt Choose. ..

Choges: - |

Inkerpretation  [Exposure

[ Exclude rissing values From calculation of Fald change and p-valde.

I L\Dl <<Ba(k| Next == | Finiishi | Cancel |
Figure 139 Input Parameters page (Filter on Fold Change (Step 1 of 6))

Choose one or more pairs of conditions, or specifically specify the conditions you
want to compare for your analysis, and the analysis test.

a Select your Select pairing option.

a If you selected All against a single condition, select your Select condition from
the available pairing options. The page appears as shown in Figure 140.

BFold change (Step 2 of 6 x|

Pairing Options
Select conditions to be compared and the statistical test bo be performed.

Fold change will be calculated as "Condition 1" { "Condition 2",
To toggle Condition 1 and Condition 2 for any pai, highlight the pair by icking on | and then use the button on the right to toggle.

Select paiting option : | Al against single condition ~]
Select condtion  [[AW] =]

Select test [ TTest unpaired

[TTest unpaired unequal variance
IMannWhitney unpaired

Help =< Back | Mext == | Einiish | Cancel |

Figure 140 Pairing Options page (Fold Change (Step 2 of 6))

b If you selected Pairs of conditions, select your Condition Pairs and set the pre-
ferred pairing order from the available pairing options. The page appear as shown

in Figure 141.
X

Pairing Options
Select conditions ko be compared and the statistical test to be performed.

Fold change willbe calculated as *Condition 1} “Conltion 2",
Ta toggle Condition 1 and Candition 2 For any pair, highlight the pair by clicking on it and then use the button on the right to toggle.

Select pairing option : | Pairs of conditions Ll

Condition
[ Select | Condition 1 Condition 2 |

v [Aw] [BR]

r [aw] Control]

r }[ER] M)

C [BR] Cantral]

=0} Cantral] '5

Select test [TTest unpaired

[TTest unpaired unequal variance
Pannwhitney unpaired

L'DI << Back | Next == | Finiishi | Cancel |
Figure 141 Pairing Options page (Fold Change (Step 2 of 6))

¢ Select the statistical test from the Select Test.
The tests available are:

* T-Test unpaired - Selected when the conditions being compared consist of
attribute values from different independent variables. A t-test is a statistical
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method that follows the Student’s t-distribution (normal distribution). The test
works from the hypothesis that the difference between the mean of the condi-
tions has a value of zero.

+ T-Test unpaired unequal variance - Selected when the conditions being com-
pared consist of attribute values from different independent variables and
when the sample sizes (replicates) for each attribute are not identical.

+ Mann-Whitney unpaired - Selected when the conditions being compared con-
sist of attribute values from different independent variables. A Mann-Whitney
test is a statistical method that identifies whether one of the two conditions
tends to have a larger mean without knowledge of the population distribution.

d Click Next.

The next step is “Select your computation and correction methods in Fold Change
(Step 4 of 6).” on page 151.

4. Select your computation You are guided through this step regardless of the test selected as the Select test
and correction methods (Step 2 of 6). The p-valu_e computation is performed in cases whgn 1-V\_/ay ANOVA
in Fold Change (Step 4 of tests are performed against zero - such as when the data has a single independent
6) variable.

a Select Asymptotic for the p-value Computation. If you select Permutative, type
the Number of Permutations the computation performs.

b Select Benjamini Hochberg FDR (false discovery rate) for the multiple testing
correction. This parameter selection is used to control the false positive rate for
the entire comparison set among the samples that make up the experiment. Ben-
jamini Hochberg FDR (false discovery rate) is the default selection.

¢ Click Next.

BArold change (Step 4 of 6) x|

p-value Computation
Chaose whether p-value computation is ko be done asymplotically or by permutative method. IF permutative option is chosen, specify number of
permutations to be performed

Itis to be noted though, that the p-walue computation will always be Asymptotic if Moderated T-Test is chosen. Hence, the choice of Asymptotic or
Permutative calculation of p-values does not exist with Moderated T-Test

For T-Test and Manniiihitney, if all possible permutations come out to be less than the number of permutations specified here, all possible permutations
will be performed.

Select corvection method For multiple testing correction. Please nate that Storey's MTC methods are mast apprapriate For large entity lists which are not
selectively enriched or filtered on the basis of differential expression or splicing.

pevalue Computation

% asymptatic

" Permutative

Iumber of Permutations. |100

Fltiple Testing Correction
Mo Correction

" Bonferron FWER.

* BonFerroni Holm FWER:

" Wiestfall Young Permutative
¥ Benjamini Hochberg FDR.
" Storey with Bootstrapping

" Storey with Curve Fitting

Frish | aneel |

Figure 142 p-value Computation page (Fold Change (Step 4 of 6))

9. Review your results in All of the entities passing the fold change cut-off are displayed along with their
Fold Change (Step 5 of 6). annotations. The default view opens a Profile Plot - By Group.
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Analysis

To change the plot view or to export the plot to a file, click and right-click features
available on the plot in a manner similar to that presented in “Review the summary
report in the Analysis: Significance Testing and Fold Change (Step 1 of 8)
workflow.” on page 82. The graphical plot operations available are described in sec-
tion 7 Data Visualization in the Mass Profiler Professional User Manual.

a Review your results.
b Move the slider or type in the Fold change cut-off value. The default value is 2.0.

To re-adjust the fold change cut-off move the slider Fold change cut-off until the
results displayed are satisfactory. It is recommended that the analysis be re-run
several times to develop an understanding of how the fold change cut-off affects
the results. A larger fold change cut-off value passes fewer entities.

¢ Type in a Abund Diff (Raw, abs) cut-off value. The default value is 0.0.

To calculate filtered entities using the new abundance difference value, press
either the Enter key or the Tab key. Enter abundance difference cut-off values
until the results displayed are satisfactory. It is recommended that the analysis be
re-run several times to develop an understanding of how the abundance differ-
ence cut-off affects the results. A larger abundance difference cut-off value
passes fewer entities.

d Select the Minimum number of pairs, the minimum number of condition pairs
that the fold change cut-off must meet for each entity to pass the filter.

e (Optional) Create a custom entity list as described in “Review your results in Sta-
tistical Analysis (Step 8 of 9).” on page 139.

f Click Next.

[AFold change (Step 5 of 6) x|

Results
pewalue and Fold change are cakculated for sach pair of selected condtions on Normalized, Raw Scaled (pre baselined data) and Raw data, Fold Change
cut-off is on normalized data, To apply the new Fold change cut-off valoe, drag the "Fold change cut-ofF" slider or input the rew value in the text o,
Ta save entities that passed the applied cut-off, click "Next”, To save a subset of these entities as a custom entity list, select entities fram the view and
click "Sawe custom list" button,
Noks: Condition 1 ws Condition 2is caloulabed as "Condition 1" [ "Condition 2", & negative value indicates down regulation in “Condition 1" IF shown, the
#bsolute Fold Change calumn ignares the directionality of requlation and the Requlation column s labeled with respect ko expression in Candition 1

Displaying 5770 out of 6518 entities with fold change cut-off >= 2.01in 1 out of 3 condition pairs,

MNormalized Intensity Values
o

[Control] avyg : Morma. [AW] avg : Normalized [BR] avg : Normalized [CN] avg © Normalized

A Fold change | A Prefile Plot - By Graup X
Fold change cut-off J— o

Abund Diff (Raw, sbs) cut-off  [0.0 Seiye custan st
Mirimum rumbe of pairs 1 =l
| Help << Back | Next == | Fiftisty | Cancel |

Figure 143 Results page Profile Plot - By Group (Fold Change (Step 5 of 6))
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6. Enter save entity list
parameters in Fold Change
(Step 6 of 6).

old change (Step 50f 6) x|

Results
pvalue and Fold change are calculated for sach pair of selected condttions on Normalized, Raw Scaled (pre baselined data) and Raw data, Fold Change
cut-off is on normalized data, To apply the new Fold change cut-off value, drag the "Fold change cut-of" slider or input the new valus in the text box ,
To save ertities that passed the applied cut-off, click "Wext", To save a subset of these entities as a custom entity list, select ertities from the view and
click "Save custom list" button,
Note: Condition 1 ws Condition 2 s calculated as "Condition 1"/ "Condition 2", A negative value indicates down regulation in "Condition 1" IF shown, the
absolute Fold Change column ignores the directionality of regulation and the Regulation column is labeled with respect to expression in Condition 1

Displaying 5770 out of 6518 entities with fold change cut-off == 2.0in 1 out of 3 condition pairs,

Compou...|[Controll..| [AWILO) | [BRIA0) | [CNIA®) |[Controll..|[AW] RSD)| [ER] RSD)| [CN] RSD)|[Control]..| [AW] avg...
C5HE ... 0 3 10 10| 1.07817.. | 388.386... 436.606...| 558,1663|-3.323742] 1.80005... +
150 088 1 1 4 312316227 |316.227 129.7102(161.053. | 0.87805. [0.84303. —
5 H7 N 0 0 10 B 0.51137. [52.7128 0.0, 0.0
C3HIZ 0 10 7 10 0.0[183.227.. [178.828. | 142 4226] -8 10031[2. 77774

540 164 0 3 7 H 0.0[10377.0.. | 244.006. | 140.723. |-6.7 10768| 1.99004
257.086... 0 3 g 3 0.0[1724.78...| 283.143...| 306.6984| 7.5152...| 2.066108
159.030... 0 0 4 H 129.411., [ 210.828. 0.0, 0.0
262.061... 0 5 H 2 86.10095| 211.2977| 161.082 0.0[ 5.086385
390201 0 1 8 ] 216227 |52 BO38 35588732 0.0/ 0.86802
253153 5 B 5 6| 111.0882(221.535. | 154.383. [145.580.. | -2.7561. | 0.41577
194.068 0 7 4 z 63.016886| 129.2526/210.519 0.0 8.220806
144.040 0 0 2 0 210.838 0.0, 0.0
B8.053@... 0 0 s 4

i |

105.725..[123.418. 0.0 0.0
»
[ Fold change % | =22 Profile Plot - By Gmupl
Faldchange cut-off  ————— [20

Abund DIFF (Raw, abs) cut-off 0.0

Saye custom list

Minimum number of pairs |1 =

<< Back | hext > | Einish | Cancel |

| e |

Figure 144 Results page Fold change (Fold Change (Step 5 of 6))
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The review content and parameters you enter in the Save Entity List page are the
same as presented in the Significance Testing and Fold Change workflow.

a Follow the steps presented in “The Save Entity List page” on page 124.

b Click Finish.

old change (Step 6 of 6) x|

Save Entity List

This window displays the details of the entity lists created as a result of statistical analysis.

biects Mame [Fold change »= 2.0

Fold thange »= 2.0

DO - Regulation ([BR] Vs [AW]) : 1 Notes [ Fold change >= 2.0 -
UP - Reegulation ([BR] ¥s [AW]) : Norn Entity List : Filtered on Flags {accCalls=[P, M),

FikerCondtion=samples, [2]]H
Interpretation ; Exposure
Fxneriment @ M One Yariahle Frneriment =l

DO - Regulation ([Ch] Vs [AWT) ¢ |
UP - Requlation ([CN] vs [AW]) : Norr
DO - Regulation ([Contral] Vs [A%
UP - Requlation ([Control] vs [Aw) :

Creation date  [Sun Jul D8 21:25:54 MDT 2012

Last modified date ISur\ Jul 0B 21:25:54 MDT 2012

Owner  [gauser

Technology  [MassHunterQual,LCMS_IDENTIFIED_UNIDENTIFIED_COMPOLINDS. My C

Mumber of entties  [5770

Experiments

Entities | attributes |

Compou..|[Control]..| [AW0) | [BRICLO) [ [CNJAO) [[Control]..|[AW] ®RSD)| [BR] RSDY| [t
6 HE N o 3 10 10| 0.00001]368.366..436.606...|54
150.088 1 1 4 3(316.227. (316227, |129.710. | 1
C6 H7 M. o o 10 E 0.51138) ¢
CIHLZ .. o 10 7 10 0[183.227...| 178.828...| 1
640.184... o B 7 H 0 10377.0...|244.006...| 1
267 086 o 9 B 9 01724 78283143 |3
154.030 o o 4 z 129.411.[2
262 061 o 5 2 3

86.10095 211 2977_|_|
4 |

Eind: ©) Findnexe @ Find Brevious [ Makch Case ‘
Configure Columns
4 |

L\ul <« Back hext 55 Einish
Figure 145 Save Entity List page (Fold Change (Step 6 of 6))
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Clustering

Analysis

Clustering is the organization of a set of samples or entities into subsets (clusters)
that have similar features. Clustering is a method of unsupervised learning used to
organize compounds or entities and conditions in the data set into subsets based on
the similarity of their feature abundance profiles.

Mass Profiler Professional implements a variety of clustering methods: K-Means,
Hierarchical, and Self-Organizing Maps (SOM), along with a variety of distance
functions - Euclidean, Square Euclidean, Manhattan, Chebychev, Differential,
Pearson Absolute, Pearson Centered, and Pearson Uncentered. Data is sorted on
the basis of the available distance measures to group entities or conditions. Since
different algorithms work on different kinds of data, these algorithms and distance
measures ensure that a wide variety of data can be clustered effectively.

Interactive views such as the ClusterSet View, the Dendrogram View, and the U
Matrix View are provided for visualization. These views let you drill down into sub-
sets of data and collect individual entity lists into new entity lists for further analy-
sis.

The entity list created is placed under Analysis in the Experiment Navigator. Cluster-
ing results are presented as:

Compound Tree: This is a dendrogram of the entities showing the relationship
between the entities generated by Hierarchical Clustering.

Condition Trees: This is a dendrogram of the conditions and shows the relation-
ship between the conditions in the experiment generated by Hierarchical Cluster-

ing.

Combined Trees: This is a two-dimensional dendrogram that results from per-
forming Hierarchical Clustering on both entities and conditions which are
grouped according to the similarity of their abundance profiles.

Classification: This is a cluster set view of entities grouped into clusters based
on the similarity of their abundance profiles.

Some clustering algorithms, like Hierarchical Clustering, do not distribute data into a
fixed number of clusters, but rather produce a grouping hierarchy. Most similar enti-
ties are merged together to form a cluster and this combined entity is treated as a
unit thereafter until all the entities are grouped together. The result is a tree struc-
ture or a dendrogram, where the leaves represent individual entities and the internal
nodes represent clusters of similar entities.

The Clustering wizard has four (4) steps. The steps that you use are shown in
Figure 146 on page 155. The new entity list is placed in the Analysis folder within
the Experiment Navigator. More than one entity list may be created from your analy-
sis.
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1. Launch the Clustering wiz-
ard in the Workflow
Browser.

2. Select the input

parameters in Clustering
(Step 1 of 4).

3. Select and enter the input
parameters in Clustering
(Step 2 of 4).

Input
Parameters
(10f4)

Input
Parameters
(20f 4)

Self-Organized
Map

Object
Details
(4 of 4)

Output Views
(3 0f4)

Self-Organized Map

K-Means

Number of clusters | Maximum number of terations |

Number of iterations \ Number of grid rows |

Initial learning rate

Hierarchical

Linkage rule

Wizard order does
not depend on the

Input parameters
depend on the
clustering algorithm

clustering algorithm

Figure 146 Flow chart of the Clustering wizard.

Analysis

a Click Clustering in the Workflow Browser. This operation is illustrated with data
from the “One-variable experiment” to provide an overview of the wizard options.

a Click Choose to select the Entity List. By default, the active entity list is selected
and shown in the dialog. It is recommended to select an entity list that has been

at least filtered on flags.

b Click Choose to select the Interpretation. By default, the active interpretation of

the experiment is selected and shown in the dialog.

¢ Select K-Means for the Clustering Algorithm. Your clustering algorithm selection
affects the parameters you enter on the next page. The possible values are K-

Means, Hierarchical, and Self-Organizing Maps.

d Click Next.

[B\Clustering (Step 1 of 4)

Input Parameters

Define inputs for clustering analysis.

Entity List IFMterad on Flags {accCalls=[F, M], fitsrCondit Choose. ..
Inkerpretation  [Exposure Chonse. ..

Clustering Algorithm  [k-eans
_
|Self -Organizing Map

| Help < Back | hext > | Einish | Cancel |

Figure 147 Input Parameters page (Filter on Clustering (Step 1 of 4))

The parameters entered for this page depend on the clustering algorithm you

selected in the prior page.

a Select Conditions for the Cluster on parameter. The possible values are Entities,

Conditions or Both entities and conditions.

b Select Euclidean for the Distance metric. This parameter determines how the
similarity of two entities or conditions is calculated. The metric influences the
shape of the clusters, as some elements may be close to one another according
to one metric and farther away according to another metric. The possible values
are Euclidean, Square Euclidean, Manhattan, Chebychev, Differential, Pearson

Absolute, Pearson Centered, and Pearson Uncentered.
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¢ Type the Number of clusters. The default is 3.

d Type the Number of iterations. The default is 50.

If you selected Hierarchical for the clustering algorithm the input parameters

page appears as shown in Figure 149.

If you selected Self-Organizing Maps for the clustering algorithm the input

parameters page appears as shown in Figure 150.

e Click Next.

Mumber of clusters

Number of kerations

[BAciustering (step 2 of 4) |
Input Parameters
Define inputs For the clustering algorithr.
Cluster on [ Conditions =]
Distance metric [Euclidean =l

g

0

I Help

<epak |[Hetss | eoeh | cancel |

Figure 148 Input Parameters page (Clustering (Step 2 of 4)) for Clustering Algo-

rithm K-Means

Mumber of clusters

Number of kerations

[BAciustering (step 2 of 4) |
Input Parameters
Define inputs For the clustering algorithr.
Cluster on [ Conditions =]
Distance metric [Euclidean |

Squared Euclidean
Manhattan
Chebyshev

Differential
Pearson Absolute
Pearson Centersd

Pearson Uncentered

I Help

<< Back | Next == | Finiishi | Cancel |

Figure 149 Input Parameters page (Clustering (Step 2 of 4)) for Clustering Algo-

rithm Hierarchical

™ Runin batch mode

x
Input Parameters
Define inputs For the chuskering algorith.
Cluster on [ Condiions =]
Distance metric  [Euclidean =l
Maximum number of iterations  [50
Huraber of grid rows  [3
Mumber of grid columns [+
Inkial learning rate  [0.03
Initial neicheurhoad radius  [5
irid topology  [Hexaganal =
Neighbourhood kype  [Eubble =]

I Help

Frish | aneel |

Figure 150 Input Parameters page (Clustering (Step 2 of 4)) for Clustering Algo-

rithm Self-Organized Map
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4. Review your results in a Review the clustering results. The clustering results are presented as either the
Output views (Step 3 of 4). ClusterSet View (Figure 151), the Dendrogram View (Figure 152), or the U Matrix
View (Figure 153) depending on the method and parameters selected.

To find additional information regarding the options for changing the output view
press F1 or review Section 9.3 Graphical Views of Clustering Analysis Output in
the Mass Profiler Professional User Manual.

b If the results are not satisfactory click Back, change the parameters, and re-run
the clustering algorithm.

¢ Click Next.

=

Output views
Output visws of clustering analysis,

Cluster - Cluster 0 Il Cluster - Cluster 1

204

104
~104
~204

COL1 COLBS coLl COLBS
Cluster - Cluster 2

L

-204

201

104

~104

MNormalized Intensity Values
o

MNormalized Intensity Values
o

_204

Mormalized Intensity Values
o

COL1 COLES

Help << Back | Next == | Finiishi | Cancel |

Figure 151 Output views page (Clustering (Step 3 of 4)) - ClusterSet view

[BAciustering (step 3 of 4

Output views
Output visws of clustering analysis,

=3

& U-Matriz % | [ Der\drogram‘

He\p =< Back | Mext == | Einiish | Cancel |

Figure 152 Output views page (Clustering (Step 3 of 4)) - Dendrogram view
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9. Enter object details in
Clustering (Step 4 of 4).

Find Similar Entities

[B\Clustering (Step 3 of 4)

Output views
Output vigws of clustering analysis.
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159.0302. ..
40,1649,
ChHE N2 O
247.1235@. ..
320.0929@. ..
444.1727@. ..
439.0175@. .
CEHTHS ©
[ ] | SR
195.0777@. ..
290.0676@. ..
329.066@1. ..
150.0887@. ..
I B 14 0655, .
96.0215@1....
coHtanaos x|

Help

= = = - = = = = = - < c
] ] ] H H H ] ] ] H g g
‘E ‘E € € € € € ‘E ‘E € o o
5 5 5 5 5 5 5 5 5 5 2 2
S v & 9 ¢ ¢ g G & g B 2
= a & i 2 < & @ @ + z -
= 2 8 5 g B - b g z = @
4 | »
<< Back | Next == | Finiishi | Cancel |

Analysis

Figure 153 Output views page (Clustering (Step 3 of 4)) - U Matrix view

a Type in a descriptive Name and Notes which are stored with the saved entity list.

b Click Finish.

[EAciustering (step 4 of 4) x|

Object Details
This window displays the details of the classification created

as a result of clustering analysis,

Mame

Motes

Creation date

Last modified date

owner

[2 K-reans on Exposure

Created from Advanced Analysis operation: Clustering: -
Entity List: Fil:ered on Flags {acctalls=[P, M), filerCondition=[samples, [2]]}

Interpretation: Exposure:

Experiment: My One Yariable Experiment

Chisterinn Alnorithm: K-Means LI

[Tue ul 10 0714037 MDT 2012

[Tue 0 10 07:40:37 MO T 2012

[pser

<< Back | [Ext =5 | Einish | Cancel

Figure 154 Object Details page (Clustering (Step 4 of 4))

Find Similar Entities allows you to query a specific entity list, or the entire data set,
to find entities whose abundance profile matches a selected entity of interest.

The similarity metrics available for this filter are Euclidean (finds similar entities
based on the vector distance between two entities), Pearson (finds similar entities
based on the trend and rate of change of trend of the chosen entity), and Spearman

(finds similar entities based
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1.

Launch the Find Similar
Entities wizard in the
Workflow Browser.

Select the input
parameters in Find Similar
Entities (Step 1 of 3).

Analysis

Euclidean - Calculates the Euclidean distance where the vector elements are the
columns. The square root of the sum of the square of the A and the B vectors for
each element is calculated and then the distances are scaled between -1 and +1.
Result = (A-B) - (A-B).

Pearson Correlation - Calculates the mean of all elements in vector X. Then it sub-
tracts that value from each element in X and calls the resulting vector A. It does the
same for Y to make a vector B. Result =A - B/(|A| - |B])

Spearman Correlation - Orders all the elements of vector X and uses this order to
assign a rank to each element of X. It makes a new vector X' where the i-th element
in X" is the rank of Xi in X and then makes a vector A from X' in the same way as A
was made from a in the Pearson Correlation. Similarly, it makes a vector B from Y.
Result=A-B/(|A| - |B]). The advantage of using Spearman Correlation is that it
reduces the effect of the outliers on the analysis.

The Find Similar Entities wizard has three (3) steps. The steps that you use are
shown in Figure 155. The new entity list is placed in the Analysis folder within the
Experiment Navigator. More than one entity list may be created from your analysis.

Input Output View of Find Save
Parameters S\rm\ar Enlmes Entity List
(10f3) (30f3)

Euclidean

similarity metric

Pearson

Spearmann

Wizard order does
not depend on the

Figure 155 Flow chart of the Find Similar Entities wizard.

a Click Find Similar Entities in the Workflow Browser. This operation is illustrated
with data from the “One-variable experiment” to provide an overview of the wiz-
ard options.

a Click Choose to select the Entity List. By default, the active entity list is selected
and shown in the dialog. It is recommended to select an entity list that has been
at least filtered on flags.

b Click Choose to select the Interpretation. By default, the active interpretation of
the experiment is selected and shown in the dialog.

¢ Click Select to select the Choose Query Entity from the list of entities (See
Figure 157 on page 160).

d Click OK.

e Select a Similarity Metric. The possible values are Euclidean, Pearson, and
Spearman.

f Click Next.
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[BNFind Similar Entities (Step 1 of 3} |

Input Parameters
Define inputs For Find Similar Entities analysis.
Simmilariy Metrics avalable:
1. Euclidean : Finds similar Entities based on the vector distance between two Entities.
2. Pearson  : Finds similar Entities based on the trend and the rate of change of trend of the chosen Entity.
3. Spearman : Finds simiar Entities based on the brend of the chosen Entity,

Entity List IFMterad on Flags {accCalls=[F, M), fiterCondit Choose. .. |
Inkerpretation  [Exposure Chonse. .. |
Chocse Query Entity [C6 HI4 04 Select... |
Similarity Metric  [Euclidean |

| o | “abadk | | est>> || v || concal |
Figure 156 Input Parameters page (Find Similar Entities (Step 1 of 3))
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Find: @ Frdiexe O Findprevious. [ |Match Case ‘

Configure Colurns

&=

Figure 157 Choose Query Entity dialog box

3. Review and adjust your The abundance profile of the target entity is shown in bold and along with the pro-
results in Find Similar files of the entities whose correlation coefficients are within the target profile. The
Entities (Step 2 of 3). number of entities that meet your criteria and the current cut-off values are shown

above the profile plot.

a Move the slider or type the Minimum cut-off value. The default value is 0.95.

To re-adjust minimum cut-off move the slider Minimum cut-off value until the

results displayed are satisfactory. It is recommended that the analysis be re-run
several times to develop an understanding of how the cut-off affects the results.
A smaller minimum cut-off value passes more entities (Figure 159 on page 161).

[BAFind Similar Entities (Step 2 of 3) x|

Output View of Find Similar Entities
The expression profile of the target entity is shown in bold, Also displayed are the expression profiles of entities whose correlation cosfficients o the
barget profile are above the similarity cut-off, To apply the new similarity cut-off, drag the "Minimum” or "Maximum” sliders or input the new value in the
bext b,

Displaying 1 entities out of 6518 entities satisfying cut-off inrange [0.95, 1.0]

20
T
=
@
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z
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T
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=
D
=
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=20
AW ER M Control

Minirmurr '—J 0.95
Save custom (ist, .
Wasdmum  ———————— | [0

I Help << Back | Next == | Finiishi | Cancel |

Figure 158 Output View of Find Similar Entities page (Find Similar Entities (Step 2
of 3))
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4. Enter save entity list
parameters in Find Similar
Entities (Step 3 of 3).

Analysis

b Move the slider or type the Maximum cut-off value. The default value is 1.0.

To re-adjust the maximum cut-off may move the slider Maximum cut-off value
until the results displayed are satisfactory. It is recommended that the analysis be
re-run several times to develop an understanding of how the cut-off affects the
results. A smaller maximum cut-off value passes more entities (Figure 159). The
Maximum cut-off value cannot be smaller than the Minimum cut-off value.

EArind similar Entities (Step 2 of 3) x|

Output View of Find Similar Entities
The expression profile of the target entity is shown in bold. Alsa displayed are the expression profies of entities whose correlation coefficients ta the
target profile are ahowe the similarity cut-off. To apphy the new similarity cut-off, drag the "Minimum'” or "Maximum® sliders or input the new value in the
text box.

Displaying 516 entities out of 6518 entities satisfying cut-off inrange [0.15, 0.4]

Mormalized Intensity Values
o

AW BR N Control
— |15

Save custom st

T T —

<< Back | hext > | Einish | Cancel |

Minimurm

Maximum

Figure 159 Output View of Find Similar Entities page (Find Similar Entities (Step 2
of 3))

¢ (Optional) Create a custom entity list as described in “Review your results in Sta-
tistical Analysis (Step 8 of 9).” on page 139.

d Click Next.

The review content and parameters you enter in the Save Entity List page are the
same as presented in the Significance Testing and Fold Change workflow.

a Follow the steps presented in “The Save Entity List page” on page 124.
b Click Finish.
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Filter on Parameters

Analysis

BNFind Similar Entities (Step 3 of 3} |

Save Entity List
This window displays the details of the entity list created as a result of Find Similar Entities analysis.

Mame [Entities simlar to C& H14 04, 0,15 <=r<= 0.4

Hotes | Created from Advanced Analysis operation: Find Simlar Entities -
Entity List: Fil:ered on Flags {accCalls=[P, M), filer Condition=[samples, [2]]}

Interpretation: Exposure

Experiment: My One Yariable Experiment

Tarnet entity: CAHT4 04 LI

Creation date |TuE Jul 10 082009 MDT 2012

Last modfied date  [Tus 10l 10 06:20:09 MDT 2012

Owner  [gxuser

Technology  [MassHunterGual.LCMS_IDENTIFIED_UINIDENTIFIED_COMPOLINDS My One Variable Experiment_

Nuber of entities  [516

Experiments ’

Entities | ttributes |

C imilari i Mass Retention Time CAS Number
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Cl1H21 M3 053 0.28862|[CI1H21 M3 O5... 307.0840 208 ﬂ
Find: @ Find vext @ Find Previous [ |Match Case

Canfigure Columns
| Help << Back | ext == | Finish | Cancel |

Figure 160 Save Entity List page (Find Similar Entities (Step 3 of 3))

This filter allows you to find entities that show a correlation with any of the parame-
ter values where the parameter type is specified as numeric in the experiment
grouping; i.e., an independent variable that contains numeric parameter values.

The similarity metrics available for this filter are Euclidean (finds similar entities
based on the vector distance between two entities), Pearson (finds similar entities
based on the trend and rate of change of trend of the chosen entity), and Spearman
(finds similar entities based on the trend of the chosen entity).

Euclidean - Calculates the Euclidean distance where the vector elements are the
columns. The square root of the sum of the square of the A and the B vectors for
each element is calculated and then the distances are scaled between -1 and +1.
Result = (A-B) - (A-B).

Pearson Correlation - Calculates the mean of all elements in vector X. Then it sub-
tracts that value from each element in X and calls the resulting vector A. It does the
same for Y to make a vector B. Result =A - B/(|A| - |B])

Spearman Correlation - Orders all the elements of vector X and uses this order to
assign a rank to each element of X. It makes a new vector X' where the i-th element
in X" is the rank of Xi in X and then makes a vector A from X' in the same way as A
was made from a in the Pearson Correlation. Similarly, it makes a vector B from Y.
Result =A-B/(|A]| - |B]). The advantage of using Spearman Correlation is that it
reduces the effect of the outliers on the analysis.
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The Filter on Parameters wizard has three (3) steps. The steps that you use are
shown in Figure 161. The new entity list is placed in the Analysis folder within the
Experiment Navigator. More than one entity list may be created from your analysis.

Input Output View Filter on Save
Parameters Parameters Entity List
(10f3) (2 0f 3) (3 0f 3)

Euclidean

Pearson

Wizard order does

not depend on the
similarity metric

Spearmann

Figure 161 Flow chart of the Filter on Parameters wizard.

1. Launch the Filter on a Click Filter on Parameters in the Workflow Browser. This operation is illustrated
Parameters wizard in the with data from the “One-variable experiment” to provide an overview of the wiz-
ard options. The parameter type of the independent variable (parameter) was

Workflow Browser. ; '€ Ind _ ! ,
changed from non-numeric to numeric using the Experiment Grouping operation.

2. Select the input a Click Choose to select the Entity List. By default, the active entity list is selected
parameters in Filter on and shown in the dialog. It is recommended to select an entity list that has been

Parameters (Step 1 of 3). at least filtered on flags.
b Click Choose to select the Interpretation. By default, the active interpretation of
the experiment is selected and shown in the dialog.

EXFilter on Parameters (Step 1 of 3) |
Input Parameters
Defire inpiuts For Filter on Parameters analysis,
Entity List  [Fikered on Flags {accCalls=[P, M], filterCondic Chooss. . |
Interpretation  [Exposure Choose... |
Parameter [Exposure =]
Similarity Metric  [Spearmann =]
Euclidean
Pearson
| Help < Back | hext > | Einish | Cancel |

Figure 162 Input Parameters page (Filter on Parameters (Step 1 of 3))
¢ Select the Parameter to compare against your entity list.

d Select a Similarity Metric. The possible values are Euclidean, Pearson, and
Spearman.

e Click Next.

3. Review and adjust your Visualize the results of your analysis in a profile plot. The abundance profile of the
target parameter is shown in bold and along with the profiles of the entities whose
correlation coefficients are within the target profile. The number of entities that
meet your criteria and the current cut-off values are shown above the profile plot.

results in Filter on
Parameters (Step 2 of 3).

a Move the slider or type the Minimum cut-off value. The default value is 0.95.

To re-adjust minimum cut-off move the slider Minimum cut-off value until the
results displayed are satisfactory. It is recommended that the analysis be re-run
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4. Enter save entity list
parameters in Filter on
Parameters (Step 3 of 3).

Analysis

several times to develop an understanding of how the cut-off affects the results.
A smaller minimum cut-off value passes more entities.

[EXrilter on Parameters (Step 2 of 3) x|

Output View Filter on Parameters
The profile of parameter values is shown in bold. Also displayed are the expression profiles of entities whose correlation coefficients to parameter
values are above the similarity cut-off. To apply the new similarity cut-off, drag the "Minimum™ or "Maximu” sliders or input the new walue in the text
b,

Displaying 545 entities out of 6518 entities satisfying cut-off in range [0.95, 1.0]

40

20

Mormalized Intensity ¥alues

0 10 20 A
—_— .
Save custom list, Hiim.m J 0.95
R |

Figure 163 Output View Filter on Parameters page (Filter on Parameters (Step 2 of

3)
b Move the slider or type the Maximum cut-off value. The default value is 1.0.

To re-adjust the maximum cut-off may move the slider Maximum cut-off value
until the results displayed are satisfactory. It is recommended that the analysis be
re-run several times to develop an understanding of how the cut-off affects the
results. A smaller maximum cut-off value passes more entities. The Maximum
cut-off value cannot be smaller than the Minimum cut-off value.

¢ (Optional) Create a custom entity list as described in “Review your results in Sta-
tistical Analysis (Step 8 of 9).” on page 139.

d Click Next.

The review content and parameters you enter in the Save Entity List page are the
same as presented in the Significance Testing and Fold Change workflow.

a Follow the steps presented in “The Save Entity List page” on page 124.
b Click Finish.
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Principal Component
Analysis

Analysis

[EBXFilter on Parameters (Step 3 of 3) x|

Save Entity List
This window displays the details of the entity list created as a result of Filter on Parameters analysis,

Mame  [Entities simiar to Exposure, 0,95 <=r<= 1.0

Hotes | Created from Advanced Analysis operation: Filter on Parameters 5
Entitity List: Filtered on Flags {accCalls=[P, M], fikerCondtion=samples, [21]}
Inkerpretation: Exposure

Experiment: My One Yariable Experiment

Taraet enkibv: Ferns re. L‘

Creation date |Sat Oct 06 22:47:52 MDT 2012

Last modified date |Sat Oct 06 22:47:52 MDT 2012

Owner  [gxuser

Technology  [MassHunterQual.LCMS_IDENTIFIED_UNIDENTIFIED_COMPOLINDS, My One Variable Experiment_

Number of entities  [545

Experiments ’

Entities | attributes |

Compound Similarity Annotations Mass Retention Time CAS Number

C6 HE N2 O 1 [C6HE M2 O, mig.. 122.0480] 1.016 -
380.2018@1.042.. 1 390.2018 1.042

54.0217@1.05575 0.95 84.0217 1.056

282.103@1 0647, 0.95 3821090 1.065 ;I
Eind: © Find ext @ Find Erevious [ |Match Casa

Configure Columns
| o <k | oo | poeh

Figure 164 Save Entity List page (Filter on Parameters (Step 3 of 3))

Principal Component Analysis (PCA) facilitates viewing your data using a separation
method. This is useful for data containing thousands of pieces of information (fea-
tures) for each sample. When redundancy in features exists in the information PCA
reduces the dimensionality of the input data to strengthen the separation.

Viewing data in 2 or 3 dimensions is easier than viewing it in multiple dimensions.
Using PCA, you can overlook the less important dimensions or combine several
dimensions to create a manageable number of dimensions.

PCA detects the major trends in your data by linearly combining dimensions. Each
linear combination produces an Eigen vector that in short represents a fraction of
the variability of the samples. The linear combinations (called Principal Axes or Com-
ponents) are ordered in decreasing order of the associated Eigen value. Typically,
two or three of the top few linear combinations in this ordering serve as a very good
set of dimensions to project and view the data in a PCA plot. These dimensions cap-
ture most of the variability or information in the sample data.

The Principal Component Analysis wizard has four (4) steps. The steps that you use
are shown in Figure 165. The new entity list is placed in the Analysis folder within
the Experiment Navigator. More than one entity list may be created from your analy-

SIS.

S
Interpretation arameters (30of4) Results

(40f4)

Entity List and Input Output View: Save PCA
(1 0f 4) (20f 4)

Figure 165 Flow chart of the Principal Component Analysis wizard.
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1. Launch the Principal Com-
ponent Analysis wizard in
the Workflow Browser.

2. Select the entity list and
interpretation in PCA (Step
1of 4).

3. Select the input
parameters in PCA (Step 2
of 4).

Analysis

a Click Principal Component Analysis in the Workflow Browser. This operation is
illustrated with data from the “Two-variable experiment” to provide an overview
of the wizard options.

a Click Choose to select the Entity List. By default, the active entity list is selected
and shown in the dialog. It is recommended to select an entity list that has been
at least filtered on flags.

b Click Choose to select the Interpretation. By default, the active interpretation of
the experiment is selected and shown in the dialog.

¢ Click Next.

BAPca (Step 1of 4) |

Entity List and Interpretation.
Principal Companents Analysis (PCA) allows for the detsction of major trends in your data, Choose the entity list and interpretation.

Entity List  [Fitered on Flags {accCals=[F, M], fikerCand: Choose...

Interpretation  [nfection - Treatment | Fooss, v |

| Help comok | mewss | eueh || cancel |

Figure 166 Entity List and Interpretation page (PCA (Step 1 of 4))

Typically, only the first few Eigen vectors (principal components) capture most of the
variation in the data. The execution speed of the PCA algorithm can be greatly
enhanced only when a few Eigen vectors are computed. The pruning option deter-
mines how many Eigen vectors are computed. You can explicitly specify the exact
number by selecting Number of principal components option.

Alternatively, you can specify that the PCA algorithm compute as many Eigen vec-
tors as required to capture your specified Total percentage variation in the data. The
default percentage variation is 100.

a Select Conditions for the PCA on value. The possible values are Entities and Con-
ditions.

b Click Number of principal components under the Pruning option.
¢ Type 4 in the entry box. The default value is 4.
d Mark the Scale check box.

The normalization options let you normalize all columns to zero mean and unit
standard deviation before performing PCA. This is enabled by default. It is recom-
mended to use these normalization options if the range of values in the data col-
umns varies widely.

e Click Next.
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4. Review your results in PCA
(Step 3 of 4).

BAPcA (Step 2 of 4) x|

Input Parameters
PCA on Entities allows For the detection of those entities that most prominently define the major trends in the data, PCA on conditions allows for the
detection of sinilarity between samples, discriminated by the major trends in the data, Chaose the number of prindipal components or choose the
percentage of variation you want them to explain,

PCA on

5
Fruning option
Entities

" Total percentage variation [ 100.0

& Huniber of principal components 4

[ Scale

| Help << Back | hext > | Einish | Cancel

Figure 167 Input Parameters page (PCA (Step 2 of 4))

Analysis

a Review the results of your analysis using the summary charts available in the

Output views.

Eigen vectors: This chart is on the lower right of the page. The computed Eigen
vectors are displayed on the X-axis and their respective percentage contribution
to the sample variability is displayed on the Y-axis. The minimum number of prin-
cipal axes required to capture most of the information in the data can be gauged
from this plot. The red line indicates the actual variation captured by each Eigen
vector. The blue line indicates the cumulative variation captured by all Eigen vec-
tors up to that point. In the two-variable data shown in Figure 172 on page 169
100% of the variability is captured in the first three of the four Eigen vectors.

The minimum value for a PCA Eigen vector is (1 x 10'3) / (total number of Princi-

pal components).

The maximum value is the square root of the maximum float value handled by

your PC.

PCA Scores Tah: A scatter plot of data projected along the principal component
axes. By default, the first and second PCA components capture the maximum
variation of the data. If the data set has more than one parameter value, the
points are colored with respect to the parameter values and help you visualize the
separation of the parameter values in the data. You can select different PCA com-

ponents (Eigen vectors) using the X-axis and Y-axis selections.

111l My Two Variable Experiment |

Component 2 31.73%)

-3000 -2000 -1000 o 1000 2000

Component 1 (44.23%)

3000

wefiis[Component 1 (44.237%)

v-#is - [Component 2 (31.75%)

%4 PeALosdngs | i C-CPit | %4 PCAScores €4 3D PCA Scores.
Figure 168 General appearance of a PCA Scores Tab
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Analysis

3D PCA Scores Tabh: An interactive plot of the first, second, and third PCA compo-
nents that capture the maximum variation of the data.

111l My Two Variable Experiment |

v-#is - [Component 2 (31.75%) < s [Component 3 (24.04%) =

74 PeaLosigs | 1 G| 24 pohseos ]

Figure 169 General appearance of a 3D PCA Scores Tab

PCA Loadings Tah: Each principal component is a linear combination of the
selected columns. The relative contribution of each column to an Eigen vector is
called its loading and is depicted in the PCA loadings plot. Each Eigen vector is
plotted as a profile, and it is possible to visualize whether a certain subset of enti-
ties exist that overwhelmingly contribute (large absolute value of weight) to an
important Eigen vector. The loadings plot can help identify which samples show
greater variation in their entity measurements. You can select entities and save
then using the Save custom list button.

111l My Two Variable Experiment |

R

1o, e A e =] )
» pm _
- lﬁ?ﬂh ‘oo 3:'- - f .:E'. ha” .J'-r" T
15 an - a a . .o, s -

= L]
L) -

e A, T . " o
" LR . . . . na -
] }fﬁzvﬁ‘“wﬁm .. - Yooebwer 0 BHa o
ai .

Component 2 (31.73%)
L]

144 Petostngs| 7 ccrin] %5 P saes| Su 0Pchsares

Figure 170 General appearance of a PCA Loadings Tab

C-C Plot Tah: This plot combines the covariance and correlation loading profiles
resulting from the PCA or PLS-DA model in a scatter plot. In this plot both magni-
tude (covariance) and reliability (correlation) are visualized. You can select enti-
ties and save them using the Save custom list button.
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111/ My Two Variable Experiment

Companent [Componert 1 (44,251 |

P-Cor

30000

P-Cov

%4 PeaLoadngs | 1 |CEPRL] %4 peasaares] Su 30 pcasaores]
Figure 171 General appearance of a C-C Plot Tab
Legend: This shows the legend for the active tab.

b Click Back, make changes to the parameters, and click Next to return to this
view.

¢ Click Next.

BArca (Step 3 of 4) x|

Output views

Output views of PCA. PCA on Entities; Entities with high scores For a particular PCA component Follow the expression pattern shown in the PCA
Loadings plot and can be selecked ko be saved as custom lists. PCA on Conditions; Samples with similar scores for one or mare PCA components can be
considered similar in their expression profie.

¥efods [Component 1 (44.23%) ¥ v-fods [Componert 2 (31.73%) ¥ Z-tis [Companent 3 (24.04%) %
. PCAScores | % 3DPCAScores X | ¥y PCA Luadmgsl

¢ C-CPlat ‘

Legend - 3D PCA Scores
Color by conditions 904
W [Control, 000] 50
m [Control, 250] g 704
kil g
W [Infected, 000] El 50
= 504
=
W [Infected, 250] g 404 ~——
£ 30 e
Description 204
Algorithm: Principsl Companerts Analysis 1
Parameters: 10
Column indices = [1-4]
Pruning optian = [numPrincipalCemponents, [4]]
Mean centered = trug Component 1 Compone.. Compone.. Componen..
Scale = true
3D scores = trug Eigenvectors
PCA on = Columing

Save custon (st
I Help <cgack | Hetss | Eoeh | cael

Figure 172 Output Views page (PCA (Step 3 of 4))
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5. Enter save entity list
parameters in PCA (Step 4
of 4).

Find Minimal Entities

1. Launch the Find Minimal
Entities wizard in the
Workflow Browser.

Analysis

The review content and parameters you enter in the Save PCA Results page are
similar to those presented in the Significance Testing and Fold Change workflow.

a Follow the steps presented in “The Save Entity List page” on page 124.
b Click Finish.

BArca (Step 4 of 4) x|

Save PCA Results
This window displays the details of the PCA Results created after Principal Components Analysis,

Name [FCA on Fikered an Flags faccCals=[F, M), fiterCondtion={samples, (2]

Hokes -
Entity List: Filtersd an Flags {accCalls=[P, M], FiterCondition={samples, [2]]+
Interpretation: Infection - Treatment
PCA on: Conditions.
Meantentered: e L‘

Creation date  [Tue Ul 10 1615502 MDT 2012

Last modfied date  [Tus 11 10 16:54:02 MDT 2012

Owner  [axuser

PCAON  [Columns

Technalogy  [MassHunkerQual LCMS_UNIDENTIFIED_COMPOLIMDS My Two Variable Experiment_2011_Dec_i'

Mean Centered  [true

Scaled  [true

| Help << Back | ext == | Finish |5gan(e\ I

Figure 173 Save PCA Results page (PCA (Step 4 of 4))

Find Minimal Entities is a machine learning technique that analyzes your data to
identify the specific features or attributes that are helpful in making a decision. Find
Minimal Entities becomes relevant when you have a large number of features and
there is strong intercorrelation among the features.

In Mass Profiler Professional, feature subset selection is done using either a For-
ward Selection Algorithm, Backward Elimination Algorithm, or a Genetic Algorithm.

The Find Minimal Entities wizard has ten (10) steps. The steps that you use depend
on the selection algorithm chosen in step 2 as shown in Figure 174. The new entity
list is placed in the Analysis folder within the Experiment Navigator. More than one
entity list may be created from your analysis.

Entity List and Choose Selection Feature Set Choose Forced Algorithm Feature Selection
Interpretation Algorithm Evaluation Algorithm Features Features Outputs Analysis
(10f 10) (20f10) (6 of 10) (7 of 10) (8 of 10) (9 of 10) (10 of 10)
Forward Selection
Algorithm
Backward Elimination
Algorithm

Genetic Algorithm

Forward Selection
Parameters
(30f10)

Backward Elimination
Parameters
(4 of 10)

Wizard order
depends on

selection algorithm

Genetic Algorithm
Parameters
(5 of 10)

Figure 174 Flow chart of the Find Minimal Entities wizard.

a Click Find Minimal Entities in the Workflow Browser. This operation is illustrated
with data from the “Two-variable experiment” to provide an overview of the wiz-
ard options.
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2. Select the entity list and
interpretation in Find
Minimal Entities (Step 1 of
10).

3. Select the algorithm in Find
Minimal Entities (Step 2 of
10).

4. Select and enter the
forward selection algorithm
parameters in Find
Minimal Entities (Step 3 of
10).

[EAFind Minimal Entities {Step 1 of 10} x|

Entity List and Interpretation.
Define inputs For Find Miimal Entities analysis,

Analysis

Click Choose to select the Entity List. By default, the active entity list is selected
and shown in the dialog. It is recommended to select an entity list that has been
at least filtered on flags.

Click Choose to select the Interpretation. By default, the active interpretation of
the experiment is selected and shown in the dialog.

Click Next.

Entity List  [Filtered on Flags {accCals=[P, M], fiterCondt Choose, . |

Interpretation [Infection - Treatment [ gz, |

Help == Back | Next == | Fiftisty | Cancel |

Figure 175 Entity List and Interpretation page (Find Minimal Entities (Step 1 of 10))

EAFind Minimal Entities (Step 2 of 10) =

Choose Selection Algorithm
Chaose algorithm fior find rinimal entities selection

Select a Choose selection algorithm. The possible values are Forward selection
algorithm, Backward elimination algorithm, and Genetic algorithm.

If you click Forward selection algorithm, then after you click Next, the Forward
Selection Parameters page (Step 3 of 10) is displayed (page 171).

If you click Backward elimination algorithm, then after you click Next, the Back-
ward Elimination Parameters page (Step 4 of 10) is displayed (page 172).

If you click Genetic algorithm, then after you click Next, the Genetic Algorithm
Parameters page (Step 5 of 10) is displayed (page 173).

Click Next.

Choose selection algorithm
¥ Forward selection algorithm
" Backward elimination algorithm

" Genetic algorithm

o <<k |[[TBIEE

Figure 176 Choose Selection Algorithm page (Find Minimal Entities (Step 2 of 10))

If you selected the Forward Selection Algorithm in the Choose Selection Algorithm
page (Find Minimal Entities (Step 2 of 10)), then this step is where you specify the
algorithm parameters.

a

Type the Target size for features. You must enter the target size of the features.
By default the value shown is one tenth of the total entities. This value must
equal the number of features you select in “Choose your features in Find Minimal
Entities (Step 7 of 10).” on page 177.

Select an Evaluation metric. The possible values are Overall Accuracy and Min
Class Accuracy.

Type the Target metric value. The default value is 100.
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5. Select and enter the
backward elimination
algorithm parameters in
Find Minimal Entities
(Step 4 of 10).

Analysis

d Select an Evaluation algorithm. Select one of the evaluation algorithms to build a
class. The possible values are Naive Bayes, Neural Network, Support Vector
Machine, and Axis Parallel Decision Tree. See section 6.5 Class Prediction in the
Mass Profiler Professional User Manual for more information about these classifi-
cation algorithms.

e Select an Evaluation metric type. The possible values are Validation Accuracy
and Train Accuracy.

f Click Next.

[EAFind Minimal Entities {Step 3 of 10} x|

Forward Selection Parameters
Specify the parameters For Farward Selection, The algarkthm stops iF the accuracy of the Feature selection reaches the target accuracy,

Target size for Features  [10]

Evaluation metric  [Overal Accuracy =

Target metric value  [100.0

Evaluation algorithm  [Maive Bayes =]

Evaluation metric type [validation Accuracy =l

‘ Help <cback | Metss | Frsh | cancel |

Figure 177 Forward Selection Parameters page (Find Minimal Entities (Step 3 of
10))

If you selected the Backward Elimination Algorithm in the Choose Selection Algo-
rithm page (Find Minimal Entities (Step 2 of 10)), then this step is where you specify
the algorithm parameters. The parameters are the same as in Forward Selection
Algorithm.

Backward elimination begins with a full set of features and removes one feature per
cycle. The resulting set, with one less feature than the earlier one is evaluated, and
the algorithm selects the highest performing candidate (again subject to a specified
validation metric). If an empty set is reached or the subsequent removal of any fea-
ture only deteriorates the current performance, the search is stopped.

The goal of backward elimination is to consider the contribution of all features ini-

tially and then try to remove the most irrelevant features, leaving a smaller and more
predictive subset. Since backward elimination starts with all of the features present
in the set, it is more computationally intensive than the forward selection algorithm.

a Type the Target size for features. You must enter the target size of the features.
By default the value shown is one tenth of the total entities. This value must
equal the number of features you select in “Choose your features in Find Minimal
Entities (Step 7 of 10).” on page 177.

b Select an Evaluation metric. The possible values are Overall Accuracy and Min
Class Accuracy.

¢ Type the Target metric value. The default value is 100.

d Select an Evaluation algorithm. Select one of the evaluation algorithms to build a
class. The possible values are Naive Bayes, Neural Network, Support Vector
Machine, and Axis Parallel Decision Tree. See section 6.5 Class Prediction in the
Mass Profiler Professional User Manual for more information about these classifi-
cation algorithms.
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6. Select and enter the
genetic algorithm
parameters in Find
Minimal Entities (Step 5 of
10).

Analysis

e Select an Evaluation metric type. The possible values are Validation Accuracy
and Train Accuracy.

f Click Next.

EArind Minimal Entities (Step 4 of 10) x|

Backward Elimination Parameters
Specify the parameters for Backward Elimination. The algorithm stops if the accuracy of the feature selection reaches the target accuracy

Target size for Faatures  [295

Evaluation metric [Overal Accuracy =]

Target mekric valus  [100.0

Evaluation algorithm  [Naive Bayes =]

Evaluation metric type  [Validation Accuracy |

| ke <cosck |[THEREE.

Erich || cancel |

Figure 178 Backward Elimination Parameters page (Find Minimal Entities (Step 4 of
10))

If you selected the Genetic Algorithm in the Choose Selection Algorithm page (Find
Minimal Entities (Step 2 of 10)), then this step is where you specify the algorithm
parameters. More information about this algorithm may be reviewed in the Genetic
Algorithm Parameters section of the Mass Profiler Professional User Manual.

a Type the Population size. The default is 25.
b Type the Number of generations. The default is 10.
¢ Type the Mutation rate. The default is 1.

d Type the Target size (max) for features. You must enter the target size of the fea-
tures. By default the value shown is one tenth of the total entities. This value
must equal the number of features you select in “Choose your features in Find
Minimal Entities (Step 7 of 10).” on page 177.

e Select a Fitness metric. The possible values are Overall Accuracy and Min.
Class Accuracy.

f Type the Target fitness value. The default value is 100.

g Select an Evaluation algorithm. Select one of the evaluation algorithms to build a
class. The possible values are Naive Bayes, Neural Network, Support Vector
Machines, and Axis Parallel Decision Tree. See section 6.5 Class Prediction in
the Mass Profiler Professional User Manual for more information about these
classification algorithms.

h Select the Fitness metric type. The possible values are Validation Accuracy and
Train Accuracy.

i Click Next.
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7. Enter the feature set
evaluation algorithm
parameters in Find
Minimal Entities (Step 6 of
10).

Naive Bayes parameters

Neural Network parameters

Analysis

[BNFind Minimal Entities (Step 5 of 10) |

Genetic Algorithm Parameters

Specify the parameters for genstic algorithm. The algorithm stops if the average aceuracy of the population reaches the Eargst aceuracy.

Fopulation size  [25

K of generations  [10

Mutation rate  [1

Target size (max) for Features  [235

Fitness metric [Overall Accuracy =
Target fitness value  [100.0

Evaluation slgorithm  [Naive Bayes =l

Fitness metric bype  [Validation Accuracy =]

Frish | aneel |

| Help

Figure 179 Genetic Algorithm Parameters page (Find Minimal Entities (Step 5 of
10))

The evaluation parameters you enter on this page vary depending on the evaluation
algorithm selected.

If you selected Naive Bayes enter the following parameters.
a Select a Distribution type.

b Select a Validation type. The possible values are N-Fold and Leave One Out.

¢ Type the Number of folds. The default value is 3.
d Type the Number of repeats. The default value is 10.
e Click Next.
=
Feature Set Evaluation Algorithm
Chose the parameters For the Evaluation Aot
Distribution Type [Gaussian Distribution =l
Validation type  [N-Fold =l
Huraber of Folds  [3
Huriber of repeats 10
| Help << Back | Next =2 I Fiftisty | Cancel |

Figure 180 Feature Set Evaluation Algorithm page (Find Minimal Entities (Step 6 of
10)) - Naive Bayes

If you selected Neural Network enter the following parameters.
a Type the Number of iterations.

b Type the Learning rate.

¢ Type the Momentum.

d Select a Number of layers. The default value is 3.
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Support Vector Machines
parameters

Analysis

e Optional. Click Set Neurons and then OK when you completed typing in your val-
ues.

f Select a Validation type. The possible values are N-Fold and Leave One Out.
g Type the Number of folds. The default value is 3.

h Type the Number of repeats. The default value is 10.

i Click Next.

[EXFind Minimal Entities {Step 6 of 10} |

Feature Set Evaluation Algorithm

Chonse the parameters for the Evalution Algorithm,

Mumber of kerations 100

Leamingrate [0.7

Momentum 0.3

Number of layers [3 =l Set Meurons |

Validation type  [N-Fold =]

Huraber of Folds  [3

Huriber of repeats 10

| Help

Figure 181 Feature Set Evaluation Algorithm page (Find Minimal Entities (Step 6 of
10)) - Neural Network

If you selected Support Vector Machines enter the following parameters.

a Select a Kernel type. The possible values are Linear, Polynomial, and Gaussian.
b Type the Maximum number of iterations. The default value is 100000.

¢ Type the Cost. The default value is 100.

d Type the Ratio. The default value is 1.0.

e If you selected a Kernel type Linear skip to the Validation type.

f If you selected a Kernel type Polynomial type in Kernel parameter1, Kernel param-
eter 2, and Exponent values then skip to the Validation type.

g If you selected a Kernel type Gaussian type in Sigma value.

h Select a Validation type. The possible values are N-Fold and Leave One Out.
i Type the Number of repeats. The default value is 10.

j Click Next.
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Axis Parallel Decision Tree
parameters

[BNFind Minimal Entities (Step 6 of 10) |

Feature Set Evaluation Algorithm

Choose the parameters for the Evaluation Algorithm,

Kermeltype  [Linear =]

WMazimum number of kerations 100000

Cost [100.0

Ratio [1.0

Kernel parameter 1 0.1

Kermel parameter 2 [t

Exponznt. [2

Sigma [1.0

Validation kype  [N-Fold =]

KFald 3

Humber of repeats [10

Frish | aneel |

I Help

Analysis

Figure 182 Feature Set Evaluation Algorithm page (Find Minimal Entities (Step 6 of

10)) - Support Vector Machines

If you selected Axis Parallel Decision Tree enter the following parameters.

a Select a Pruning method. The possible values are Minimum Error, Pessimistic

Error, and None.

b Select a Goodness function. The possible values are Gini and Information Gain.

¢ Type the Leaf impurity. The default value is 1.0.

d Select the Leaf impurity type. The possible values are Global and Local.

e Select a Validation type. The possible values are N-Fold and Leave One Out.

f Type the Number of folds. The default value is 3.

g Type the Number of repeats. The default value is 10.

h Type the Attribute Fraction at nodes. The default value is 1.0.
i Click Next.

EArind Minimal Entities (Step 6 of 10) x|

Feature Set Evaluation Algorithm

Choose the parameters For the Evaluation Algorithm.

Pruningmethod  [None =]

Goodness function [Giri =l

LeaF impurity 1.0

Leaf impurity type  [Global =l

validetian type [FiFord =

Humber of folds 3

Humber of repeats 10

Attribute Fraction st nodes  [1.0

I Help <epak |[Hetss | eoeh | cancel |

Figure 183 Feature Set Evaluation Algorithm page (Find Minimal Entities (Step 6 of

10)) - Axis Parallel Decision Tree

176



Advanced operations

8. Choose your features in
Find Minimal Entities
(Step 7 of 10).

9. Choose forced features in
Find Minimal Entities
(Step 8 of 10).

10. Review the algorithm
outputs in Find Minimal
Entities (Step 9 of 10).

Analysis

Select features from the available items list and click on the movement direction
arrow to place them in the Selected items list. You can also search for an item from
the Match by item drop-down list. By default, all of the features are selected.

a Select ten (10) features as an example and to reduce the analysis time.

b Click Next.

[EAFind Minimal Entities {Step 7 of 10} x|

Choose Features
Choose Features ko be considered For Feature subset selection.
Available items Selected items
525,9552@0, 30746663 ;I 160, 1185@0,13599999 B
605, 9604@0. 30894444 i 114.9487@0.1443 [@]
687.9600@0.3099091 o] [B9.941@0.14400001 =
457.92568@0,3092857 C13 Ha W O L=/
769, 9646@0,31020004 (€] 174.0381@0.27672726 ©
352,07 15@0,3092857 LI 206.0611@0, 27733335 LI
Highlight Celumn
Match by item  [Hame =|
Name |
| Help << Back | hext > | Einish | Cancel |

Figure 184 Choose Features page (Find Minimal Entities (Step 7 of 10))

Select features from the available items list and click on the movement direction
arrow to place them in the Selected items list. You can also search for an item from
the Match by item drop-down list. By default, none of the feature are selected.

a Select two (2) features from your prior selection as an example. The available fea-
tures are only those selected in the previous step.

b Click Next.
[Erind Minimal Entities (Step 8 of 10) x|
Forced Features
Features to be forced in the selected Feature subset can be specified here.
Avallable tems Selected items
60.1165@0. 13599999 - [29.941@0.14400001
114.9487@0, 1445 5] IC13 H3 N O4 (@)
174.0381@0. 27672726 e
206,0611@0,27733335 | E =
6 HIL N 02 Q e
325, 0003@0, 29533467 =
Highlight Column
Match by item  [Hame =
Name ||
| elp <cgack | Hetse | Frsh | cancel |

Figure 185 Forced Features page (Find Minimal Entities (Step 8 of 10))

The output of the algorithm used in the find minimal mass process is displayed in a
report spreadsheet as well as a Feature vs. Accuracy plot. In the plot the drop-down
list of X and Y axis lets you select different combination of the parameters and view
the plot.

The spreadsheet displays the columns, Number of descriptors, Train Overall Accu-
racy, Train Accuracy in condition 1, Train Accuracy in condition 2, Minimum of
Train Accuracy, Validation Overall Accuracy, Validation Accuracy in condition 1,
Validation Accuracy in condition 2, and Minimum of Validation Accuracy. This also
consists of options of Save Custom Feature Set and Run Model.
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11. Enter feature selection
analysis parameters in Find
Minimal Entities (Step 10
of 10).

Analysis

a To open and save the entities in the entity list select the a descriptor row and
click the Save Custom Feature Sets icon.

b To make a prediction with help of training accuracies select a descriptor row and
click the Run Model icon. The model displays the prediction result in several tabs:
Confusion Matrix, Lorenz Curve, Model Formula, and Validation Report.

¢ Review your results.

d Click Next.

BAFind Minimal Entities (Step 9 of 10) |

Algorithm Outputs

Output views of the algarithm,
B »
Save Custom Feature Sets Run Model
Id No of Descriptors | Train Overall Accurac..| [Control, 000] Train Ac..| [Control,...|[Infected,..|[Infecte

Descriptor Set 01 1 75.000 50.000[  75.000[ 100.000  75.C
Descriptor Set 02 2 87.500 75.000(  75.000] 100.000 100.C
Descriptor Set 03 3 93.750 75.000/ 100.000/ 100.000] 100.C
Descriptor Set 04 4 93.750 75.000(  100.000] 100.000 100.C
Descriptor Set 05 5 00.000 00,000 100.000]  100.000] 100.C
Descriptor 5et 06 5 00,000 00,000 100.000[  100.000] 100.C
Descriplor Set 07 7 00.000 00.000 _100.000[ 100.000] _100.C
Descriplor Set 08 8 00.000 00,000 100.000[ 100.000] 100.C
Descriptor et 08 9 100.000 100.000] 100.000[ 100.000] 100.C
Descriptor Set 10 10 100.000 100.000] 100,000 100.000[ 100.C
Descriptor Set 11 11 100.000 100,000 100.000[ 100.000[ 100.C
Descriptor Set 12 12 100.000 100,000 100.000[ 100.000] 100.C
a | |

[ Report x ‘ Feature Ys Aceur.. | [ Prediction Resuits | 388 Confusion Matrix | |7 Larenz cCurve | |53 Model Formula | [ validation Report |

I Help << Back | Next >3 | Eiiishi | Cancel |

Figure 186 Algorithm Outputs page (Find Minimal Entities (Step 9 of 10))

The review content and parameters you enter in the Save PCA Results page are
similar to those presented in the Significance Testing and Fold Change workflow.

a Follow the steps presented in “The Save Entity List page” on page 124.
b Click Finish.

[BAFind Minimal Entities {Step 10 of 10} x|

Feature Selection Analysis
Press “Finish" to save the features.

Marme  [Feature Selection: Target sizs '10°

Hotes -
Entity List : Fitered on Flags {accCalls=[P, M), fiterCondition=[samples, [2]]} j
Interpretation : Infection - Treatment
Experiment : My Twa Variable Experiment
Alnnrithm : Forward selectinn sinnrithm E

Creation date [Tue Ul 10 17:20:52 MDT 2012

Last modified date |TuE 10 172052 MDT 2012

Owner  [axuser

Technalogy  [MassHunkerQual LCMS_UNIDENTIFIED_COMPOLIMDS My Two Variable Experiment_2011_Dec_i'

Number of entities  [10

Experiments ’
Entities | Attributes |
Compound Compound Name Annotations Mass Retention Time CAS Number

60 1185@0 1359, |60 1185@0. 1359 60 1185 0.136] -
114.2487@0.1448 |114.9487@0.1448 114.9487) 0.145

189.941@0.14400... [89.941@0.14400. 88,9410 0.144]

C13 H3 M O4 C13 HIMNO4 [C13 H3 N O4, m.. 237.0053 0.147]

174.0381@0.276. 174.0381@0.276. 174 0381 0.277

206.0611@0.277.. 206.0611@0.277 206 0611 0.277]

C6 H11 M 02 C6EH11MNO2 [C6HI1NO2, m. 1290738 0.230]

328.0003@0.298.. |328.0003@0.298 328 0003 0.298]

iU Ata TP TeLE M5 ATA 1119 e my Ain Ain nys A 5an 1=
Find: @ Find hext @ Find Previous [ |Makch Case w

Configure Columns
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Figure 187 Feature Selection Analysis page (Find Minimal Entities (Step 10 of 10))

178



This chapter consists of definitions and references. The definitions section
includes a list of terms and their definitions as used in this workflow. The refer-
ences section includes citations to Agilent publications that help you use Agi-
lent products and perform your metabolomics analyses.
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Reference information

Definitions

Alignment

AMDIS

Amino acid

ANOVA

Attribute

Attribute value

Baselining

Bayesian

Bayesian inference

Bioinformatics

Definitions

This section contains a list of terms and their definitions as used in this workflow.
Review of the terms and definitions presented in this section helps you understand
the Agilent software wizards and the metabolomics workflow.

Adjustment of the chromatographic retention time of eluting components to improve
the correlation among data sets, based on the elution of specific component(s) that
are (1) naturally present in each sample or (2) deliberately added to the sample
through spiking the sample with a known compound or set of compounds that does
not interfere with the sample.

Acronym for automated mass spectral deconvolution and identification system
developed by NIST (http://www.amdis.net).

Biologically significant molecules that contain a core carbon positioned between a
carboxyl and amine group in addition to an organic substituent. Dual carboxyl and
amine functionalities facilitate the formation of peptides and proteins.

Abbreviation for analysis of variance which is a statistical method that simultane-
ously compares the means between two or more attributes or parameters of a data
set. ANOVA is used to determine if a statistical difference exists between the means
of two or more data sets and thereby prove or disprove the hypothesis. See also t-
Test.

Another term for an independent variable. Referred to as a parameter and is
assigned a parameter name during the various steps of the metabolomic data analy-
sis.

Another term for one of several values within an attribute for which exist correlating
samples. Referred to as a condition or a parameter value and given an assigned
value during the various steps of the metabolomic data analysis.

A technique used to view and compare data that involves converting the original
data values to values that are expressed as changes relative to a calculated statisti-
cal value derived from the data. The calculated statistical value is referred to as the
baseline.

A term used to refer to statistical techniques named after the Reverend Thomas
Bayes (ca. 1702 - 1761).

The use of statistical reasoning, instead of direct facts, to calculate the probability
that a hypothesis may be true. Also known as Bayesian statistics.

The use of computers, statistics, and informational techniques to increase the
understanding of biological processes.
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Reference information

Biomarker

Carbohydrate

CEF file

Cell

Census

Cheminformatics

Chemometrics

Child

Co-elution

Composite spectrum

Compound

Definitions

An organic molecule whose presence and concentration in a biological sample indi-
cates a normal or altered function of higher level biological activity.

An organic molecule consisting entirely of carbon, hydrogen, and oxygen that is
important to living organisms.

A binary file format called a compound exchange file (CEF) that is used to exchange
data between Agilent software. In the metabolomics workflow CEF files are used to
share molecular features between MassHunter Qualitative Analysis and Mass Pro-
filer Professional.

The fundamental unit of an organism consisting of several sets of biochemical func-
tions within an enclosing membrane. Animals and plants are made of one or more
cells that combine to form tissues and perform living functions.

Collection of a sample from every member of a population.

The use of computers and informational techniques (such as analysis, classification,
manipulation, storage, and retrieval) to analyze and solve problems in the field of
chemistry.

A science employing mathematical and analytical processes to extract information
from chemical data sets. The processes involve interactive applications of tech-
niques employed in disciplines such as multivariate statistics, applied mathematics,
and computer science to obtain meaningful information from complex data sets.
Chemometrics is typically used to obtain meaningful information from data derived
from chemistry, biochemistry and chemical engineering. Agilent Mass Profiler Pro-
fessional is designed to employ chemometrics processes to GC/MS and LC/MS
data sets to obtain useful information.

A subset of information that is created by an algorithm from an original set of infor-
mation. An entity list created using Mass Profiler Professional is a child. An original
entity list is referred to as the parent of one or more child entity lists.

When compounds elute from a chromatographic column at nominally the same time
making the assignment of the observed ions to each compound difficult.

A compound spectrum generated to represent the molecular feature that includes
more than one ion, isotope, or adduct (not just M + H) and is used by Mass Profiler
Professional for recursive analysis and ID Browser.

A metabolite that may be individually referred to as a compound, molecular feature,
element, or entity during the various steps of the metabolomic data analysis.
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Condition

Data

Data processing

Data reduction

Deconvolution

Dependent variable

Determinate

Element

Endogenous

Entity

Experiment

Externality

Definitions

Another term for one of several values within a parameter for which exist correlating
samples. Condition may also be referred to as a parameter value during the various
steps of the metabolomic data analysis. See also attribute value.

Information in a form suitable for storing and processing by a computer that repre-
sent the qualitative or quantitative attributes of a subject. Examples include GC/MS
and LC/MS data consisting fundamentally of time, ion m/z, and ion abundance from
a chemical sample.

Conversion of data into meaningful information. Computers are employed to enable
rapid recording and handling of large amounts of data, i.e. Agilent MassHunter
Workstation and Agilent Mass Profiler Professional.

See reduction.

The technique of reconstructing individual mass and mass spectral data from co-
eluting compounds.

An element in a data set that can only be observed as a result of the influence from
the variation of an independent variable. For example, a pharmaceutical compound
structure and quantity may be controlled as two independent variables while the
metabolite profile presents a host of small-molecule products that make up the
dependent variables of a study.

Having exact and definite limits on an analytical result that provide a conclusive
degree of correlation of the subject to the specimen.

A metabolite that may be individually referred to as a compound, molecular feature,
element, or entity during the various steps of the metabolomic data analysis.

Pertaining to cause, development, or origination from within an organism.

A metabolite that may be individually referred to as a compound, molecular feature,
element, or entity during the various steps of the metabolomic data analysis.

Data acquired in an attempt to understand causality where tests or analyses are
defined and performed on an organism to discover something that is not yet known,
to demonstrate as proof of something that is known, or to find out whether some-
thing is effective.

A quality, attribute, or state that originates and/or is established independently from
the specimen under evaluation.

182



Reference information

Extraction

Feature

Feature extraction

Feature selection

Filter

Filter by flag

Hypothesis

Hypothetical

ID Browser

Identified compound

Definitions

The process of retrieving a deliberate subset of data from a larger data set whereby
the subset of the data preserves the meaningful information as opposed to the
redundant and less meaningful information. Also known as data extraction.

Independent, distinct characteristic of a phenomena and data under observation.
Features are an important part of the identification of patterns - pattern recognition -
within data whether processed by a human or by artificial intelligence, such as Agi-
lent MassHunter Workstation and Agilent Mass Profiler Professional. In metabolo-
mics analysis a feature is a metabolite and may be individually referred to as a
compound, molecular feature, element, or entity during the various steps of the
metabolomic data analysis.

The reduction of data size and complexity through the removal of redundant and
non-specific data by using the important variables (features) associated with the
data. Careful feature extraction yields a smaller data set that is more easily pro-
cessed without any compromise in the information quality. This is part of the princi-
pal component analysis process employed by Agilent Mass Profiler Professional.

The identification of important, or non-important, variables and the variable relation-
ships in a data set using both analytical and a priori knowledge about the data. This
is part of the principal component analysis process employed by Agilent Mass Pro-
filer Professional.

The process of establishing criteria by which entities are removed (filtered) from fur-
ther analysis during the metabolomics workflow.

A flag is a term used to denote a quality of an entity within a sample. A flag indi-
cates if the entity was detected in each sample as follows: Present means the entity
was detected, Absent means the entity was not detected, and Marginal means the
signal for the entity was saturated

A proposition made to explain certain facts and tentatively accepted to provide a
basis for further investigation. A proposed explanation for observable phenomena
may or may not be supported by the analytical data. Statistical data analysis is per-
formed to quantify the probability that the hypothesis is true. Also known as the sci-
entific hypothesis.

A statement based on, involving, or having the nature of a hypothesis for the pur-
poses of serving as an example and not necessarily based on an actuality.

Agilent software that automatically annotates the entity list with the compound
names and adds them to any of the various visualization and pathway analysis tools.

Chromatographic components that have an assigned, exact identity, such as com-
pound name and molecular formula, based on prior assessment or comparison with
a database. See also Unidentified Compound.
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Independent variable

Inorganic compound

Interpretation

Lipidomics

Mass variation

Mean

Metabolism

Metabolite

Metabolome

Metabolomics

Definitions

An essential element, constituent, attribute, or quality in a data set that is deliber-
ately controlled in an experiment. For example, a pharmaceutical compound struc-
ture and quantity may be controlled as two independent variables while the
metabolite profile presents a host of independent small molecule products that
make up the dependent variables of a study. An independent variable may be
referred to as a parameter and is assigned a parameter name during the various
steps of the metabolomic data analysis.

Non carbon and non biological origin compounds such as minerals and salts.

Expression of your data in entity lists after grouping your samples, applying filters,
and performing statistical correlation methods. When you open an experiment, the
“All Samples” interpretation is active. You can click on another interpretation to acti-
vate it.

Identification and quantification of cellular lipids from an organism in a specified bio-
logical situation. The study of lipids is a subset of metabolomics.

Using the mass to charge (m/z) resolution to improve compound identification.
Compounds with nearly identical and identical chromatographic behavior are decon-
voluted by adjusting the m/z range for extracting ion chromatograms.

The numerical result of dividing the sum of the data values by the number of individ-
ual data observations.

The chemical reactions and physical processes whereby living organisms convert
ingested compounds into other compounds, structures, energy and waste.

Small organic molecules that are intermediate compounds and products produced
as part of metabolism. Metabolites are important modulators, substrates, byprod-
ucts, and building blocks of many different biological processes. In order to distin-
guish metabolites from lager biological molecules, known as macromolecules such
as proteins, DNA and others, metabolites are typically under 1000 Da. A metabolite
may be individually referred to as a compound, molecular feature, element, or entity
during the various steps of the metabolomic data analysis.

The complete set of small-molecule metabolites that may be found within a biologi-
cal sample. Small molecules are typically in the range of 50 to 600 Da.

The process of identification and quantification of all metabolites of an organism in
a specified biological situation. The study of the metabolites of an organism pres-
ents a chemical “fingerprint” of the organism under the specific situation. See meta-
bonomics for the study of the change in the metabolites in response to externalities.
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Metabonomics

Normalization

Null hypothesis

Observation

One-hit wonder

Organic compound

Organism

p-value

Parameter

Parameter value

Definitions

The metabolic response to externalities such as drugs, environmental factors, and
disease. The study of metabonomics by the medical community may lead to more
efficient drug discovery and to individualized patient treatment. Meaningful informa-
tion learned from the metabolite response can be used for clinical diagnostics or for
understanding the onset and progression of human diseases. See metabolomic for
the identification and quantitation of metabolites.

A technique used to adjust the ion intensity of mass spectral data from an absolute
value based on the signal measured at the detector to a relative intensity of 0 to 100
percent based on the signal of either (1) the ion of the greatest intensity or (2) a spe-
cific ion in the mass spectrum.

The default position taken by the hypothesis that no effect or correlation of the inde-
pendent variables exists with respect to the measurements taken from the samples.

Data acquired in an attempt to understand causality where no ability exists to (1)
control how subjects are sampled and/or (2) control the exposure each sample
group receives.

An entity that appears in only one sample, is absent from the replicate samples, and
does not provide any utility for statistical analysis. Entities that are one-hit wonders
may be filtered using Filter by Flags.

Carbon-based compounds, often with biological origin.

A group of biochemical systems that function together as a whole thereby creating
an individual living entity such as an animal, plant, or microorganism. Individual liv-
ing entities may be multicellular or unicellular. See also specimen.

The probability of obtaining a statistical result that is comparable to or greater in
magnitude than the result that was actually observed, assuming that the null
hypothesis is true. The null hypothesis is stated that no correlation exists between
the independent variables and the measurements taken from the samples. Rejection
of the null hypothesis is typically made when the p-value is less than 0.05 or 0.01. A
p-value of 0.05 or 0.01 may be restated as a 5% or 1% chance of rejecting the null
hypothesis when it is true. When the null hypothesis is rejected, the result is said to
be statistically significant meaning that a correlation exists between the indepen-
dent variables and the measurements as specified in the hypothesis.

Another term for an independent variable. Referred to as a parameter or parameter
name and is assigned a parameter name during the various steps of the metabolo-
mic data analysis. See also condition and attribute.

Another term for one of several values within a parameter for which exist correlating
samples. Parameter value may also be referred to as a condition during the various
steps of the metabolomic data analysis. See also attribute value.
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Parent

Peptide

Peptide bond

Permutation

Polarity

Polymer

Pooled sample

Principal component

Principal component analysis

Definitions

The original set of information that is processed by an algorithm to create one or
more subsets of information. A subset entity list is referred to as the child of a par-
ent entity list.

Linear chain of amino acids that is shorter than a protein. The length of a peptide is
sufficiently short that it is easily made synthetically from the constituent amino
acids.

The covalent bond formed by the reaction of a carboxyl group with an amine group
between two molecules, e.g. between amino acids.

Any of the total number of subsets that may be formed by the combination of indi-
vidual parameters among the independent variables. For example the number of per-
mutations of A and B in variable ® in combination with X, Y, and Z in variable 8
equals six (6 = 2 x 3) and may be represented as AX, AY, AZ, BX, BY, and BZ. Note
that the combinations of parameters within a variable are not relevant such as AB,
XY, XZ, and YZ.

The condition of an effect as being positive or negative, additive or subtractive, with
respect to some point of reference, such as with respect to the concentration of a
metabolite.

A molecule formed by the covalent bonding of a repeating molecular group to form a
larger molecule.

When the amount of available biological material is very small samples may be com-
bined into a single sample (pooled) and then split into different aliquots for multiple
analyses. By pooling the sample, sufficient material exists to obtain replicate analy-
ses of each sample where formerly there was insufficient material to obtain repli-
cate analytical results. The trade-off loss of information about the biological
variation that was formerly present in each unique sample is offset by a gain in sta-
tistical significance of the results.

Transformed data into axes, or principal components, so that the patterns between
the axes most closely describe the relationships between the data. The first princi-
pal component accounts for as much of the variability in the data as possible, and
each succeeding component accounts for as much of the remaining variability as
possible. The principal components often may be viewed, and interpreted, most
readily in graphical axes with additional dimensions represented by color and/or
shape representing the key elements (independent variables) of the hypothesis. This
is part of the principal component analysis process employed by Agilent Mass Pro-
filer Professional.

The mathematical process by which data containing a number of potentially corre-

lated variables is transformed into a data set in relation to a smaller number of vari-
ables called principal components which account for the most variability in the data.
The result of the data transformation leads to the identification of the best explana-
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Protein

Proteomics

Quality

Recursive

Recursive finding

Reduction

Regression analysis

Replicate

Definitions

tion of the variance in the data, e.g. identification of the meaningful information.
Also known as PCA.

Linear chain of amino acids whose amino acid order and three-dimensional struc-
ture are essential to living organisms. Also know as a polypeptide.

The study of the structure and function of proteins occurring in living organisms.
Proteins are assemblies of amino acids (polypeptides) based on information
encoded in the genes of an organism and are the main components of the physiolog-
ical metabolic pathways of the organism.

A feature, attribute, and/or characteristic element whose presence, absence, or
inability to be properly ascertained due to instrumental factors, is factored into
whether a sample is or is not representative of the larger specimen.

Reapplying the same algorithm to a subset of a previous result in order to generate
an improved result.

A three-step process in the metabolomics workflow that improves the accuracy of
finding statistically significant features in sample data files. Step 1: Find untargeted
compounds by molecular feature in MassHunter Qualitative Analysis. Step 2: Filter
the molecular features in Mass Profiler Professional. Step 3: Find targeted com-
pounds by formula in MassHunter Qualitative Analysis. Importing the most signifi-
cant features identified using Mass Profiler Professional back into MassHunter
Qualitative Analysis as targeted features improves the accuracy in finding these fea-
tures from the original sample data files.

The process whereby the number of variables in a data set is decreased to improve
computation time and information quality. For example, an extracted ion chromato-
gram obtained from GC/MS and LC/MS data files. Reduction provides smaller, view-
able and interpretable data sets by employing feature selection and feature
extraction. Also know as dimension reduction and data reduction. This is part of the
principal component analysis process employed by Agilent Mass Profiler Profes-
sional.

Mathematical techniques for analyzing data to identify the relationship between
dependent and independent variables present in the data. Information is gained from
the estimation, regression, or the sign and proportionality of the effects of the inde-
pendent variables on the dependent variables. This is part of the principal compo-
nent analysis process employed by Agilent Mass Profiler Professional. Also known
as regression.

Collecting multiple identical samples from a population so that when the samples
are evaluated a value is obtained that more closely approximates the true value.

187



Reference information

Sample

Sample class prediction

Specimen

Spike

Standard

Standard deviation

State

Statistics

Subject

Survey

t-Test

Definitions

A part, piece, or item that is taken from a specimen and understood as being repre-
sentative of the larger specimen (e.g.. blood sample, cell culture, body fluid, aliquot)
or population. An analysis may be derived from samples taken at a particular geo-
graphical location, taken at a specific period of time during an experiment, or taken
before or after a specific treatment. A small number of specimens used to represent
a whole class or group.

A workflow used to build a model and classify samples from mass spectrometry
data. Class prediction is a supervised learning method and involves three steps: vali-
dation, training, and prediction. The algorithm learns from samples (training set)
with known functional class and builds a prediction model to classify new samples
(test set) of unknown class.

An individual organism, e.g., a person, animal, plant, or other organism, of a class or
group that is used as a representative of a whole class or group.

The specific and quantitative addition of one or more compounds to a sample.

A chemical or mixture of chemicals selected for use as a basis of comparing the
quality of analytical results or for use to measure and compensate the precise offset
or drift incurred over a set of analyses.

A measure of variability among a set of data that is equal to the square root of the
arithmetic average of the squares of the deviations from the mean. A low standard
deviation value indicates that the individual data tend to be very close to the mean,
whereas a high standard deviation indicates that the data is spread out over a larger
range of values from the mean.

A set of circumstances or attributes characterizing a biological organism at a given
time. A few sample attributes may include temperature, time, pH, nutrition, geogra-
phy, stress, disease, and controlled exposure.

The mathematical process employed in manipulating numerical data from scientific
experiments to derive meaningful information. This is part of the principal compo-
nent analysis process employed by Agilent Mass Profiler Professional.

A chemical or biological sample taken from a specimen, or a whole specimen, that
undergoes a treatment, experiment, or an analysis for the purposes of further under-
standing.

Collection of samples from less than the entire population in order to estimate the
population attributes.

A statistical test to determine whether the mean of the data differs significantly
from that expected if the samples followed a normal distribution in the population.
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The test may also be used to assess statistical significance between the means of
two normally distributed data sets. See also ANOVA.

Chromatographic components that are only uniquely denoted by their mass and
retention times and which have not been assigned an exact identity, such as com-
pound name and molecular formula. Unidentified compounds are typically produced
by feature finding and deconvolution algorithms. See also Identified Compound.

An element in a data set that assumes changing values, e.g. values that are not con-
stant over the entire data set. The two types of variables are independent and
dependent.

The area of the extracted compound chromatogram (ECC). The ECC is formed from
the sum of the individual ion abundances within the compound spectrum at each
retention time in the specified time window. The compound volume generated by
MFE is used by Mass Profiler Professional to make quantitative comparisons.

A sequence of dialog boxes presented by Mass Profiler Professional that guides you
through well-defined steps to enter information, organize data, and perform analy-
ses.
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This section consists of citations to Agilent manuals, primers, application notes, pre-
sentations, product brochures, technical overviews, training videos, and software
that help you use Agilent products and perform your metabolomics analyses.

+ Agilent Metabolomics Workflow - Discovery Workflow Overview
(Agilent publication 5990-7069EN, Revision B, October 2012)

+ Agilent Mass Profiler Professional - User Manual
(Agilent publication, January 2012)

+ Agilent G3835AA MassHunter Mass Profiler Professional - Quick Start Guide
(Agilent publication, G3835-90009, Revision A, November 2012)

» Agilent G3835AA MassHunter Mass Profiler Professional - Familiarization Guide
(Agilent publication, G3835-90010, Revision A, November 2012)

+ Agilent G3835AA MassHunter Mass Profiler Professional - Application Guide
(Agilent publication, G3835-90011, Revision A, November 2012)

+ Agilent MassHunter Workstation Software Qualitative Analysis - Familiarization
Guide
(Agilent publication G3336-90018, Revision A, September 2011)

+ Agilent MassHunter Workstation Software Quantitative Analysis - Familiarization
Guide
(Agilent publication G3335-90108, First Edition, June 2011)

* Proteomics: Biomarker Discovery and Validation
(Agilent publication 5990-5357EN, February 11, 2010)

» Metabolomics: Approaches Using Mass Spectrometry
(Agilent publication 5990-4314EN, October 27, 2009)

* Multi-omic Analysis with Agilent’s GeneSpring 11.5 Analysis Platform
(Agilent publication 5990-7505EN, March 25, 2011)

* An LC/MS Metabolomics Discovery Workflow for Malaria-Infected Red Blood
Cells Using Mass Profiler Professional Software and LC-Triple Quadrupole MRM
Confirmation
(Agilent publication 5990-6790EN, November 19, 2010)

* Profiling Approach for Biomarker Discovery using an Agilent HPLC-Chip Coupled
with an Accurate-Mass Q-TOF LC/MS
(Agilent publication 5990-4404EN, October 20, 2009)

+ Metabolite Identification in Blood Plasma Using GC/MS and the Agilent Fiehn
GC/MS Metabolomics RTL Library
(Agilent publication 5990-3638EN, April 1, 2009)

» Metabolomic Profiling of Bacterial Leaf Blight in Rice
(Agilent publication 5989-6234EN, February 14, 2007)
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Multi-omics Analysis Software for Targeted Identification of Key Biological Path-
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(Agilent publication n/a, May 3, 2012)
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ety and Investigating Malaria infected red blood cells

(Agilent publication n/a, November 3, 2010)

Small Molecule Metabolomics

(Agilent publication n/a, November 3, 2010)

Presentation: Metabolome Analysis from Sample Prep through Data Analysis
(Agilent publication n/a, November 3, 2010)

Emerging Insights: Agilent Solutions for Metabolomics

(Agilent publication 5990-6048EN, April 30, 2012)

Agilent Mass Profiler Professional Software - Discover the Difference in your
Data
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Confidently Better Bioinformatics Solutions

(Agilent publication 5990-9905EN, February 2, 2012)

Integrated Biology from Agilent: The Future is Emerging
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Agilent Fiehn GC/MS Metabolomics RTL Library

(Agilent publication 5989-8310EN, December 5, 2008)

Agilent METLIN Personal Metabolite Database

(Agilent publication 5989-7712EN, December 31, 2007)

Agilent Metabolomics Laboratory: The breadth of tools you need for successful
metabolomics research

(Agilent publication 5989-5472EN, January 31, 2007)
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