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About this guide

This guide provides information about:

¢ Configuring, managing, and maintaining the HP LeftHand Storage Solution. This guide encompasses
hardware reporting configuration, the volume and snapshot features, and guidance for maintaining

the SAN.

Related documentation

You can more information about HP's Lefthand products from the Manuals page of the HP Business
Support Center website:

http://www.hp.com/support/manuals

In the Storage section, click Disk Storage Systems > Left hand SANs and then select your product.

HP technical support

For worldwide technical support information, see the HP support website:

http://www.hp.com/support

Before contacting HP, collect the following information:

*  Product model names and numbers

¢ Technical support registration number (if applicable)
*  Product serial numbers

e Error messages

* Operating system type and revision level

* Detailed questions

Subscription service

HP recommends that you register your product at the Subscriber's Choice for Business website:

http://www.hp.com/go/e-updates

After registering, you will receive e-mail notification of product enhancements, new driver versions,
firmware updates, and other product resources.

HP websites

For additional information, see the following HP websites:

e http://www.hp.com

e http://www.hp.com/qo/storage

e http://www.hp.com/service locator
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e http://www.hp.com/support/manuals
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Documentation feedback

HP welcomes your feedback.

To make comments and suggestions about product documentation, please send a message to
storagedocsFeedback@hp.com. All submissions become the property of HP.
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1 Getting started

Welcome to the SAN/iQ software and the CMC. Use the CMC to configure and manage the HP
LeftHand Storage Solution.

This product guide provides instructions for configuring individual storage nodes, as well as for creating
volumes, snapshots, remote copies, and storage clusters of multiple storage nodes.

Using the CMC

Use the CMC to:

* Configure and manage storage nodes

* Create and manage clusters and volumes

Auto discover

When you open the CMC the first time, it automatically searches the subnet for storage nodes. Any
storage nodes it discovers appear in the navigation window on the left side of the CMC. If no storage
nodes are found, the Find Nodes Wizard opens, and takes you through the steps to discover the
storage nodes on your network.

Disable the Auto Discover feature by clearing the check box on the Find by Subnet and Mask window.
For more information, see “Finding the storage nodes” on page 37.

The CMC
The CMC is divided into three sections.
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1. Navigation window
2. Tab window

3. Alerts window
Figure 1 Viewing the three parts of the CMC

Navigation window—The left vertical pane displays the architecture of your network.
The physical and logical elements of your network include:

* Management groups

e Servers

* Administration

e Sites

¢ Failover Managers and Virtual Managers

* Clusters

¢ Storage Nodes and their configuration categories
*  Volumes, including SmartClones

*  Snapshots

¢ Remote Copies

Tab window—For each element selected in the navigation window, the tab window on the right

displays information about it. Commands related to the element are accessible from the Tasks menu
on the bottom left of the tab window.

Alert window—View and delete alerts that display there.

Performing tasks in the CMC using the menu bar

The menu bar provides access to the following task menus:
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¢ File—Lets you exit the CMC gracefully.
* Find—Finds storage nodes on the network that can be managed through the CMC.

* Tasks—Lets you access all storage configuration tasks. The tasks in this menu are grouped by lo-
gical or physical items. Tasks are also accessible through right-click menus and from the Tasks
button in the tab window.

* Help—Lets you access online help and other information about the CMC and the SAN/iQ software.

a “olume

Wolume Maormal, Coordinating man:

pecial Manager: RNone [+]]

Mame | IP Address | Model | F
Boulder-1 1004920 IBMX3650

nnnnn

1. Menu bar

Figure 2 Viewing the menu bar in the navigation window

Using the navigation window

The navigation window displays the components of your network architecture based the criteria you
set in the Find item in the menu bar, or by using the Find Storage Nodes wizard. Choose to display
a small group of storage nodes, such as those in one management group, or display all storage nodes
at one time.

logging in
The CMC automatically logs in to storage nodes in the Available Nodes pool to access the configuration
categories. After you have created management groups, and you then open the CMC, you must log
in to access the management group. After you have logged in to one management group, the CMC
attempts to log you in automatically to other management groups using the first login.

A CAUTION:

Do not open the CMC on more than one machine at one time. Opening more than one session of the
CMC on your network is not supported.

Traversing the navigation window

As you move through the items in the navigation window, the tab window changes to display the
information and tabs about that item.

Single-clicking

Click an item once in the navigation window to select it.
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Click the plus sign (+) once to open up a tree that displays more items.

Double-clicking

Double-click an item in the navigation window to open the hierarchy under that item. Double-click
again to close it.

Right-clicking

Right-click an item in the navigation window to view a menu of commands for that item.

Getting started launch pad

The first item in the navigation window is always the Getting Started Launch Pad. Select the Launch
Pad to access any of the three wizards to begin your work.

Available nodes

The second item in the navigation window is Available Nodes. Available Nodes includes the storage
nodes and Failover Managers that are not in management groups. These storage nodes are available
to be added to management groups.

Other information in the navigation window depicts the storage architecture you create on your system.
An example setup is shown in “Viewing the three parts of the CMC” on page 30 .

CMC storage hierarchy

The items in the navigation window follow a specific hierarchy.
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Management Groups—Management groups are collections of storage nodes within which one or
more storage nodes are designated as managers. Management groups are logical containers for
the clustered storage nodes, volumes, and snapshots.

Servers—Servers are application servers that you set up in a management group and assign fo a
volume to provide access to that volume.

Sites—Sites are used to designate different geographical or logical sites in your environment. Sites
are used with a Multi-Site SAN, and require a feature key. For more information about Multi-Site
SANSs, see the HP LleftHand P4000 Multi-Site HA/DR Solution Pack User Manual installed in the
Documentation subdirectory with the CMC program files.

Clusters—Clusters are groupings of storage nodes within a management group. Clusters contain
the data volumes and snapshots.

Volumes—Volumes store data and are presented to application servers as disks.

Snapshots—Snapshots are copies of volumes. Snapshots can be created manually, as necessary,
or scheduled fo occur regularly. Snapshots of a volume can be stored on the volume itself, or on
a different, remote, volume.

Remote Copies—Remote copies are specialized snapshots that have been copied to a remote
volume, usually at a different geographic location, using the SAN/iQ software feature, Remote

Copy.
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lcons

Each item in the navigation window has an icon depicting what type of item it is. A faded-looking
icon indicates a remote item that is local or primary. A description is available of all the icons used

in the CMC.

1. Click Help on the menu bar.

2. Select Graphical Legend from the menu.
3. View the ltems tab and the Hardware tab.

The ltems tab displays the icons that represent items, activities, and status in the navigation window.

The Hardware tab displays the icons that represent the different models of physical storage nodes
that display in the navigation window.

Using the tab window

The tab window displays information about an item selected in the navigation window on the Details
tab, as well as tabs for other functions related to that item. For example,

“Viewing the three parts of the CMC” on page 30 shows the tabs that display when a management
group is selected in the navigation window.

Tab window conventions

Tab windows have certain similarities:

* Tabs—Each tab in the tab window provides access to information and functions that relate to the
element selected in the navigation window. For example, when a cluster is selected in the navig-
ation window, the tabs contain information and functionality that relate specifically to clusters,
such as usage information about volumes and storage nodes in that cluster and iSCSI sessions
connected fo the volumes.

¢ Lists—When presented with a list, such as a list of storage nodes as seen in a management group
Details tab, you may select an item in the list to perform an action on.

* Lists and right-click—Right-click on an item in a list and a drop-down list of commands appropriate
for that item appears.

¢ Tasks buttons—At the bottom of a tab window, the tasks button opens a menu of commands
available for the element or function of that tab.

B NOTE:

If you change the default size of the CMC application on your screen, the blue Task button at the
bottom left of the Tab window may be obscured. Scroll the tab window with the scroll bar to bring
the Task button back into view.

e Sortable columns—Click on a column head to sort the list in that column

* Sizable columns—Drag a column boundary to the right or left o widen the column for better
reading.
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Using the alert window

Alert messages appear in the alert window as they are generated and are removed when the alert
situation resolves in one of three ways:

* Onits own
* When you remove them with the Alert Tasks commands
* When you close the CMC

To see old alerts, view those alerts from the storage node configuration categories, in the Alerts
category.

¢ Select the Alert Log File tab and click the link to refresh the log file report. The log of alerts displays
in the window.

Setting naming conventions

Use the Preferences window, opened from the Help menu, to set naming conventions for elements
you create when building the HP LeffHand Storage Solution. Default values are provided, or create
your own set of customized values.

When you install the CMC for the first time, or upgrade from release 7.0.x, default names are enabled
for snapshots, including schedules to snapshot a volume, and for SmartClone volumes. Default names
are disabled for management groups, clusters, and volumes.

Preferences .§

To use a default name when creating one of the elements belowy, check the 'Use Mame'
checkbox. If & custom name is desired, check the 'Use Mame' checkbox and enter the
custom name in the 'Use Custom' field. Click O when done.

LIze Mame Elemert Defautt Lze Custom:

D fanagement Groups

I

[

[v] SmartClone Yolumes WOL_

[v] Snapshots* _S5_

[¥] Remote Snapshaots* _RS_

[v] Schedules to Snapshot a Volume* _Sch_S5_
[+]

Schedules to Remote Snapshot & Walume®  _Sch_RS_

* For elemerts that are derived from wolumes, the volume name will be pre-pended to
the defautt or custom name.

| Restore Default Settings | Cancel

Figure 3 Default naming conventions for snapshots and SmartClone volumes

Changing naming conventions
Change the elements that use a default naming convention or change the naming convention itself.
Table 1 illustrates the default naming conventions built into the SAN/iQ software.

Table 1 Default names provided

Element Default name

Disabled by default

Management Groups MG_
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Element
Clusters

Volumes

Enabled by default

SmartClone Volumes
Snapshots
Remote Snapshots

Schedules to Snapshot a Volume

Schedules to Remote Snapshot a Volume

Default name
CL_

VOL_

VOL_
S5
_RS_
_Sch_SS_

_Sch_RS_

If you were to use the given defaults for all the elements, the resulting names would look like those in
the following example. Notice that the volume name carries into all the snapshot elements, including

SmartClone volumes, which are created from a snapshot.

Table 2 Example of how default names work

Element

Disabled at installation

Management Groups
Clusters
Volumes

Enabled at installation

SmartClone Volumes
Snapshots
Remote Snapshots

Schedules to Snapshot a Volume

Schedules to Remote Snapshot a
Volume

Default name

MG_
CL_
VOL_

VOL_
_SS_
_RS_
_Sch_SS_

_Sch_RS_

Example

MG_logsBackup
CL_OffSiteBkUp

VOL_DailyBkUp

VOL_VOL_DailyBkUp_SS_3_1
VOL_DailyBkUp_SS_1
VOL_DailyBkUp_RS_1
VOL_DailyBkUp_Sch_SS_1.1
VOL_DailyB-

kUp_Sch_RS_1_Pri.1VOL_DailyB-
kUp_Sch_1_RS_Rmt.1

This example is illustrated in Figure 4.
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@ Sites

= CL_OffSiteBkUp
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- voL_voL_DsivErp_S5_3_3 (5)

Figure 4 Using the default naming for all the elements

If you do not use any of the default names, then the only automatically generated naming elements
are those that incrementally number a series of snapshots or SmartClone volumes. See Table 3 .

Table 3 Numbering conventions with no defaults enabled

Element Default name

Disabled at installation

Management Groups None
Clusters None
Volumes None

Enabled at installation

SmartClone Volumes Name_#
Snapshots None
Remote Snapshots None
Schedules to Snapshot a Volume Name.#
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Element Default name

Schedules to Remote Snapshot a Volume Name_Pri.#Name_Rmt.#

Creating storage by using the Getting Started Launch Pad

Follow the steps in this section to set up a volume quickly. Using the wizards on the Getting Started
Launch Pad, you will work through these steps with one storage node, and with one strategy. The rest

of this product guide describes other methods to create storage, as well as detailed information on
features of the iSCSI SAN.

Prerequisites
* Install the storage nodes on your network.

*  Know the IP address or host name you configured with the KVM or serial Configuration Interface
when you installed the storage node.

* Install the HP LeftHand Centralized Management Console software on a management workstation
or server that can connect to the storage nodes on the network.

* Install an iSCSI initiator on the application server(s), such as the latest version of the Microsoft
iSCSl initiator.

B NOTE:

The HP LeftHand DSM for MPIO s the only supported multi-path solution for the HP LeftHand Storage
Solution. Starting with SAN/iQ software release 7.0, you must install the Microsoft MPIO DSM if you
want fo use the HP LefftHand DSM for MPIO

Finding the storage nodes
Open the CMC, and using the Getting Started Launch Pad, start the Find Nodes Wizard.
To use the wizard, you need to know either the

¢ The subnet and mask of your storage network or

* The IP addresses or host names of the storage nodes

When you have found the storage nodes, they appear in the Available Nodes pool in the navigation
window.

Configuring storage nodes

Configure the storage node next. If you plan to use multiple storage nodes, they must all be configured
before you use them for clustered storage.

The most important categories to configure are:

* RAID—The storage node is shipped with RAID already configured and operational. Find instructions
for ensuring that drives in the storage node are properly configured and operating in Chapter

3 on page 55.

* TCP/IP Network—Bond the NIC interfaces and set the frame size, NIC flow control, and speed
and duplex settings. Read detailed network configuration instructions in Chapter 4 on page 89.

37



* Alerts - Use the email alert function or SNMP to ensure you have immediate access to up-to-date
alert and reporting information. Detailed information for setting up SNMP and alerts can be found
in Chapter 7 on page 129 and “Using alerts for active monitoring” on page 135.

Configure storage node categories

1. From the navigation window, select a storage node in the Available Nodes pool.
2. Double-lick to open the tree underneath the storage node.
The list of storage node configuration categories opens.
3. Select the Storage category.
The Storage tab window opens.
4. Select the RAID Setup tab and verify the RAID settings.

In the list of configuration categories, select the TCP/IP Network category and configure your
network settings.

6. In the list of configuration categories, select the SNMP and/or Alerts categories to configure the
monitoring for your IP SAN.

Creating a volume using the wizard

Next, you create the storage hierarchy using the Management Groups, Clusters, and Volumes wizard,
found on the Getting Started Launch Pad. Select Getting Started in the navigation window fo access
the Getting Started Launch Pad. On the Launch Pad, select the Management Groups, Clusters, and
Volumes wizard.

The first task in the wizard is to assign one or more storage nodes to a management group. The
second task is to cluster the storage nodes. The third task is to create a storage volume. This storage
hierarchy is depicted in Figure 5.

SRCH =

& Zervers (1)
|—|='Q ExchlLogs

Ma_ Administration

@ Sites

wirtual Manager

G Denver-4

E ExchlLogs

Perfarmance Monitor
%) Storage Modes (3)
[ & Yolumes (27 and Snapshots (2)

ﬁ BkuplLogs (1)
i Hdgtr=Logs (1)

Figure 5 The SAN/iQ software storage hierarchy

While working through the wizard, you need to have ready the following information:

* A name for your management group (note: this cannot be changed in the future without destroying
the management group)

* A storage node that you identified with the Find wizard and then configured

* A name for the cluster

* A name for the volume
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e The size of the volume

Enabling server access to volumes

Use the Assign Volume and Snapshot wizard to prepare the volume for server access. You set up
application servers in the management group, then assign volumes to the servers. See Chapter
17 on page 289 for a complete discussion of these functions.

To work through the Assign Volume and Snapshot wizard, you must first have created a management
group, cluster, and at least one volume. You should also plan the following:

¢ The application servers that need access to volumes.

* The iSCSl initiator you plan to use. You need the server’s initiator node name, and CHAP inform-
ation if you plan to use CHAP.

Continuing with the SAN/iQ software

This section describes techniques for working with the CMC on an ongoing basis. It also describes
how to copy the configuration of one storage node fo other storage nodes.

Finding storage nodes on an ongoing basis

The Find settings from your first search are saved in the CMC. Every time you open the CMC, the
same search automatically takes place and the navigation window is populated with all the storage
nodes that are found.

Turn oft Auto Discover for storage nodes

If you do not want the CMC to automatically discover all the storage nodes on the network when it
opens, turn off Auto Discover.

1. From the menu bar, select Find > By Subnet and Mask.
2. Clear the Auto Discover check box.
The next time you open the CMC, it will not search the network for all storage nodes.

However, if you have a subnet and mask listed, it will continue to search that subnet for storage
nodes.

Troubleshooting—Storage nodes not found

If the network has a lot of traffic, or if a storage node is busy reading or writing data, it may not be
found when a search is performed. Try the following steps to find the storage node.

1. If the storage node you are looking for does not appear in the navigation window, search again
using the Find menu.

2. If you have searched by Subnet and Mask, try using the Find by IP or Host Name search or vice
versa.

3. If searching again does not work, try the following:

* Check the physical connection of the storage node.

*  Wait a few minutes and try the search again. If activity to the storage node was frequent, the
storage node might not have responded to the search.
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Possible reasons for not finding storage nodes
Other problems can occur that prevent CMC from finding a storage node:

* Extremely high network traffic to and from the storage node.

¢ The IP address could have changed if the storage node is configured to use DHCP (not recommen-

ded).
¢ The name could have been changed by an administrator.
¢ The storage node may have been rebooted and is not yet online.
*  Power could have failed to a network switch that the storage node is connected to.

*  The CMC might be running on a system that is on a different physical network than the storage
node. Poor network routing performance at the site may severely affect performance of the CMC.

Changing which storage nodes appear in the navigation window
1. Click the Find menu.

2. Select Clear All Found ltems to remove all storage nodes from the navigation window.

3. Perform a Find using either method—By Subnet and Mask or By Node IP or Host Name—to find
the desired set of storage nodes.

B NOTE:

Control which storage nodes appear in the navigation window by entering only specific IPs or Host
Names in the IP and Host Name List window. Then, when you open the CMC, only those IPs or Host
Names will appear in the navigation window. Use this method to control which management groups
appear.

Configuring multiple storage nodes
After you have configured one storage node with settings for alerts, SNMP monitoring, and remote
log files, you can copy those settings between storage nodes.
For information about configuring these settings, see the following sections.
* “Enabling SNMP agents” on page 129
* “Using alerts for active monitoring” on page 135
¢ “Using remote log files” on page 168

* “Setting email notifications of alerts” on page 141

A CAUTION:

Copying the configuration between different models may result in a monitored variable configuration
with unsupported variables, incorrect thresholds, or removed variables. Be sure to verity that the
configuration is correct on the storage nodes you copy fo.

1. In the navigation window, select the storage node that has the configuration that you want to
copy to other storage nodes.

2. Click Storage Node Tasks on the Details tab and select Copy Configuration.
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In the Configuration Settings section, select which configurations you want to copy.

In the Copy Configurations to nodes section, select the storage nodes to which you want to copy
the configurations.

Click Copy.
The configuration settings are copied fo the selected storage nodes.

Click OK to confirm the operation and close the window.
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2 Working with storage nodes

Storage nodes displayed in the navigation window have a tree structure of configuration categories
under them. The storage node configuration categories include :

o Alerts

* Hardware
* SNMP

¢ Storage

e TCP/IP Network

Storage node configuration categories

Storage node configuration categories allow access to all the configuration tasks for individual storage
nodes. You must log in to each storage node individually to configure, modify or monitor the functions
of that storage node.

IZ HP LeftHand Networks Centralized Management Console

File Find Tasks Help

P

Hostname: & Golden-2

Slerts
Hardware
e S
Storage
TCPIF Metwork
T PrimarySites

IP Address: 100834

Site: 7

Logged InUser:  Loginto view

Figure 6 Storage node configuration categories

Storage node configuration category definitions
The storage node configuration categories are described below.
¢ Alerts—Configure active monitoring settings of selected monitored variables and notification
methods for receiving alerts.

* Hardware—Use the hardware category to run hardware diagnostic tests, to view current hardware
status and configuration information, and to save log files.

* SNMP—Monitor the storage node using an SNMP management station. You can also enable
SNMP traps.

* Storage—Manage RAID and the individual disks in the storage node.

* TCP/IP Network—For each storage node, configure and manage the network settings, including
network interface cards (NICs), DNS servers, the routing table, and which interface carries SAN/iQ
communication.

Storage Node Tasks

This section describes how to perform basic storage node tasks:
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“Working with the storage node” on page 44
“logging out of a storage node” on page 44
“Changing the storage node hostname” on page 44

“Llocating the storage node in a rack [NSM 260, DL 320s (NSM 2120), DL 380, and HP LeftHand
P4500]” on page 45

“Backing up and restoring the storage node configuration” on page 45
“Rebooting the storage node” on page 48
“Powering off the storage node” on page 48

Working with the storage node

After finding all the storage nodes on the network, you configure each storage node individually.

1.

Select the storage node in the navigation window.

Usually you will be logged in automatically. However, you will have to log in manually for any
storage nodes running a software version earlier than release 7.0. If you do need to manually
log in, the Log In window opens.

Type a user name and password.
Click Log In.

Llogging in to and out of storage nodes

You must log in to a management group fo perform any tasks in that group. Logging into the
management group automatically logs you into the storage nodes in that group. You can log out of
individual storage nodes in the management group, and log back in to them individually.

Automatic log in

Once you have logged into a management group, additional log ins are automatic if the same user
names and passwords are assigned. If management groups have different user names or passwords,
then the automatic log in fails. In that case you must log in manually.

1.

Type the correct user name and password.

2. Click Log In.

Logging out of a storage node

1. Select a storage node in the navigation window.
2. Right-click and select Log Out.
B NOTE:

If you are logged in to multiple storage nodes, you must log out of each storage node individually.

Changing the storage node hostname

The storage node arrives configured with a default hostname. Use these steps to change the hosthame
of a storage node.
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1. In the navigation window, log in fo the storage node.
2. On the Defails tab, click Storage Node Tasks and select Edit Hosthame.
3. Type the new name and click OK.
4. Click OK.
B NOTE:

Add the hostname and IP pair to the hostname resolution methodology employed in your environment,
for example, DNS or WINS.

Locating the storage node in a rack [NSM 260, DL 320s (NSM 2120), DL 380,
and HP LeftHand P4500]

The Set ID LED On turns on lights on the physical storage node so that you can physically locate that
storage node in a rack.

1. Select a storage node in the navigation window and log in.
2. Click Storage Node Tasks on the Details tab and select Set ID LED On.

The ID LED on the front of the storage node illuminates a bright blue. Another ID LED is located
on the back of the storage node.

When you click Set ID LED On, the status changes to On.
3. Select Set ID LED Off when you are finished.

The LED on the storage node turns off.

Backing up and restoring the storage node configuration

Back up and restore storage node configurations to save the storage node configuration to a file for
use in case of a storage node failure. When you back up a storage node configuration, the
configuration information about the storage node is stored in a file. If a storage node failure occurs,
restore the backed up configuration to a replacement storage node. The replacement storage node
will be configured identically to the original storage node at the time it was backed up.

B NOTE:

You must restore the configuration to the replacement storage node BEFORE you add it to the
management group and cluster.

Backing up storage node does not save all settings

Backing up the configuration file for a storage node does not save data. Neither does it save
information about the configuration of any management groups or clusters that the storage node
belongs to. It also does not back up license key entries for registered features.

¢ To save the management group configuration, see “Backing up a management group configura-
tion” on page 183.

¢ To preserve a record of the management group license keys, see “Saving license key informa-
tion” on page 324.
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B NOTE:

Back up the storage node configuration every time you change storage node settings. This ensures
that you can restore a storage node fo its most recent configuration.

Manual configuration steps following the restore

After you restore the storage node configuration from a file, up to three manual configuration steps
are required:

*  You must manually configure RAID on the storage node.

* You must manually add network routes after the restoration. Restoring a configuration file from
one sforage node to a second storage node does not restore network routes that were configured
on the storage node.

¢ If you restore multiple storage nodes from one configuration file, you must manually change the
IP address on the subsequent storage nodes. For example, if you back up the configuration of a
storage node with a static IP address, and you then restore that configuration to a second storage
node, the second storage node will have the same IP address.

Backing up the storage node configuration file
Use Back Up to save the storage node configuration file to a directory you choose.
1. In the navigation window, select a storage node.
Click Storage Node Tasks on the Details tab and select Back Up or Restore.
Click Back Up.

Navigate to a folder to contain the storage node configuration backup file.

LA

Enter a meaningful name for the backup file or accept the default name (Storage
Node_Configuration_Backup).

B NOTE:

The configuration files for all storage nodes that you back up are stored in the location you
choose. If you back up multiple storage nodes to the same location, be sure to give each
storage node configuration file a unique and descriptive name. This makes it easier to locate
the correct configuration file if you need to restore the configuration of a specific storage
node.

6. Click Save.

Restoring the storage node configuration from a file

Before you add the replacement storage node to the management group and cluster, use the
configuration backup file to restore the configuration of the failed storage node to the replacement
node. You may also need to manually configure RAID, network routes and, if you apply the same
configuration backup file o more than one storage node, a unique IP address. You must also complete
the manual configuration before adding the replacement storage node to the management group and
cluster.

1. In the navigation window, select the storage node from the Available Nodes pool.
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Click Storage Node Tasks on the Details tab and select Back Up or Restore.

Click Restore.

In the table, select the storage node you want to restore.

You may select multiple storage nodes to restore from the table.

Select the radio button: Install file on selected storage nodes one at a time (Recommended).
Click Browse to navigate to the folder where the configuration backup file is saved.

Select the file to restore and click Open Backup File.

Review the version and description to be sure that you are restoring the correct file.

Click Install.

When the restoration is complete, the Save to File and Close buttons on the Install Status window
become enabled.

To save a log file of the restore operation before rebooting, click Save fo File.
Click Close to finish restoring the configuration.

The storage node reboots and the configuration is restored to the identical configuration as that

of the backup file.

Complete the configuration of the replacement storage node by reconfiguring the following
characteristics as described in “Manual configuration steps following the restore” on page 46:

e RAID
*  Network routes
* |P address

Powering off or rebooting the storage node

You can reboot or power off the storage node from the CMC. You can also set the amount of time
before the process begins to ensure that all activity fo the storage node has stopped.

Powering off the storage node through the CMC physically powers it off. The CMC controls the power
down process so that data is protected.

Powering off an individual storage node is appropriate for servicing or moving that storage node.
However, if you want to shut down more than one storage node in a management group, you should
shut down the management group instead of individually powering off the storage nodes in that
group. See “Safely shutting down a management group” on page 184.

Powering on or off, or rebooting [NSM 4150]

When powering on the NSM 4150, be sure to power on the two components in the following order:

1.
2.

Disk enclosure.
System controller.

Allow up to six minutes for the system controller to come up completely and be discovered by
the CMC. If you cannot discover the NSM 4150 using the CMC after six minutes, contact Customer
Support.
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3. If you do not power on the disk enclosure first, the Storage Node Details tab shows the status
with No Formatted Devices Available.

Figure 7 Disk enclosure not found as shown in Details tab

When powering off the NSM 4150, be sure to power off the two components in the following order:

1. Power off the system controller from the CMC as described in “Powering off the storage
node” on page 48.

2. Manually power off the disk enclosure.

When you reboot the NSM 4150, use the CMC, as described in “Rebooting the storage
node” on page 48. This process reboots only the system controller.

Rebooting the storage node

1. Select a storage node in the navigation window and log in.
2. Click Storage Node Tasks on the Details tab and select Power Off or Reboot.
3. In the minutes field, type the number of minutes before the reboot should begin.

Enter any whole number greater than or equal to 0. If you enter O, the storage node reboots
shortly after you complete Step 5.

B NOTE:

If you enter O for the value when rebooting, you cannot cancel the action. Any value greater
than O allows you to cancel before the reboot actually takes place.

4. Select Reboot to perform a software reboot without a power cycle.
Click OK.

The storage node starts the reboot in the specified number of minutes. The reboot takes several
minutes.

6. Search for the storage node to reconnect the CMC to the storage node once it has finished
rebooting.

See “Finding the storage nodes” on page 37.

Powering off the storage node

1. log in to the storage node.
2. Select Storage Node Tasks on the Details tab and select Power Off or Reboot.
3. Select Power Off.

The button changes to Power Off.
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4. In the minutes field, type the number of minutes before the powering off should begin.

Enter any whole number greater than or equal to 0. If you enter O, the storage node powers off
shortly after you complete Step 5.

B NOTE:

If you enter O for the value when powering off, you cannot cancel the action. Any value
greater than O allows you to cancel before the power off actually takes place.

5. Click Power Off.

Centralized Management Console @

ﬁ Powering off this storage node prepares it for maintenance

2.4 orrelocation. For data integrity and availabiity, i is
recommende that only one storage node be off at any one
time

If you intended to power off allthe storage nades in the
management grous, this can be safely accomplished by
shutiing down the management group. Shutting down the
management group places i in maintenance mose and
sutomatically powers off each storage nodle in the managemert
group.

Maintenance mode offers the highest degree of data
protection when servicing storage nodes in the management
group.

Before shutting down the management group, verify that

* Servers are not connected to volumes or snapshots
* Volumes and snapshats are not restriping

Ta power off this storage node, click "Power Off Node.."
To shut down the managemert aroup, cick "Shut Dawn
Group..."

| e | = .

Figure 8 Confirming storage node power off

Depending on the configuration of the management group and volumes, your volumes and
snapshots can remain available.

Upgrading the SAN/iQ software on the storage node

When you upgrade the SAN/iQ software on a storage node, the version number changes. Check
the current software version by selecting a storage node in the navigation window and viewing the
Details tab window.

Prerequisites

Stop any applications that are accessing volumes that reside on the storage node you are upgrading
and log off all related iSCSI sessions.

To view a list of available upgrades, select Check for Upgrades from the Help menu.

Copying the upgrade files from web site

Upgrade the SAN/iQ software on the storage node when an upgrade or a patch is released. The
SAN/iQ software upgrade/installation takes about 10 to 15 minutes (may be longer on certain
platforms), including the storage node reboot.
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B NOTE:

For those models that contain 2 boot flash cards, both boot flash cards must be in place to upgrade
the SAN/iQ software. See “Checking status of dedicated boot devices” on page 51.

Upgrading the storage node

Install upgrades on storage nodes individually, which is recommended. If you are upgrading multiple
storage nodes that are not in a management group, you can upgrade them simultaneously.

B NOTE:

During the upgrade procedure, you may receive a warning that the CPU Utilization value exceeds
90, for example: CPU Utilization = 97.8843. Value exceeds 90 This is an expected occurrence during
an upgrade. No action is needed.

1. Llog in to the first storage node you want to upgrade.
Click Storage Node Tasks on the Details tab and select Install Software.

3. From the list, select the storage node that you want to upgrade. Use the CTRL key to select multiple
storage nodes to upgrade from the list.

4. Select this radio button: Install file on selected storage nodes one at a time (Recommended).
Click Browse to navigate to the folder where you copied the upgrade or patch file.
Select the file and click Open Install File.

Focus returns to the Install Software window. When the file name is present, the Install button
becomes enabled.

Review the version and description to be sure that you are using the correct upgrade file.
Click Install.

Select the check box to have the install messages automatically scroll. These messages can be
saved fo a file.

(Optional) After the installation completes, click Save To File and choose a name and location
for the file.

After the installation completes, the system reboots. After the system comes back online, it conducts
a post-install qualification. After the system passes the post-install qualification, the upgrade
process is complete.

9.  Click Close when the installation is completed.

Registering advanced features for a storage node

Using the Feature Registration tab, register individual storage nodes for advanced features.

For more information about registering advanced features, see Chapter 19 on page 317.

50  Working with storage nodes



Determining volume and snapshot availability

The Availability tab displays which volumes’ and snapshots’ availability depends on this storage node
staying online. Details include the replication level and what factors contribute to the availability
status, such as the status of storage nodes participating in any replication or a RAID restripe in progress.

nagement Console E]@

[ Detsils | Feature Registration | Availshilty |

The folloving volumes and snapshots will become unavailable it storage node Golden-1 goes offline. ﬂ
This table is updated every 5 seconds

Name ] Stetus | Replication Level | Cortriouting Factors [atewsay Conne...
& vold_ss_2 Normal (Temp spec... Mane not replicated
& wols_ss_1 Hormal (Temp spac... None not replicated
@ vos Normal MNone not replicated

Figure 9 Availability tab

Checking status of dedicated boot devices

Some storage nodes contain either one or two dedicated boot devices. Dedicated boot devices may
be compact flash cards or hard drives. If a storage node has dedicated boot devices, the Boot Devices
tab appears in the Storage configuration category. Platforms that do not have dedicated boot devices
will not display the Boot Devices tab.

Table 4 Dedicated boot devices by storage node

Platform Number and type of boot devices
NSM 160 2 compact flash cards

NSM 260 1 compact flash card

NSM 4150 2 hard drives

In storage nodes with two dedicated boot devices, both devices are active by default. If necessary,
compact flash cards can be deactivated or activated using the buttons on this tab. However, you
should only take action on these cards if instructed by HP LeftHand Networks Technical Support.

The following storage nodes do not have dedicated boot devices:

* DL 380

e DL 320s (NSM 2120)
* IBM x3650

* VSA
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* Dell 2950
* NSM 2060
* HP LeftHand P4500

Checking boot device status

View dedicated boot device status in the Boot Devices tab window in the Storage category in the
storage node tree. The platforms that have dedicated boot devices are listed in Table 4 on page 51.

Getting there

1. Select a storage node in the navigation window and log in if necessary.
2. Open the tree below the storage node and select Storage.
3. Select the Boot Devices tab.

The status of each dedicated boot device on the storage node is listed in the Status column. Table
5 on page 52 describes the possible status for boot devices.

B NOTE:

Some statuses only occur in a storage node with two boot devices.

Table 5 Boot device status

Boot device status Description

Active The device is synchronized and ready to be used.

The device is ready to be removed from the storage node. It will not be used

Inactive to boot the storage node.

Failed The device encountered an /O error and is not ready to be used.

Unformatted The device has not yet been used in a storage node. It is ready to be activ-
ated.

Not Recognized The device is not recognized as a boot device.

U The device cannot be used. (For example, the compact flash card is the

nsupported .
wrong size or type.)
B NOTE:

When the status of a boot device changes, an alert is generated. See “Using alerts for active
monitoring” on page 135.

Starting or stopping a dedicated boot device [NSM 160, NSM 260)]

On storage nodes with dedicated boot devices, use this procedure to remove a boot device from
service and later return it.

1. From the navigation window, select the storage node and log in if necessary.
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Open the tree below the storage node and select Storage.

Select the Boot Devices tab.

In the tab window, select the boot device you want to start or stop.

DA

Click Boot Devices Tasks and select either

* Activate to make a boot device available in the event of a failure, or

» Deactivate to remove a boot device from service.

Powering on or rebooting storage nodes with two dedicated boot devices [NSM 160,
NSM 260]

When a storage node with two dedicated boot devices powers on or reboots, it references boot

configuration information from one of two compact flash cards, located on the front of the storage
node.

The storage node boot configuration information is mirrored between the two compact flash cards.
If one card fails or is removed, the system can still boot. If you remove and replace one of the cards,
you must activate the card to synchronize it with the other card.

B NOTE:

There must always be at least one active flash card in the storage node. If you are upgrading the
SAN/iQ software, a dual boot device storage node must contain both flash cards.

Replacing a dedicated boot device

NSM 160

If a compact flash card fails, first try to activate it on the Boot Devices window. If the card fails
repeatedly, replace it with a new one.

You can also replace a boot flash card if you have removed the original card to store it as a backup
in a remote location.

A CAUTION:

A flash card from one storage node cannot be used in a different storage node. If a card fails, replace
it with a new flash card.

NSM 4150

If a boot hard drive fails, you will see an alert. Replace it with a new drive. The boot device drives
support hot swapping and do not require activation.

Removing a boot flash card [NSM 160, NSM 260]

Before you remove one of the boot flash cards from the storage node, deactivate the card in the CMC.

1. On the Boot Devices window, select the flash card that you want to remove.
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Click Deactivate.
The flash card status changes to Inactive. It is now safe to remove the card from the storage node.
Power off the storage node.

Remove the flash card from the front of the storage node.

Replacing and activating a new boot flash card [NSM 160, NSM 260]

If you replace a boot flash card in the storage node, you must activate the card before it can be used.
Activating the card erases any existing data on the card and then synchronizes it with the other card
in the storage node.

1.

vk 0PN
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Insert the new flash card in the front of the storage node.
Power on the storage node.

Log in to the storage node.

On the Boot Devices window, select the new flash card.
Click Activate.

The flash card begins synchronizing with the other card. When synchronization is complete,
‘Active’ displays in the Status column.
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3 Storage

Use the Storage configuration category to configure and manage RAID and individual disks for storage
nodes.

Configuring RAID and managing disks

For each storage node, you can select the RAID configuration, the RAID rebuild options, and monitor
the RAID status. You can also review disk information, and for some models, manage individual disks.

RAID as a storage requirement

RAID must be configured for data storage. HP LeftHand Networks physical storage nodes come with
RAID preconfigured. The VSA comes with RAID preconfigured, if you have first configured the data
disk in the VI Client, as described in the VSA Quick Start Guide. The descriptions of RAID levels and

configurations for the various storage nodes are listed in Table 6.

Table 6 RAID levels and default configurations for storage nodes

Model Preconfigured for Available RAID levels

NSM 160 RAID5 0, 10, 5, 5 + spare

NSM 260 RAID5 0,1,5,5 + spare

DL380 RAID5 0,10, 5

DL320s (NSM 2120) RAID5 10,5, 6

IBM x3650 RAID5 0,10, 5

Dell 2950 RAID10 or RAID5 10, 5 (cannot change RAID level)
NSM 2060 RAID10 or RAID5 10, 5 (cannot change RAID level)
HP LeftHand P4300 RAID5 5,6,10

NSM 4150 50 10, 50
SR o

HP LeftHand P4500 RAID5 10, 5, 6

Getting there

1. In the navigation window, select a storage node and log in if necessary.

2. Open the tree under the storage node and select the Storage category.
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IE HP LeftHand Networks Centralized Management Console g@

q Getting Started “| . |( RaID Setup | Disk Setup
¥ Configuration Summmary
= Available Nodes (2) RAID Status: Marmal ﬂ
Denver-2
Alerts RAID Configuration: RA&ID S
1 Hardware RAID Rebuild Rate Priority: Medium
g SMMP
Device Mame \ Device Type | Device Status | Subdevices
TCPIP Metwork clewiocigsfeOd idise RAID S Marrial 8

e nsm160-24
T PrimarySited,

Figure 10 Viewing the storage configuration category for a storage node

Columns in the RAID Setup tab show four categories:

* Device Name

* Device Type or the RAID level
* Device Status

* Subdevices

Status indicators

On the RAID Setup tab and the Disk Setup tab, the text or icon color indicates status. Table 7 lists the
status and color indicators for three categories.

e  RAID Device Status
e Disk Status
e Disk Health

Table 7 Status and color definitions

Status Color

Normal Green

Inactive Yellow / orange
Uninitialized Yellow
Rebuilding Blue

Off or Removed Red

Marginal Yellow

Faulty Red

Hot Spare Green

Hot Spare Down Yellow

Configuring and managing RAID

Managing the RAID settings of a storage node includes:
¢ Choosing the right RAID configuration for your storage needs

¢ Setting or changing the RAID configuration, if necessary
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¢ Setting the rate for rebuilding RAID
* Monitoring the RAID status for the storage node

* Reconfiguring RAID when necessary

Benefits of RAID

RAID combines several physical disks into a larger logical disk. This larger logical disk can be
configured to improve both read and write performance and data reliability for the storage node.

RAID configurations defined

The RAID configuration you choose depends upon how you plan to use the storage node. The storage
node can be reconfigured with RAIDO, RAID1 /10, RAID5, RAID5+hot spare, RAID50, or RAIDS,
depending on the model. See Table 6 on page 55 for a list of RAID levels by model.

RAIDO

RAIDO creates a striped disk set. Data is stored across all disks in the array, which increases
performance. However, RAIDO does not provide fault tolerance. If one disk in the RAID set fails, all
data on the set is lost.

Storage node capacity in RAIDO is equal fo the sum total capacity of all disks in the storage node.

RAID1/10

RAID1 /10 combines mirroring data within pairs of disks and striping data across the disk pairs.
RAID1 /10 combines data redundancy or disk mirroring (RAID1) with the performance boost of
striping (RAIDO).

Storage Capacity in RAID1/10

Storage capacity in RAID1/10 is half the total capacity of RAIDO in the storage node. The capacity
of a single disk pair is equal to the capacity of one of the disks, thus yielding half the total capacity.
Or, to put it another way,

RAID10 capacity = (single disk capacity x total # of disks) / 2

| 250 GB | 250 GB | 250 GB | 250 GB |

Ny N/

Pair 1 Pair 2
capacity: capacity:
250GB 250GB

-

Storage Node
capacity:
500GB

Figure 11 Example of the capacity of disk pairs in RAID10
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RAID5, RAIDS5 + spare, or RAID50

RAID5 provides data redundancy by distributing data blocks across all disks in a RAID set. Redundant
information is stored as parity distributed across the disks. The figure shows an example of the
distribution of parity across four disks in a RAID5 set.

Dis

IS

©
QO
=.

BN

=

3

Figure 12 Parity distributed across a RAID5 set using four disks

Parity allows the storage node to yield more disk capacity for data storage than RAID10 allows.

Parity and storage capacity in RAID5 or 5 + spare

Parity in a RAID5 set equals the capacity of one disk in the set. Therefore, the capacity of any RAID5
setis n- 1, as illustrated in Table 8.

Table 8 Storage capacity of RAID5 sefs in storage nodes

Model Number of disks in RAID5 set  Storage capacity of disks
NSM 160 4 disks3 disks plus a spare 3 x .single disk capacity? x single disk ca-
pacity
NSM 260 5 disks plus a spare (x 2 RAID 8 x single disk capacity 10 x single disk
sets)6 disks (x 2 RAID sets) capacity
DL380 6 disks 5 x single disk capacity

DL320s (NSM 2120)

6 disks (x 2 RAID sets)

10 x single disk capacity

IBM x3650 6 disks 5 x single disk capacity
Dell 2950 6 disks 5 x single disk capacity
NSM 2060 6 disks 5 x single disk capacity
HP LeftHand P4300 8 disks 7 x single disk capacity
NSM 4150 5 disks 4 x single disk capacity

HP LeftHand P4500

6 disks (x 2 RAID sets)

10 x single disk capacity

RAID5 and hot spare disks

RAID5 configurations that use a spare designate as a hot spare the remaining disk of the RAID set.
With a hot spare disk, if any one of the disks in the RAID5 set fails, the hot spare disk is automatically
added to the set and RAID starts rebuilding.
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Table 8 on page 58 lists the RAID5 configurations by model, and indicates which configurations
support a hot spare.

RAID50 on the NSM 4150

RAID6

RAID50 combines distributing data blocks across disks in a RAID5 set and striping data across multiple
RAID5 sets. RAID50 combines data redundancy (RAID5) with the performance boost of striping
(RAIDO).

The total capacity of the NSM 4150 in RAID50 is the combined capacity of each RAID5 set in the

storage node.

For RAID50, the NSM 4150 is configured with three RAID5 sets. If the disks are 750 GB, the total
capacity for that NSM 4150 equals 9 TB (12 x the single disk capacity).

RAID6 may be thought of as RAID5 with dual parity. The dual parity of RAID6 provides fault tolerance
from two drive failures in each of two RAID sets. Each array continues to operate with up to two failed
drives. RAID6 significantly reduces the risk of data loss if a second hard disk drive fails while the
RAID array is rebuilding.

Parity and storage capacity in RAID6

In RAID6, data is striped on a block level across a set of drives, as in RAID5, but a second set of
parity is calculated and written across all the drives in the set. RAID6 provides extremely high data
fault tolerance and can withstand multiple simultaneous drive failures.

A RAID6 implementation has the storage capacity of N-2 drives. A storage node configured with
RAID6 has a total available storage capacity of 66% of the total system capacity. For example, in a
9 TB system, 6 TB is available for storage and 3 TB is used for overhead.

O D O D6 13—
= ] e
e S
==l el
=

Disk 0 Disk 1 Disk 2 Disk 3 Disk 4 Disk 5

Figure 13 Parity distributed across RAID6

Drive failure and hot swapping in RAID6

The DL320s (NSM 2120), HP LeftHand P4500, and HP LeftHand P4300 support RAID6 and also
support hot swapping in the event of a drive failure. Hot swapping means that you can physically
remove a failed drive and insert a new one without powering down the unit.

In addition to redundancy during normal operation, RAID6 further protects the RAID array against
data loss during degraded mode by tolerating up to two drive failures during this vulnerable stage.

Explaining RAID devices in the RAID setup report

In the Storage category, the RAID Setup tab lists the RAID devices in the storage node and provides
information about them. An example of the RAID aetup report is shown in Figure 14. Information
listed in the report is described in Table 9.
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nagement Console g@
il RaID Setup | Disk Setup

| ratD Status: Normal 2]
| RAID Configuration: RaID 10

RAID Rebuild Rate Priority: High

y Device Mame. | Device Type \ Device Status \ Subdevices
sdeviscsihost 2bus2target! ... RaD 1 Mormeal 2
| |ieeviscsimostzibus2aryet2... RaiD 1 Mormal 2
fdeviscsihostZbus2target3.. RAID 1 Mormal 2

Figure 14 RAID10 in an Dell 2950

RAID devices by RAID type

Each RAID type creates different sets of RAID devices. Table 9 contains a description of the variety
of RAID devices created by the different RAID types as implemented on various platform models.

Table 9 Information in the RAID setup report

This item Describes this

The disk sets used in RAID. The number and names of devices varies by

Device Name platform and RAID level.

Device Type The RAID level of the device.
Device Status The RAID status of the device.

. The number of disks included in the device. For example, in an NSM 160,
Subdevices

RAID10 displays a Device Type of “RAID10” and subdevices as “4.”

Virtual RAID devices

If you are using the VSA, the only RAID available is virtual RAID. After installing the VSA, virtual RAID
is configured automatically if you first configured the data disk in the VI Client.

HP LeftHand Networks recommends installing VMware ESX Server on top of a server with a RAID5
or RAID6 configuration.

Devices configured in RAIDO

As illustrated, if RAIDO is configured, the physical disks are combined info a single RAID disk, except
for the NSM 260. In the NSM 260 with RAIDO configured, each physical disk operates as a separate

RAIDO disk.

b [1]2]3]a]
disks

1 striped | / / |
RAID device

Figure 15 RAIDO an NSM 160
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RAIDOdiskS|1|2|3 |4|....|12|

Figure 16 RAIDO on an NSM 260

) 5 3 1
DL 380 Disks
4 2 0
1 striped RAID
device

Figure 17 RAIDO on a DL380

) 0 1
IBM x3650 Disks
2 3
4 5

1 striped RAID
device

Figure 18 RAIDO on an IBM x3650

Devices configured in RAID10

If RAID10 is configured on storage nodes, the physical disks are combined into mirrored sets of disks
and then combined into one striped disk. Examples of RAID10 devices are shown in Figure 19 through
Figure 25. If RAID1 is configured for the NSM 260, the physical disks are combined into mirrored

pairs of disks, as shown in Figure 20. RAID1 uses only one pair of disks. RAID10 uses up to eight
pairs of disks, depending on the platform.

NSM ‘ 2 ‘ 4 |
disks \ \ / /

1 striped |
RAID device

Figure 19 RAID10 on an NSM 160 (mirroring done at hardware level)

Storage Node
e 23] ]

%]
VoA A

Mirrored RAID | | | | |

disk pairs
Figure 20 RAID1 on an NSM 260
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DL 380 Disks

Mirrored
disk pairs

1 striped RAID
device

Figure 21 RAID10 on a DL380

DL 320s (NSM 2120) and 5 5 s "
HP LeftHand P4500 Disks

Mirrored RAID disk pairs

2 striped RAID device | ' v v | | ¥ ¥ 7 |

Figure 22 RAID10 on the DL320s (NSM 2120) and the HP LeftHand P4500

Mirroreddisk pairs 1T13|5|7
inthe HP LeftHand P4300
1+5,3+7 2]4]°)8
2+6,4+8

1 RAID device

Figure 23 RAID1+0 in the HP LeftHand P4300

Disk | Status | Heath Safe to R
0 Active normal Yes
1 Active notmal Yes
2 Active normal Yes
3 Active notmal Yes
4 Active normal Yes
a Active notmal Yes

1. Mirrored disk pair 1
2. Mirrored disk pair 2

3. Mirrored disk pair 3

Figure 24 Initial RAID10 setup of the Dell 2950 and NSM 2060
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o Disk | Status | Hesth  |SafetoRem..
? =l o Active ol Yes
1 Active narmal Yes
ei 2 Active normal YEE
3 Active narmal Yes
OT 4 Active notrmal ES
5 Active narmal Yes
o< = & Active ol Yes
& 7 Active northal Yes
e< = = Active ol Yes
B Active northal Yes
e< 10 Active narmal Yes
11 Active narmal Yes
12 Active narmal Yes
o< 13 Active narmal Yes
0 _____---" 14 Hat spare narmal Yes

1. Mirrored disk pair 1
2. Mirrored disk pair 2
3. Mirrored disk pair 3
4. Mirrored disk pair 4
5. Mirrored disk pair 5
6. Mirrored disk pair 6
7. Mirrored disk pair 7

8. Hot spare

Figure 25 Initial RAID10 setup of the NSM 4150

B NOTE:

The initial disk setup shown above for the NSM 4150 may change over time if you have to replace
hot-swap disks.

Devices configured in RAID5
If RAID5 is configured, the physical disks are grouped into one or more RAID5 sets.



NSM 1] 2]3]4]

disks |

RAID 5 device | |

Figure 26 RAID5 set in an NSM 160

NSM ‘ 1 ‘ 2 ‘ 3 | hs
disks |
RAID 5 device | |

Figure 27 RAIDS5 + spare in an NSM 160

=y

DL 380 5 3
disks 4 2

RAID 5 device

Figure 28 RAID5 set in a DL380

DL 320s (NSM 2120) and 1 4 7 10
HP LeftHand P4500 Disks
2 5 8 1
3 6 9 12

2 striped RAID device | | |

Figure 29 RAID5 set in the DL320s (NSM 2120), and the HP LeftHand P4500

Disk layout in the 113|857
HP LeftHand P4300

1 RAID device

Figure 30 RAIDS5 set in the HP LeftHand P4300

) 0 1

IBM x3650 Disks
2 3
4 5

RAID 5 device El

Figure 31 RAIDS5 set in a IBM x3650
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Disk Status Healtth Safeto R
] Active narmal YEes
1 Active narmal Yes
2 Active narmal Yes
3 Active narmal Yes
4 Active narmal Yes
4 Active narmal Yes

1. RAIDS set

Figure 32 Initial RAID5 setup of the Dell 2950 and NSM 2060

B NOTE:

The initial disk setup shown above for the Dell 2950 and NSM 2060 may change over time if you
have to replace disks.

RAID5 in the NSM 260

RAID5 in the NSM 260 consists of either six-disk sets , shown in Figure 33, or sets of five disks plus
a spare so that the single disk acts as a hot spare for the RAID set , shown in Figure 34.

RAID50 in the NSM 4150 consists of three RAID5 sets using all 15 disks , shown in Figure 35.

St°r39_e'\‘°de|1|2|3|4|5|6|7|8|9|10|11|12|
Disks

| [ 1 |

Figure 33 NSM 260 RAID5 using six-disk sets

StorageNOde|1|2|3|4|5|hs|7|8|9|10|11|hs|
Disks

| [0 ] [

Figure 34 NSM 260 RAID5 using five disks plus a hot spare
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Dizsk Status Health |Safeto ...

] Active normal Yes
1 Active normal Yes

o 2 Active normal Yes
] Active normal Yes
4 Active normal Yes
) Active normal Yes
El s Active narmal b=
=l - Active narmal b=
=l = Active narmal b=
=l = Active narmal b=
10 Active normal Yes
11 Active normal Yes
12 Active normal Yes
13 Active normal Yes
14 Active narmal Yes

1. RAIDS5 set

2. RAID5 set

3. RAIDS5 set

Figure 35 Initial RAID50 setup of the NSM 4150

B NOTE:

The initial disk setup shown above for the NSM 4150 may change over time if you have to replace

disks.

RAID6 in the DL320s (NSM 2120), HP LeftHand P4500

For RAID6, the physical disks are grouped into sets. RAID6 uses two sets of disks.

DL 320s (NSM 2120) and
HP LeftHand P4500 Disks

2 striped RAID device

1

4

7

10

2

5

8

1

3

6

12

Figure 36 DL320s (NSM 2120) and HP LeftHand P4500 RAIDé6 using two six-disk sets

RAID6 in the HP LeftHand P4300

RAID6 in the HP LeftHand P4300 is striped with parity into a single array.
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Disk layout in the 113|857
HP LeftHand P4300

1 RAID device

Figure 37 Raid5 in P4300

Planning the RAID configuration

The RAID configuration you choose for the storage node depends on your plans for data fault tolerance,

data availability, and capacity growth. If you plan to expand your network of storage nodes and
create clusters, choose your RAID configuration carefully.

A CAUTION:

After you have configured RAID, you cannot change the RAID configuration without deleting all data
on the storage node.

Data replication

Keeping multiple copies of your data can ensure that data will be safe and will remain available in
the case of disk failure. There are two ways to achieve data replication:

* Configure RAID1, 10, 5, 5 + spare, 50, or 6 within each storage node to ensure data redundancy.

* Always replicate data volumes across clusters of storage nodes, regardless of RAID level, for added
data protection and high availability.

Using RAID for data redundancy

Within each storage node, RAID1 or RAID10 can ensure that two copies of all data exist. If one of
the disks in a RAID pair goes down, data reads and writes can continue on the other disk. Similarly,

RAID5, RAID50, or RAIDé provides redundancy by spreading parity evenly across the disks in the
set.

If one disk in a RAID5 or RAIDé set goes down, data reads and writes continue on the remaining

disks in the set. In RAID50, up to one disk in each RAID5 set can go down, and data reads and writes
continue on the remaining disks.

RAID protects against failure of disks within a storage node, but not against failure of an entire storage
node. For example, if network connectivity to the storage node is lost, then data reads and writes to
the storage node cannot continue.

B NOTE:

If you plan to create all data volumes on a single storage node, use RAID1/10, RAID5 or RAID6 to
ensure data redundancy within that storage node.
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Using volume replication in a cluster

A cluster is a group of storage nodes across which data can be replicated. Volume replication across
a cluster of storage nodes protects against disk failures within a storage node, failure of an entire
storage node or external failures like networking or power. For example, if a single disk or an entire
storage node in a cluster goes offline, data reads and writes can continue because an identical copy
of the volume exists on other storage nodes in the cluster.

Using RAID with replication in a cluster

Always use replication in a cluster to replicate volumes across storage nodes. The redundancy provided
by RAID10, 5, 50, or 6 ensures availability at the storage node level. Replication of volumes in a
cluster ensures availability at the cluster level. For example,

¢ Using replication, up to three copies of a volume can be created on a cluster of three storage
nodes. The replicated configuration ensures that two of the three storage nodes can go offline and
the volume will still be accessible.

* Configuring RAID10 on these storage nodes means that each of these three copies of the volume
is stored on two disks within the storage node, for a total of six copies of each volume. For a 50
GB volume, 300 GB of disk capacity is used.

RAID5/50 uses less disk capacity than RAID 1 / 10, so it can be combined with replication and still
use capacity efficiently. One benefit of configuring RAID5/50 in storage nodes that use replication
in a cluster is that if a single disk goes down, the data on that storage node can be rebuilt using RAID
instead of requiring a complete copy from another storage node in the cluster. Rebuilding the disks
within a single set is faster and creates less of a performance hit to applications accessing data than
copying data from another storage node in the cluster.

RAID6 provides similar space benefits of RAID5 with the additional protection of being able to survive
the loss of up to two drives.

B NOTE:

If you are replicating volumes across a cluster: Configuring the storage node for RAID1/10 consumes
half the capacity of the storage node. Configuring the storage node for RAID5,/50 provides redundancy
within each storage node while allowing most of the disk capacity to be used for data storage. RAID6
provides greater redundancy on a single storage node, but consumes more disk space than RAID5.

Table 10 summarizes the differences in data availability and safety of the different RAID levels on
stand-alone storage nodes versus on those RAID levels with replicated volumes in a cluster.

Table 10 Data availability and safety in RAID configurations

Data availability if
entire storage node

Configuration Safety and availability during disk failure  fails or if network
connection to storage
node lost

Stand-alone storage nodes, RAIDO  No No

Stand-alone storage nodes, RAIDT  Yes. In any configuration, 1 disk per mirrored

/ 10, RAID10 + spare pair can fail. No
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Configuration

Safety and availability during disk failure

Data availability if
entire storage node
fails or if network
connection to storage
node lost

Stand-alone storage nodes, RAIDS5,

Yes, for 1 disk per array

No

5 + spare, 50
Stand-alone storage nodes, RAIDé  Yes, for 2 disks per array No
Replicated volumes on clustered Yes. However, if any disk in the storage node
stoF:o o nodesu RAID 0 v fails, the entire storage node must be copied  Yes
9 ’ from another storage node in the cluster.
Renlicated volumes on clustered Yes. 1 disk per RAID set can fail without
eplicated volumes on cu copying from another storage node in the Yes
storage nodes, RAID 5 / 50 cluster
Replicated volumes on clustered Yes. 2 disks per RAID set can fail without
P copying from another storage node in the Yes

storage nodes, RAID6

cluster.

Replicated volumes on clustered

VSAs with virtual RAID

Depends on the underlying RAID configura-
tion of the platform on which the VSA is in-
stalled. HP recommends configuring RAID5

Yes, if underlying plat-
form configured for
RAID other than RAIDO.

or RAID6.

Mixing RAID configurations

You may mix storage nodes with different configurations of RAID within a cluster. This allows you to
add new storage nodes with different RAID levels. Be certain to calculate the capacity of additional
storage nodes running the desired RAID level, because the cluster operates at the smallest usable
per-storage node capacity.

For instance, you have four T TB NSM 160s running RAID10. You purchase two additional 1 TB
NSM 160s which you want to run with RAIDS.

In your existing cluster, a single 1 TB NSM 160 in RAID10 provides 0.5 TB usable storage. A single
NSM 160 in RAID5 provides 0.75 TB usable storage. However, due to the restrictions of how the
cluster uses capacity, the NSM 160 in RAID5 will still be limited to 0.5 TB per storage node.

Your best choice in this situation might be to configure the NSM 160 as RAID5 + a spare, thus using
most of the available storage and enhancing the reliability of the cluster.

Setting RAID rebuild rate

Choose the rate at which the RAID configuration rebuilds if a disk is replaced. The RAID rebuild rate
is set as a priority against other operating system tasks, except for the NSM 260 platform, for which
the rebuild rate is a percentage of the throughput of the RAID card.

B NOTE:

You cannot set the RAID rebuild rate on a VSA, since there is nothing to rebuild.
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General Guidelines
¢ Setting the rate high is good for rebuilding RAID quickly and protecting data. However it slows
down user access.

¢ Setting the rate low allows users quicker access to data during the rebuild, but slows the rebuild
rate.

A CAUTION:

In the IBM x3650, the RAID rebuild rate cannot currently be changed from high. This sefting may
affect the SAN if RAID10 or RAID5 needs to be rebuilt.

Set RAID rebuild rate

1. In the navigation window, log in fo a storage node and select the Storage category.
2. On the RAID Setup tab, click RAID Setup Tasks and select the RAID Rebuild Rate Priority choice.

The RAID Rebuild Rate Priority window opens. This window will be different for different platforms,
as described above.

. Change the rebuild settings as desired.
4. Click OK.
The settings are then ready when and if RAID rebuild takes place.

Recontiguring RAID

Reconfiguring RAID on a storage node or a VSA destroys any data stored on that storage node.
Requirements for reconfiguring RAID are listed below. For VSAs, there is no alternate RAID choice,
so the only outcome for reconfiguring RAID is to wipe out all data.

Requirements for reconfiguring RAID

Changing preconfigured RAID on a new storage node

RAID must be reconfigured on individual storage nodes before they are added to a management
group. If you want to change the preconfigured RAID level of a storage node, you must make the
change before you add the storage node to a management group.

Changing RAID on storage nodes in management groups

You cannot reconfigure RAID on a storage node that is already in a management group. If you want
to change the RAID configuration for a storage node that is in a management group, you must first
remove it from the management group.

4 CAUTION:
Changing the RAID configuration will erase all the data on the disks.
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To reconfigure RAID

1. In the navigation window, expand the configuration categories for the storage node and select
the Storage category.

2. On the RAID Setup tab, click RAID Setup Tasks and select Reconfigure RAID.
3. Select the RAID configuration from the list.
4. Click OK.
5. Click OK on the message that opens.
RAID starts configuring.
B NOTE:

A storage node may take several hours for the disks to synchronize in a RAID10, or RAID5/50, or
RAIDé configuration. During this time, performance will be degraded. When the RAID status on the
RAID Setup tab shows Normal, the disks provide fully operational data redundancy. The storage
node is ready for data transfer at this point.

Monitoring RAID status

RAID is critical to the operation of the storage node. If RAID has not been configured, the storage
node cannot be used. Monitor the RAID status of a storage node to ensure that it remains normal. If
the RAID status changes, a CMC alert is generated. You can configure additional alerts to go to an
email address or to an SNMP trap. See “Using alerts for active monitoring” on page 135 for instructions
to set these additional alerts.

Data transfer and RAID status

A RAID status of Normal, Rebuild, or Degraded all allow data transfer. The only time data cannot be
transferred to or from the storage node is if the RAID status shows Off.

Data redundancy and RAID status

In a RAID1/10 or RAID5/50 configuration, when RAID is degraded, there is no full data redundancy.
Therefore, data is at risk if there is a disk failure when RAID is degraded.

In RAID6, when RAID is degraded due to a single drive failure, the data is still not at risk for a second
failure. However, if it is degraded due to the failure of two drives, then data would be at risk if another
drive failed.

A CAUTION:

In a degraded RAID1 / 10 configuration, loss of a second disk within a pair will result in data loss.
In a degraded RAID5 configuration, loss of a second disk will result in data loss. In a degraded
RAID50 configuration, loss of a second disk in a single RAID5 set will result in data loss. In a degraded
RAID6 configuration, the loss of three drives results in data loss.
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The RAID status is located at the top of the RAID Setup tab in Storage. RAID status also displays in
the Details Tab on the main CMC window when a storage node is selected in the navigation window.
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1. RAID status

Figure 38 Monitoring RAID status on the main CMC window

The status displays one of four RAID states.

* Normal—RAID is synchronized and running. No action is required.

* Rebuilding—A new disk has been inserted in a drive bay and RAID is currently rebuilding. No
action is required.

* Degraded—RAID is degraded. A disk may have failed or have been removed from its bay.

For hot-swap platforms (NSM 160, NSM 260, DL380, DL320s [NSM 2120], Dell 2950,
NSM 2060, NSM 4150, HP LeftHand P4500, HP LeftHand P4300), simply replace the faulty,

inactive, uninitialized, or missing disk.

For non-hot-swap platforms (IBM x3650) you must add a disk to RAID using Storage > Disk Setup
tab if you are inserting a replacement disk.

* Off—Data cannot be stored on the storage node. The storage node is offline and flashes in the
navigation window.

* None—RAID is unconfigured.

Managing disks

Use the Disk Setup tab to monitor disk information and perform disk management tasks as listed in
Table 11.
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A CAUTION:
The IBM x3650 does not support hot-swapping disk drives.
Hot-swapping drives is NOT supported for RAID O on any platform.

Table 11 Disk management tasks for storage nodes

Disk setup function Available in model
Monitor disk information All
Power on or off a disk * IBM x3650

* NSM 260 (use only for adding capacity/arrays to

Add a disk to RAID a chassis)

Getting there

1. In the navigation window, select a storage node.
2. Select the Storage category in the tree below it.

3. Select the Disk Setup tab.

Reading the disk report on the Disk Setup tab
The Disk Setup tab provides a status report of the individual disks in a storage node.
Figure 39 shows the Disk Setup tab and Table 12 describes the corresponding disk report.

1agement Console E]@

| ReDSetup | Disk Setup | Boct Devices |
a
| Status | Health \Safe 1o Rema.. \ [ | Serial Mumber | Class | Capacit
Active narmal Ves HDET25050  KRWNOIZAH.. SATAIO0GE 46566 GB
Active normal Yes HDS725050  KRWNOSZAH . SATAS0GE 46566 GE
Active narmal Ves HDST25050  KRWNOIZAH.. SATAI0GE 46566 GB
Active normal Yes HDS725050  KRWVNOSZAH . SATAS0GE 46566 GB
Active narmal Ves HDST25050  KRVMNO3ZAH.. SATA 30GE 46566 GE
Active normal Yes HDS725050  HRWNOIZAH . SATA30GE 46566 GB
Active narmal Ves HDST25050  KRVMNO3ZAH.. SATA30GE 46566 GE
Active normal Yes HDS725050  KRWNOIZAH. . SATA3I0GE 46566 GB
Active normal Yes HDS725050  KRWVMOSZAH.. SATAZO0GE 46566 GE
Active narmal Ves HDET25050  KRWNOIZAH.. SATAIO0GE 46566 GB
Active normal YEs HDS725050  WRWNOSZAH . SATASO0GE 46566 GE
Active narmal Ves HDST25050  KRWNOIZAH.. SATAIO0GE 46566 GB
Figure 39 Example of columns in the Disk Setup tab
Table 12 Description of items on the disk report
This item Describes this
Disk Corresponds to the physical slot in the storage node.
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This item Describes this

Whether the disk is
* Active (on and participating in RAID)
¢ Uninitialized (is not part of an array)

Status * Inactive (is part of an array, and on but not participating in RAID)
*  Off or removed
* Hot spare (for RAID configurations that support hot spares)
Drive health is one of the following
* Normal

Health Marai e T Qo
*  Marginal (predictive failure status indicating “replace as soon as possible”)
*  Faulty (predictive failure status indicating “don’t wait fo replace”)

Safe to Remove Indicates if it is safe to hot-remove a disk.

Model The model of the disk.

Serial Number The serial number of the disk.

Class The class (type) of disk, for example, SATA 3.0 GB.

Capacity The data storage capacity of the disk.

Verifying disk status

Check the Disk Setup window to determine the status of disks and to take appropriate action on
individual disks when you are preparing to replace them.

Viewing disk status for the NSM 160

The disks are labeled 1 through 4 in the Disk Setup window, Figure 40, and correspond with the disk
drives from left to right (1 through 4) as shown in Figure 41.

For the NSM 160, the columns Health and Safe to Remove will respectively help you assess the health
of a disk, and whether or not you can replace it without losing data.

Management Console g@

N/ RAD Setup | Disk Setup | Boct Devices |

7|
Disk | Status | Health |Safe to Remove| Model | Serial Mumber | Class | Capacity
1 Active niormal Yes HOT7225250LA350 WDBM AT4C23704  SATA 3.0GEB 23280 GB
2 Active niormal Yes HOT7225250LA350 WDBM AT4C234TA  SATA 3.0GE 23280 GB
3 Active niormal Yes HOT7225250LA350 WDEBM AT4C23LPA  SATA 3.0GE 23280 GB
4 Active niormal Yes HOT7225250LA350 WDBM AT4C23448 SATA 3.0GE 23280 GB

Figure 40 Viewing the Disk Setup tab in an NSM 160
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I e e

Figure 41 Diagram of the drive bays in the NSM 160

Viewing disk status for the NSM 260

For the NSM 260, the disks are labeled 1 through 12 in the Disk Setup window and correspond with
the disk drives from left to right (1, 2, 3, 4 top row: 5, 6, 7, 8 middle row: 9, 10, 11, 12 bottom
row) and top to bottom when you are looking at the front of the NSM 260.

For the NSM 260, the columns Health and Safe to Remove will respectively help you assess the health
of a disk, and whether or not you can replace it without losing data.

1agement Console g@w

| "Rapsetun | DiskSep | Boot Devices |

: 7 |
Digk | Status ‘ Health |Safe to RM Model | Serial Mumber ‘ Clags | Capacity
1 Active normal Yes HDS725050  KRWMNOSZAH.. SATA 30GE 46566 GEB
2 Active normal Yes HDS725030  KRWNOSZAH.. SATA3O0GE 46566 GBE
3 Active normal Yes HDS723050  KRWNOSZAH.. SATAZ0GE 463566 GE
4 Active narmal Yes HDS723030  KRWNOSZAH.. SATAZ0GE 463566 GE
a Active normal Yes HDS723030  KRWNO3ZAH.. SATAZ0GE 46566 GBE
B Active normal Yes HDS725050  KRWNOSFAH. . SATAZ0GE 46566 GB
T Active normal Yes HDS725050  KRWNOSZAH.. SATAZO0GE 46566 GE
g Active normal Yes HDE725050  KRWMNO3ZAH.. SATA 30GE 46566 GEB
) Active normal Yes HDS725050  KRWMNOSZAH.. SATA 30GE 46566 GEB
10 Active normal Yes HDS725030  KRWNOSZAH.. SATA3O0GE 46566 GBE
i Active normal Yes HDS723050  KRWNOSZAH.. SATAZ0GE 463566 GE
12 Active normal Yes HDS723030  KRWNOSZAH.. SATAZ0GE 463566 GE

Figure 43 Diagram of the drive bays in the NSM 260

Viewing disk status for the DL380

For the DL380, the disks are labeled O through 5 in the Disk Setup window , shown in Figure 44,
and correspond with the disk drives from left to right (5-3-1 on the top and 4-2-0 on the bottom) , as
shown in Figure 45 when you are looking at the front of the DL380.

For the DL380, the columns Health and Safe to Remove will respectively help you assess the health
of a disk, and whether or not you can replace it without losing data.
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Management Console g@

[ R&D Setup | Disk Setup |

Disk | Status | Heam Safeto Remove| Model | Serial Nurmber | Class | Capacity
0 Active niormal Wes COMPAG BDO72S... D210F25K SCS1320MEB 6754 GB
1 Active niormal W COMPAG BDOV28... D212X4CK SCS1320MEB 6754 GB
2 Active niormal Wes COMPAG BDOT25... 3KTOMESS00007535... SC31 320ME  67.54 GB
5] Active niormal W COMPAG BDO728... D21 0AHEK SCS1320MEB 6754 GB
4 Active niormal Wes COMPAG BDO72E... D210A2LK SCS1320MEB 6754 GB
5) Active niormal Wes COMPAG BDO7Z2S... D2108K3K SCS1320MB 6754 GB

Figure 45 Arrangement of drives in the DL380

Viewing disk status for the DL320s (NSM 2120)

The disks are labeled 1 through 12 in the Disk Setup window , shown in Figure 46, and correspond
with the disk drives from left to right (1-4-7-10 on the top row, and 2-5-8-11 on the second row and
so on) , as shown in Figure 47 when you are looking at the front of the DL320s (NSM 2120).

For the DL320s (NSM 2120), the columns Health and Safe to Remove will respectively help you assess
the health of a disk, and whether or not you can replace it without losing data.

Management Console g@

[ RaD Setup | Disk Setup |
2]
| Status | Health |Safe ta Remove| hodiel | Serial Mumber | Class | Capacity
Active  normal Yes ATA ST3250624  GNDOS42) SATA 30GE 23289 GB
Active  normal Yes ATA ST3250624  GWDOTGHC SATA 30GE 232.89 GB
Active  normal Yes ATA ST3250624  GWDOSS2G SATA 30GE 23289 GB
Active normal Yes ATA ST3250624 AMDOPTET SATA F0GE 232.89 GB
Active normal Yes ATA ST3230624 AMDOTRAG SATA F0GE 232.89 GB
Active normal Yes ATA ST3250624 IMDOPLPE SATA F0GE 232.89 GB
Active normal Yes ATA ST3230624 AMDOS2ET SATA F0GE 232.89 GB
Active normal Yes ATA ST3250624 AMDOS4EG SATA F0GE 232.89 GB
Active normal Yes ATA ST3230624 AMDORZHYY SATA F0GE 232.89 GB
Active normal Yes ATA ST3250624 AMDOKSEZ SATA F0GE 232.89 GB
Active normal Yes ATA ST3230624 AMDOTGDE SATA F0GE 232.89 GB
Active normal Yes ATA ST3250624 IMDOTGEL SATA F0GE 232.89 GB

Figure 47 Diagram of the drive bays in a DL320s (NSM 2120)
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Viewing disk status for the IBM x3650

For the IBM x3650, the disks are labeled O through 5 in the Disk Setup window, Figure 48, and
correspond with the disk drives labeled O through 5 from left to right, top to bottom, when you are
looking at the front of the IBM x3650, Figure 49.

For the IBM x3650, the columns Health and Safe to Remove will respectively help you assess the
health of a disk, and whether or not you can replace it without losing data.

Wanagement Console g@w

((R&D Setup | Disk Setup |

H
Disk | Status | Health | Safe to Remove | Model | Serial Mumber | Class | Capacity
= o Active normal Mo IBM-ESKSGHNA. . J20LC2RK S453.0Gh 6537 GB
1 Active niormal Mo IBM-ESHSGNA. .. J2IVSALK S453.0Gh BS37GB
2 Active niormal Mo IBM-ESHSGMNA. . J20ARY MK S453.0Gh 6537 GB
5] Active niormal Mo IBM-ESKSGMNA. . J2OANUWER S453.0Gh BS37GB
4 Active niormal Mo IBM-ESHSGNA. . J20KY GFK S453.0Gh 6537 GB
5 Active niormal Mo IBM-ESHSGMNA. . J20AEAM K S453.0Gh BS37GB

Figure 49 Arrangement of drives in the IBM x3650

Viewing disk status for the VSA
For the VSA, the Disk Setup window shows 1 virtual disk.
|

["RAID Setup | Disk Setup |

Disk | Status | Health Safe to Remove Model Serial Mumber Class | Capacit
1 Active normial o “hbwrare Yirtual . w0000 “irtual 2047 00 GB

Figure 50 Viewing the disk status of a VSA

B NOTE:

If you want to change the size of the data disk in a VSA, see the HP LeftHand P4000 VSA User Manual
for instructions about recreating the disk in the VI Client.

Viewing disk status for the Dell 2950 and NSM 2060

The disks are labeled O through 5 in the Disk Setup window and correspond with the disk drives from

left to right (0-2-4 on the top row, and 1-3-5 on the bottom row) when you are looking at the front of
the Dell 2950 or NSM 2060.
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For the Dell 2950 or NSM 2060, the columns Health and Safe to Remove will respectively help you

assess the health of a disk, and whether or not you can replace it without losing data.

nagement Console g@l

RAID Setup | Disk Setup |

(7]
Dizk | Status | Health Safe to Remove hode! Serial Mumber Class | Capacity
i 1) Active narmial Yes STITS0G40MS  SC0M AGG SATA 3.0GE 698.12 GB
1 Active narmial Yes STITS0640MS  SQ0M ASKD SATA 3.0GE 698.12 GB
2 Active narmial Yes STITS0640MS  SE0M ASEF SATA 3.0GE 698.12 GB
S| Active narmial Yes STITS0640MS 5001 A9 SATA 3.0GE 698.12 GB
& Active narmial Yes STITS0G40MS  SE0M AA4G SATA 3.0GE 698.12 GB
3 Active normial Yes STITS0640MS  SE0M AGSWY SATA 3.0GE 698.12 GB

Figure 53 Drive bays, with bezel off, in a Dell 2950 or NSM 2060

Viewing disk status for the NSM 4150

The disks are labeled O through 14 in the Disk Setup window and correspond with the disk drives
from left to right when you are looking at the front of the NSM 4150.

For the NSM 4150, the columns Health and Safe to Remove will respectively help you assess the
health of a disk, and whether or not you can replace it without losing data.

anagement Console E]@j

["RAD Setup | Disk Setup | Boot Devices |

E
Disk ] Status | Heslth [ sate to Removs | Maris! | Serisl Mumber | Class [ Capact:
Active normal ves HDS725050KL... KRVNE7ZEHD.. SATAZOGE  465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHDE.. SATA 30GB  465.25GB
Active normal ves HDS725050KL... KRVNE7ZEHD.. SATAZOGE  465.25GE
Active normal Yes HDS725050KL... KRVNE7ZEHD.. SATAZOGE  465.25GB
Active normal ves HDS725050KL... KRVNE7ZEHDL... SATA 30GE  465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHD.. SATAZOGE  465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHDL... SATA 30GE  465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHDU. SATA 0GB 465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHDX. SATA 30GE  465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHDD. SATA 0GB 465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHD.. SATAZOGE  465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHDU. SATA 0GB 465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHD.. SATAZOGE  465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHD.. SATAZ0GE  465.25GB
Active normal Yes HDS725050KL... KRVNE7ZEHDX. SATA 0GB 465.25 GB

Figure 54 Viewing the Disk Setup tab in a NSM 4150
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Figure 56 Drive bays, with bezel off, in an NSM 4150

Viewing disk status for the HP LeftHand P4500

The disks are labeled 1 through 12 in the Disk Setup window Figure 57 and correspond with the
disk drives from left to right (1-4-7-10 on the top row, and 2-5-8-11 on the second row and so on) as
shown in Figure 58 when you are looking at the front of the HP LeftHand P4500.

For the HP LeftHand P4500, the columns Health and Safe to Remove will respectively help you assess
the health of a disk, and whether or not you can replace it without losing data.

ragement Console g@

[ RAID Setup | Disk Setup |

Dizk | Status | Health |Sa'fe ta Remo...| Mocel | Serial Number| Class | Capaciy

i 1 Active niot sl Yes HP DFO450E... JMVETOIC SAS 30GE 41919 GB
2 Active niormal Yes HP DFO450E... JMY2ELBC SA% 3.05B 41918 GB
3 Active niormal Yes HP DFO4506... JWY3EIMC 545 3.0G6 41918 GB
4 Active narmal Yes HP DF043506... JMv2I9WC SAS 3.0GE 41919 GBE
3 Active niarmal Yes HP DF043506... JMV4ESTC =4S F.0GE 41919 GBE
B Active narmal Yes HP DFO450E... JhW2EW4C SAS 3 0GE 41919 GBE
T Active niormal Yes HP DFO450B... JMY3HEOC 545 3.056 41918 GB
g Active niormal Yes HP DFO4506... JMY3HEPC 545 3.0G6 41918 GB
g Active niarmal Yes HP DF04:306... JhW3ELZC SAS 3.0GE 41919 GBE
10 Active narmal Yes HP DF043506... JMVESW2ZC SAS F0GE 41919 GBE
11 Active narmal es HP DFO450E... JWYIEWTC SAS 3 0GE 41919 GBE

12 Active niotnal Yes HP DFO450B... JMY3IYEMC — SAS 3.0GB 41919 GB

Figure 58 Diagram of the drive bays in a HP LeftHand P4500
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Viewing disk status for the HP LeftHand P4300

The disks are labeled 1 through 8 in the Disk Setup window Figure 59 and correspond with the disk
drives from left to right (1, 3, 5, and 7 on the top row, and 2, 4, 6, and 8 on the second row) shown
in Figure 60 when you are looking at the front of the HP LeftHand P4300.

For the HP LeftHand P4300, the columns Health and Safe to Remove will respectively help you assess
the health of a disk, and whether or not you can replace it without losing data.

1agement Console g@

| RaD setup | Disk Setup |
2]
Disk | Status | Health |Safe to Remo...| Model | Serial Number | Class | Capacity
: 1 Active nortrl Yes HP DFO300E... JLWS20KC SAS 3066 279458 GB
2 Active normal Yes HP DFO300E... JLV4SJJC =A% 30GE 27949 GE
3 Active normal es HP DF3004E... SLM3MNF4Y0... S48%5 3.0GE 27949 GE
4 Active narmal Yes HP DFO300E... JLWSSUHC SAS 30GE 27949 GE
o Active nortrEl Yes HP DFO300E... JLW9E79C SAT30GE 27048 GB
4 [ Active nortrEl Yes HP DFO300E... JLVBTESC SAS30GE 27948 GB
T Active narmal Yes HP DFO3006... JLWS3LIC SAS 30GE 27949 GEB
i Active normal Yes HP DFOS00E... JLVIZHKC =A% 30GE 27949 GE

Figure 60 Diagram of the drive bays in a HP LeftHand P4300

Replacing a disk
The procedures for replacing a disk are different for various platforms:

* RAIDO in all platforms

¢ Platforms that support hot-swapping drives, which include the NSM 160, NSM 260, DL380, and
DL320s (NSM 2120), Dell 2950, NSM 2060, NSM 4150, HP LeftHand P4500, HP LeftHand
P4300

*  Non-hot-swap platforms, including the IBM x3650

In the VSA

If you are replacing a disk on a server that is hosting the VSA, refer to the manufacturer’s instructions.

If you want to change the disk size on a VSA, you must recreate the hard disk in the VI Client. See
the VSA User Manual for detailed instructions.

Using Repair Storage Node

In certain circumstances, you may have to use the Repair Storage Node feature when replacing disks.
Such circumstances include the following:

* RAID is OFF on a storage node with RAIDO
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*  When replacing multiple disks on a storage node with RAID5/50 or RAID6
* When multiple disks on the same mirror set need to be replaced on a storage node with RAID10.

See “Replacing disks appendix” on page 327 for further information.

Overview of replacing a disk

The correct procedure for replacing a disk in a storage node depends upon a number of factors,
including the RAID configuration, the replication level of volumes and snapshots, and the number of
disks you are replacing. Unless you are replacing a disk in a storage node that is not in a cluster,
data must be rebuilt either just on the replaced disk or, in the case of RAIDO, on the entire storage
node.

Replacing a disk in a storage node includes the following steps:

¢ Planning for rebuilding data on either the disk or the entire storage node (all platforms)
* Powering the disk off in the CMC (non-hot-swap platforms)

*  Physically replacing the disk in the storage node (all platforms)

* Powering the disk on in the CMC (non-hot-swap platforms)

* Rebuilding RAID on the disk or on the storage node (all platforms)

See Using Repair Storage Node on page 80 for situations in which you can use this feature to save
unnecessary restripes of your data.

Replacing disks in hot-swap platforms

In hot-swap platforms running RAID1/10, 5, 50, or 6, you can remove a faulty or failed disk and
replace it with a new one. RAID will rebuild and the drive will return to Normal status.

A CAUTION:

Before replacing a drive in a hot-swap platform, always check the Safe to Remove status to verify
that the drive can be removed without causing RAID to go Off.

When RAID is Normal in RAID1/10, RAID5, RAID50, or RAIDS, all drives indicate they are safe to
remove. However, you should only hot-swap one drive at a time. If it is necessary to replace more
than one drive, always check the Safe to Remove status again. You must wait up to two minutes for

the status to fully update before checking it again. If the status indicates the second drive is safe to
remove, then you may replace it.

For example, if an array is Rebuilding, no other drives in the array (except for hot-spare drives) will
be safe to remove. However, if the configuration includes two or more arrays and those arrays are
Normal, the Safe To Remove status will indicate that drives in those other arrays may be replaced.
Note that the Safe To Remove status will always be No when in a RAIDO configuration until the drive
is powered off. Also note that Hot Spare, Inactive, and Uninitialized drives are always safe to remove.

Replacing disks in non-hot-swap platforms (IBM x3650)

In non-hot-swap platforms running RAID1/10 or 5, you must power off in the CMC the faulty or failed
disk before you physically replace the disk in the chassis. After physically replacing the disk you must
power on in the CMC the newly replaced disk.
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Replacing disks in RAIDO configurations

In RAIDO configurations, you must power off in the CMC the faulty or failed disk before you physically
replace the disk in the chassis. After physically replacing the disk you must power on in the CMC the
newly replaced disk. See “Best practice checklist for single disk replacement in RAIDO” on page 82.

A CAUTION:

If you remove a disk from a RAIDO configuration, all the data on the storage node will be lost. The
Best Practice Checklist describes how to prepare for a single disk replacement in RAIDO.

Preparing for a disk replacement
Use this section if you are replacing a single disk under the following conditions:

* You know which disk needs to be replaced through SAN/iQ monitoring.

* When viewed in the Disk Setup tab, the Drive Health column shows Marginal (replace as soon
as possible) or Faulty (replace right away).

* RAID is still on, though it may be degraded and a drive is inactive.

Use the instructions in “Replacing disks appendix” on page 327 for these situations:
* If RAID has gone off

¢ If you are unsure which disk to replace

The instructions in the appendix include contacting Customer Support for assistance in either identifying
the disk that needs to be replaced or, for replacing more than one disk, the sequence in which they
should be replaced.

To prepare for disk replacement

How you prepare for a disk replacement differs according to the RAID level of the storage node and
whether it is a hot-swap platform. You should carefully plan any disk replacement to ensure data
safety, regardless of whether the platform is hot-swap. The following checklists outline steps to help
ensure your data remains safe while you replace a disk.

Identify physical location of storage node and disk

Before you begin the disk replacement process, you should identify the physical location of both the
storage node in the rack and the disk in the storage node.
* Know the name and physical location of the storage node that needs the disk replacement.

*  Know the physical position of the disk in the storage node. See “Verifying disk status” on page
74 for diagrams of disk layout in the various platforms.

* Have the replacement disk ready and confirm that it is of the right size and has the right carrier.

Best practice checklist for single disk replacement in RAIDO

A CAUTION:

Do not use hot-swap procedures on any storage node running in RAIDO.
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In RAIDO, always power off the drive in the CMC before removing it. RAIDO provides no fault tolerance
by itself, so when you do power off the drive you lose the data on the storage node. Therefore, if you
need to replace a disk in a RAIDO configuration, HP recommends the following:

All volumes and snapshots have a minimum of 2-way replication.
If volumes or snapshots are not replicated, change them to 2-way replication before replacing the

disk.

If the cluster does not have enough space for the replication, take a backup of the volumes or
snapshots and then delete them from the cluster.

After the disk replacement is complete, you can recreate the volumes and restore the data from
the backup.

All volumes and snapshots show a status of Normal.

Any volumes or snapshots that are being deleted have finished deleting.

Use the instructions in “Replacing disks appendix” on page 327 if you have more than one disk to
replace, or if you are unsure which disk needs replacing.

Best practice checklist for single disk replacement in RAID1/10, RAID5, RAID50, and RAID6

There are no prerequisites for this case; however, HP recommends that:

All volumes and snapshots should show a status of Normal.
Any volumes or snapshots that were being deleted have completed deletion.
RAID status is Normal, or

If RAID is Rebuilding or Degraded, for platforms that support hot-swapping of drives, the Safe to
Remove column indicates “Yes” that the drive can safely be replaced.

Replacing a disk in RAIDO
Complete the checklist for single disk replacement RAIDO.

Manually power off the disk in the CMC for RAIDO
You first power off in the CMC the disk you are replacing, which causes RAID to go off.

A T o

In the navigation window, select the storage node in which you want to replace the disk.
Select the Storage category.

Select the Disk Setup tab.

Select the disk in the list to power off.

Click Disk Setup Tasks and select Power Off Disk.

Click OK on the confirmation message.

Physically replace the disk drive in the storage node

See the hardware documentation for the storage node.

Manually powering on the disk in the CMC

When you must insert the new disk into the storage node, the disk must be powered on from the
Storage category Disk Setup tab. Until the disk is powered on, it is listed as Off or Missing in the
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Status column and the other columns display dotted lines, like this —. Figure 61 shows a representation
of a missing disk in a storage node.

#anagement Console g@l

("R&ID Seiup | Disk Setup |

H
i _ Disk | Status | Health |Safe to Remove| Model |Serial Number| Class | Capacity
_'I 0 nortnal Yes COMPAGE.. D2MOF2SK  SCSI320ME 33.92 GB
3 nortnal Yes COMPAGE... D22K4CK  SCSI320ME 33.92 GB
nortnal Yes COMPAG B... 3KTOM3550.. SCSI320ME 33.92 GB
nortnal Yes COMPAG E... D2M0AHBK  SCSI320ME 33.92 GB
nortnal Yes COMPAGE... D208K3K  SCSI320ME 33.92 GB

Figure 61 Viewing a power off or missing disk

In the navigation window, select the storage node in which you replaced the disk drive.
Select the Storage category in the tree.

Click the Disk Setup tab.

Select the disk in the list to power on.

Click Disk Setup Tasks and select Power On Disk.

A U I

Click OK on the confirmation message.

Volume restriping

After the disk is powered on, RAID goes to Normal. Volumes start restriping on the entire storage
node. Note that there may be a delay of up to a couple of minutes before you can see that volumes
are restriping.

Replacing a disk in a non-hot-swap platform (IBM x3650)

Complete the checklist for the RAID1/10 or RAID5 level disk replacement. Then follow the procedures
below.

A CAUTION:

IBM x3650: You must always use a new drive when replacing a disk in an IBM x3650. Never reinsert
the same drive and power it on again.

In non-hot-swap platforms running RAID1/10 or 5, you must power off in the CMC the faulty or failed
disk before you physically replace the disk in the chassis. After physically replacing the disk, power
on in the CMC the newly replaced disk.

Manually power off the disk in the CMC for RAID1/10 and RAID5

You first power off in the CMC the disk you are replacing. Powering off a single disk in RAID1/10,
or RAID5 causes RAID to run in a degraded state.

1. In the navigation window, select the storage node in which you want to replace the disk.
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Select the Storage category.

Select the Disk Setup tab.

Select the disk in the list to power off.

Click Disk Setup Tasks and select Power Off Disk.

Click OK on the confirmation message.

SR

Physically replace the disk drive in the storage node

See the hardware documentation for the storage node.

Manually powering on the disk in the CMC

When you must insert the new disk into the storage node, the disk must be powered on from the
Storage category Disk Setup tab. Until the disk is powered on, it is listed as Off or Missing in the
Status column and the other columns display dotted lines, like this . Figure 62 shows a representation
of a missing disk in a storage node.

#anagement Console g@l

("R&ID Seiup | Disk Setup |

H
| Health | Safe to Remove | Model |Serial Number| Class | Capacity
nortnal Yes COMPAGE.. D2MOF2SK  SCSI320ME 33.92 GB
nortnal Yes COMPAGE... D22K4CK  SCSI320ME 33.92 GB
nortnal Yes COMPAG B... 3KTOM3550.. SCSI320ME 33.92 GB
nortnal Yes COMPAG E... D2M0AHBK  SCSI320ME 33.92 GB
nortnal Yes COMPAGE... D208K3K  SCSI320ME 33.92 GB

Figure 62 Viewing a power off or missing disk

Manually powering on the disk in the IBM x3650
1. In the navigation window, select the IBM x3650 in which you replaced the disk drive.

2. Select the Storage configuration category.

A CAUTION:
Wait until the RAID status on the RAID Setup tab displays “Rebuilding.”

Click the Disk Setup tab.
Select the disk in the list to power on.

Click Disk Setup Tasks and select Power On Disk.

o U kW

Click OK on the confirmation message.
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RAID rebuilding

After the disk is powered on, RAID starts rebuilding on the replaced disk. Note that there may be a

delay of up to a couple of minutes before you can see that RAID is rebuilding on the RAID Setup or
Disk Setup tabs.

Replacing a disk in a hot-swap platform (NSM 160, NSM 260, DL380, DL320s

[NSM 2120], Dell 2950, NSM 2060, NSM 4150, HP LeftHand P4500, HP
LeftHand P4300)

Complete the checklist for replacing a disk in RAID1/10, 5, 50, or RAID4. Then follow the appropriate
procedures for the platform.

A CAUTION:

You must always use a new drive when replacing a disk in an Dell 2950, NSM 2060, or NSM 4150.
Never reinsert the same drive or another drive from the same Dell 2950, NSM 2060, or NSM 4150.

Replace the disk

You may remove and replace a disk from these hot-swap platforms after checking that the Safe to
Remove status indicates “Yes” for the drive to be replaced.

Physically replace the disk drive in the storage node

See the hardware documentation that came with your storage node for information about physically
replacing disk drives in the storage node.

RAID rebuilding

After the disk is replaced, RAID starts rebuilding on the replaced disk. Note that there may be a delay

of up to a couple of minutes before you can see that RAID is rebuilding on the RAID Setup or Disk
Setup tabs.

‘alized Management Console g@w

[ RAID Setup | Disk Setup | Baot Devices |

:| rauD status: Rebuilding 7]
RAID Configuration: RaID 5 (6 dizks)

RAID Rebuild Rate Percent: 100%

Device Mame | Device Type | Newice Status | Subdevices
devviscsihost 0wzt target0iu.. RAID 5

Rebuilding: 7% complete, estimating 82 6

deviscsihost! bust target0iu.. RAID 5 Mormal E

Figure 63 RAID rebuilding on the RAID Setup tab
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ilized Management Console

(‘R&D Setup | DiskSetup | Boot Devices |

M=%

? |

Disk | Status Health | Safeto Remove | Model |Serial Number| Class | Capacity
=] 1 Active normal Mo ST3250823  3SWDMCKGG  SATA 3.0GEB 232.74 GB
2 Active niotmal Mo ST32505823 4NDOJEGHN  SATA 3.0GE 232.74 GB
3 Rebuilding niormal Yes ST3250823 3WDMCODF  SATA 3.0GB 232.74 GB
4 Active niotmal Mo 5T3250823 4NDOJRFS SATA 3.0GE 232.74 GB
3 Active niormal Mo ST3250823 3WDMDGPE  SATA 3.0GB 232.74 GB
5} Active niotmal Mo ST3250823 4NDOLVYS  SATA 3.0GB 232.74 GB
T Active niormal Yes ST3250823 4WDOMEHZ  SATA 3.0GE 231.90 GB
g Active niotmal Yes ST3250823 4NDOLMXL  SATA 3.0GE 231.90 GB
9 Active niormal Yes ST3250823 4WDOMEDK  SATA 3.0GE 231.90 GB
10 Active niotmal Yes ST3250823 4WDOLNYY  SATA 3.0GE 231.90 GB
11 Active niormal Yes ST32505823 4WDOLZXA  SATA 3.0GE 231.90 GB
12 Active niotmal Yes ST32505823 4WDOLP2G SATA 3.0GE 231.90 GB

Figure 64 Disk rebuilding on the Disk Setup tab
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4 Managing the network

A physical storage node has two TCP/IP network interfaces (NICs). For each physical storage node
you can:

Configure the individual TCP/IP interfaces.

Set up and manage a DNS server.

Manage the routing table.

View and configure the TCP interface speed and duplex, frame size and NIC flow control.
Update the list of managers running in the management group to which a storage node belongs.
Bond NICs to ensure continuous network access or to improve bandwidth.

The VSA has only one network interface and does not support changing the following items:

NIC bonding
NIC flow control
Frame size

TCP interface speed or duplex

Network best practices

Isolate the SAN, including CMC traffic, on a separate network. If the SAN must run on a public
network, use a VPN to secure data and CMC traffic.

Configure all the network characteristics on a storage node before creating a management group,
or before adding the storage node to a management group and cluster.

Use static IP addresses, or reserved addresses if using DHCP.

Configure storage node settings for speed and duplex, frame size, and flow control BEFORE
bonding NICs and before putting the storage node info a management group and cluster.

If adding a second IP address to a storage node, the second IP address must be on a separate
subnet. If the two IP addresses are on the same subnet, they must be bonded.

Changing network configurations

Changing the network configuration of a storage node may affect connectivity with the network and
application servers. Consequently, we recommend that you configure network characteristics on
individual storage nodes before creating a management group, or adding them to existing clusters.

If you do need to change the network characteristics of a storage node while it is in a cluster, be sure
to follow our recommended best practices.

Best practices when changing network characteristics

Plan to make network changes during off-peak hours to minimize the impact of those changes.
Make changes on one storage node at a time.
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*  Some network changes cause the storage server to restart the SAN/iQ services, making the storage
node unavailable for a short time. Check the Availability tab for each storage node to see if any
volumes will become unavailable if the services restart on the storage node.

Volumes and snapshots may become temporarily unavailable while services restart. Examples in-
clude unreplicated volumes, or snapshots that are causing a restripe of the data.

*  After the changes are in place, verify the iSCSI sessions. You may need to update the sessions.

Getting there
1. In the navigation window, select a storage node.

2. Open the tree under the storage node and select TCP/IP Network.

The TCP/IP tab

The TCP/IP tab lists the network interfaces on the storage node. On the TCP/IP tab you bond interfaces,
disable an interface, configure an IP address, and you can ping servers from the storage node.

Identifying the network interfaces

A storage node comes with two Ethernet interfaces. To use either inferface, you must connect an
Ethernet cable to either port and configure the interface in the Configuration Interface or the CMC.
These ports are named and labeled on the back of the storage node.

Table 13 lists the methods to identify the NICs. You can work with the NICs in the CMC or through
the Configuration Interface which is accessed through storage node'’s the serial port, as described in
Chapter 23 on page 341.

Table 13 Identifying the network interfaces on the storage node

Ethernet interfaces

Where labeled Labeled as one of the these

e ethO, ethl
In the TCP/IP Network configuration category ~ ® Motherboard:PortO, Motherboard:Port1

in the CMC e G4-Motherboard:Port1, G4-Motherboard:Port2
e TCP/IP tab *  Motherboard:Port1, Motherboard:Port2
e TCP Status tab For bonded interfaces:

e BondN or BondO

In the Configuration Interface available through ~ * Intel Gigabit Ethernet

the storage node’s serial port * Broadcom Gigabit Ethernet

o EthO, Eth1

* Represented by a graphical symbol similar to the symbols
On the label on the back of the storage node below:

m= @1, o
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Pinging an IP address

Because the SAN should be on a private network, you can ping target IP addresses from a storage
node using the CMC. You can ping from any enabled interface listed on the TCP/IP tab. You can
ping any IP address, such as an iSCSI server or an SNMP monitor server.

To ping an IP address

1. Select a storage node and open the tree below it.

2. Select the TCP/IP Network category.

3. Select TCP/IP Tasks menu and select Ping from the menu.

4. Select which Network Interface to ping from, if you have more than one enabled.
A bonded interface has only one interface from which to ping.

5. Enter the IP address you want to ping and click Ping.
If the server is available, the ping is returned in the Ping Results window.

If the server is not available, the ping fails in the Ping Results window.

Configuring the IP address manually

Use the TCP/IP Network category to add or change the IP address for a network interface.

1. Select a storage node and open the tree below it.
2. Select TCP/IP Network category and click the TCP/IP tab.
3. Select the interface from the list for which you want to configure or change the IP address.
4. Click Edit.
5. Select IP address and complete the fields for IP address, Subnet mask, and Default gateway.
6. Click OK.
7. Click OK on the confirmation message.
8. Click OK on the message notifying you of the automatic log out.
B NOTE:

Wait a few moments for the IP address change to take effect.

9. log in to the newly addressed storage node.

Using DHCP

A DHCP server becomes a single point of failure in your system configuration. If the DHCP server
goes offline, then IP addresses may be lost.
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A CAUTION:

If you use DHCP, be sure to reserve statically assigned IP addresses for all storage nodes on the DHCP
server. This is required because management groups use unicast communication.

To set IP address using DHCP

1. Select from the list the interface you want to configure for use with DHCP.

2. Click Edit.
3. Select Obtain an address automatically using the DHCP/BOOTP protocol.
4. Click OK.
5. Click OK on the confirmation message.
6. Click OK on the message notifying you of the automatic log out.
B NOTE:

Wait a few moments for the IP address change to take effect.

Configuring network interface bonds

Network interface bonding provides high availability, fault tolerance, load balancing and/or bandwidth
aggregation for the network interface cards in the storage node. Bonds are created by “bonding”
physical NICs info a single logical interface. This logical interface acts as the “master” interface,
controlling and monitoring the physical “slave” interfaces.

Bonding two interfaces for failover provides fault tolerance at the local hardware level for network
communication. Failures of NICs, Ethernet cables, individual switch ports, and/or entire switches can
be tolerated while maintaining data availability. Bonding two interfaces for aggregation provides
bandwidth aggregation and localized fault tolerance. Bonding the interfaces for load balancing
provides both load balancing and localized fault folerance.

B NOTE:
The VSA does not support NIC bonding.

Depending on your storage node hardware, network infrastructure design, and Ethernet switch
capabilities, you can bond NICs in one of three ways:

¢ Active-Passive. You specify a preferred NIC for the bonded logical interface to use. If the preferred
NIC fails, then the logical interface begins using another NIC in the bond until the preferred NIC

resumes operation. When the preferred NIC resumes operation, data transfer resumes on the
preferred NIC.

¢ Link Aggregation Dynamic Mode. The logical interface uses both NICs simultaneously for data
transfer. This configuration increases network bandwidth, and if one NIC fails, the other continues
operating normally. To use Link Aggregation Dynamic Mode your switch must support 802.3ad.
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A CAUTION:

Link Aggregation Dynamic Mode requires plugging both NICs into the same switch. This bonding
method does not protect against switch failure.

* Adaptive Load Balancing (ALB). The logical interface balances data transmissions through both
NICs to enhance the functionality of the server and the network. Adaptive Load Balancing auto-
matically incorporates fault tolerance features as well.

Best practices

* Adaptive Load Balancing is the recommended bonding method as it combines the benefits of the
increased transmission rates of 802.3ad with the network redundancy of Active-Passive. Adaptive
Load Balancing does not require additional switch configurations.

* Verify and/or change the Speed, Duplex, Frame Size and Flow Control settings for both interfaces
that you plan to bond.

¢ Link Aggregation Dynamic Mode does not protect against switch failure because both NICs must
be plugged into the same switch. Link Aggregation Dynamic Mode provides bandwidth gains
because data is transferred over both NICs simultaneously. For Link Aggregation Dynamic Mode,
both NICs must be plugged into the same switch, and that switch must be LACP-capable, and both
support and be configured for 802.3ad aggregation.

¢ For Active-Passive, plug the two NICs on the storage node into separate switches. While Link
Aggregation Dynamic Mode will only survive a port failure, Active-Passive will survive a switch
failure.

NIC bonding and speed, duplex, frame size and flow control settings

* These settings are controlled on the TCP Status tab of the TCP/IP Network configuration category.
If you change these settings, you must ensure that both sides of the NIC cable are configured in
the same manner. For example, if the storage node is set for Auto/Auto, the switch must be set
the same. See “The TCP status tab” on page 107 for more information.

Table 14 Comparison of active-passive, link aggregation dynamic mode and adaptive load balancing

bonding
Feature Active-passive :'::ncI: d«:ggregahon dynarm- Adaptive load balancing
Bandwidth Ursc?vicjel ::Jfr;g} E;innr Simultaneous use of both Simultaneous use of both
P NICs increases bandwidth.  NICs increases bandwidth.

width.

Protection during port
failure

Yes

Yes

Yes

Protection during switch
failure

Yes. NICs can be
plugged into different
switches.

No. Both NICs are plugged

into the same switch.

Yes. NICs can be plugged

into different switches.

Requires support for
802.3ad link aggrege-

tion

No

Yes

No
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Link aggregation dynam-

Feature Active-passive Adaptive load balancing

ic ode

NSM160 NSM160 NSM160

NSM260 NSM260 NSM260

DL 380 DL 380 DL 380

DL 320s (NSM 2120) DL 320s (NSM 2120) DL 320s (NSM 2120)
Supported storage IBM x3650 IBM x3650 IBM x3650
nodes Dell 2950 Dell 2950 Dell 2950

NSM 2060 NSM 2060 NSM 2060

NSM 4150 NSM 4150 NSM 4150

HP LeftHand P4500 HP LeftHand P4500 HP LeftHand P4500

HP LeftHand P4300 HP LeftHand P4300 HP LeftHand P4300

Allocate a static IP address for the logical bond interface (bond0). You cannot use DHCP for the bond
IP.

How active-passive works

Bonding NICs for Active-Passive allows you to specify a preferred interface that will be used for data
transfer. This is the active interface. The other interface acts as a backup, and its status is “Passive
(Ready).”

Physical and logical interfaces

The two NICs in the storage node are labeled as listed in Table 15. If both interfaces are bonded for
failover, the logical interface is labeled bondO and acts as the master interface. As the master interface,
bondO controls and monitors the two slave interfaces which are the physical interfaces.

Table 15 Bonded network interfaces

Failover name Failover description

bond0 Logical interface acting as master

ethO or Motherboard:Port1 Physical interface acting as slave

eth1 or Motherboard:Port2 Physical interface acting as slave

Slot1:Port0 [NSM 260] Physical interface in a PCl slot. This interface acts as a slave.

The logical master interface monitors each physical slave interface to determine if its link fo the device
to which it is connected, such as a router, switch, or repeater, is up. As long as the interface link
remains up, the interface status is preserved.

Table 16 NIC status in active-passive configuration

If the NIC Status is The NIC is

Active Currently enabled and in use

Passive (Ready) Slave to a bond and available for failover
Passive (Failed) Slave to a bond and no longer has a link
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If the active NIC fails, or if its link is broken due to a cable failure or a failure in a local device to
which the NIC cable is connected, then the status of the NIC becomes Passive (Failed) and the other
NIC in the bond, if it has a status of Passive (Ready), becomes active.

This configuration remains until the failed preferred interface is brought back online. When the failed
interface is brought back online, it becomes Active. The other NIC returns to the Passive (Ready) state.

Requirements for active-passive

To configure Active-Passive:

*  Both NICs should be enabled.
*  NICs should be connected to separate switches.

Which physical interface is preferred

When the Active-Passive bond is created, if both NICs are plugged in, the SAN/iQ software interface
becomes the active interface. The other interface is Passive (Ready).

For example, it EthO is the preferred interface, it will be active and Eth1 will be Passive (Ready). Then,
if EthO fails, Eth1 changes from Passive (Ready) to active. EthO changes to Passive (Failed).

Once the link is fixed and EthO is operational, there is a 30 second delay and then EthO becomes
the active interface. Eth1 returns to the Passive (Ready) state.

B NOTE:

When the active interface comes back up, there is a 30 second delay before it becomes active.

Table 17 Example active-passive failover scenario and corresponding NIC status

Example failover scenario NIC status

* BondO is the master logical inferface.
1. Active-Passive bondO is created. The active < EhO is Adtive.

ferred) interface is EthO.
(preferred) inferiace is * Eth1 is connected and is Passive (Ready).

2. Active interface fails. BondO detects the failure EthO status becomes Passive (Failed).

and Eth1 takes over. * Eth1 status changes to Active.

*  EthO status changes to Active after a 30 second delay.

3. The EthO link is restored. * Eth1 status changes to Passive (Ready).

Summary of NIC status during failover
Table 18 shows the states of EthO and Eth1 when configured for Active-Passive are shown below.

Table 18 NIC status during failover with Active-Passive

Failover status Status of EthO Status of Eth1
Normal Operation Preferred: YesStatus: ActiveData Preferred: NoStatus: Passive
P Transfer: Yes (Ready)Data Transfer: No
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EthO Restored

Transfer: Yes

Failover status Status of EthO Status of Eth1
EthO Fails, Data Transfer Preferred: YesStatus: Passive Preferred: NoStatus: ActiveData Trans-
Fails Over to Eth1 (Failed)Data Transfer: No fer: Yes

Preferred: YesStatus: ActiveData Preferred: NoStatus: Passive

(Ready)Data Transfer: No

Example network configurations with active-passive

Two simple network configurations using Active-Passive in high availability environments are illustrated.

Active Path

Passive Path

=
LB

NSM-260

NSM-260

Storage Cluster A

Y
LEiEEEL

NSM-260

Figure 65 Active-passive in a two-switch topology with server failover

The two-switch scenario in Figure 65 is a basic, yet effective, method for ensuring high availability.
If either switch failed, or a cable or NIC on one of the storage nodes failed, the Active-Passive bond
would cause the secondary connection to become active and take over.

Figure 66 Active-passive failover in a four-switch topology

Figure 66 illustrates the Active-Passive configuration in a four-switch topology.
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How link aggregation dynamic mode works

Link Aggregation Dynamic Mode allows the storage node to use both interfaces simultaneously for
data transfer. Both interfaces have an active status. If the interface link to one NIC goes offline, the
other interface continues operating. Using both NICs also increases network bandwidth.

Requirements for link aggregation dynamic mode

To configure Link Aggregation Dynamic Mode:

* Both NICs should be enabled.
* NICs must be configured to the same subnet.

*  NICs must be connected to a single switch that is LACP-capable and supports 802.3ad link ag-
gregation. If the storage node is directly connected to a server, then the server must support

802.3ad link aggregation.

Which physical interface is preferred

Because the logical interface uses both NICs simultaneously for data transfer, neither of the NICs in

an aggregation bond are designated as preferred.

Which physical interface is active

When the Link Aggregation Dynamic Mode bond is created, if both NICs are plugged in, both
interfaces are active. If one inferface fails, the other interface continues operating. For example,
suppose EthO and Eth1 are bonded in a Link Aggregation Dynamic Mode bond. If EthO fails, then

Eth1 remains active.

Once the link is fixed and EthO is operational, it becomes active again. Eth1 remains active.

Table 19 Link aggregation dynamic mode failover scenario and corresponding NIC status

Example failover scenario NIC status

1. Llink Aggregation Dynamic Mode bondO is created. .
EthO and Eth1 are both active.

2. EthO interface fails. Because Link Aggregation Dynamic
Mode is configured, Eth1 continues operating. .

3. EthO link failure is repaired.

BondO is the master logical interface.
EthO is Active.
Eth1 is Active.

EthO status becomes Passive (Failed).
Eth1 status remains Active.

EthO resumes Active status.

Eth1 remains Active.
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Summary of NIC states during failover

Table 20 shows the states of EthO and Eth1 when configured for Link Aggregation Dynamic Mode.
Table 20 NIC status during failover with link aggregation dynamic mode

Failover Status Status of EthO Status of Eth1
. Preferred: NoStatus: ActiveData Trans-  Preferred: NoStatus: ActiveData

Normal Operation

fer: Yes Transfer: Yes
EthO Fails, Data Transfer Preferred: NoStatus: Passive Preferred: NoStatus: ActiveData
Fails Over to Eth1 (Failed)Data Transfer: No Transfer: Yes

Preferred: NoStatus: ActiveData Trans-  Preferred: NoStatus: ActiveData
EthO Restored

fer: Yes Transfer: Yes

Example network configurations with link aggregation dynamic mode

A simple network configuration using Link Aggregation Dynamic Mode in a high availability
environment is illustrated.

|- — |

Wil
Wl

W4
Sy 2SOy 2 Sy

NSM-260 NSM-260 NSM-260

Storage Cluster A

Figure 67 Link aggregation dynamic mode in a single-switch topology

How adaptive load balancing works

Adaptive Load Balancing allows the storage node to use both interfaces simultaneously for data
transfer. Both interfaces have an active status. If the interface link to one NIC goes offline, the other
interface continues operating. Using both NICs also increases network bandwidth.

Requirements for adaptive load balancing

To configure Adaptive Load Balancing:
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* Both NICs must be enabled.
* NICs must be configured to the same subnet.
* NICs can be connected to separate switches.

Which physical interface is preferred

Because the logical interface uses both NICs for data transfer, neither of the NICs in an Adaptive
Load Balancing bond are designated as preferred.

Which physical interface is active

When the Adaptive Load Balancing bond is created, if both NICs are plugged in, both interfaces are
active. If one interface fails, the other interface continues operating. For example, suppose
Motherboard:Port1 and Motherboard:Port2 are bonded in an Adaptive Load Balancing bond. If
Motherboard:Port1 fails, then Motherboard:Port2 remains active.

Once the link is fixed and Motherboard:Port1 is operational, it becomes active again.
Motherboard:Port2 remains active.

Table 21 Example adaptive load balancing failover scenario and corresponding NIC status

Example failover scenario NIC status

* BondO is the master logical interface.
Motherboard:Port1 is Active.
Motherboard:Port2 is Active.

1. Adaptive Load Balancing bondO is created.
Motherboard:Port1 and Motherboard:Port2 are both e

active. .

Motherboard:Port1 status becomes Passive

(Failed).

Motherboard:Port2 status remains Active.

2. Motherboard:Port1 interface fails. Because Adaptive
Load Balancing is configured, Motherboard:Port2 con-
tinues operating. e

*  Motherboard:Port1 resumes Active status.

3. Motherboard:Port1 link failure is repaired. « Motherboard:Port2 remains Active.

Summary of NIC states during failover

Table 22 shows the states of Motherboard:Port1 and Motherboard:Port2 when configured for Adaptive
Load Balancing.

Table 22 NIC status during failover with Adaptive Load Balancing

Failover Status

Status of Motherboard:Port1

Status of Motherboard:Port2

Normal Operation

Motherboard:Port1 Fails, Data
Transfer Fails Over to Mother-
board:Port2

Motherboard:Port1 Restored

Preferred: NoStatus: ActiveData
Transfer: Yes

Preferred: NoStatus: Passive
(Failed)Data Transfer: No

Preferred: NoStatus: ActiveData
Transfer: Yes

Preferred: NoStatus: ActiveData
Transfer: Yes

Preferred: NoStatus: ActiveData
Transfer: Yes

Preferred: NoStatus: ActiveData
Transfer: Yes
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Example network configurations with adaptive load balancing

A simple network configuration using Adaptive Load Balancing in a high availability environment is
illustrated.

NSM-260 NSM-260 NSM-260

Storage Cluster A

Figure 68 Adaptive Load Balancing in a two-switch topology

Creating a NIC bond

Follow these guidelines when creating NIC bonds:

Prerequisites

Verify that the speed, duplex, flow control and frame size are all set properly on both interfaces that

are being bonded. These settings cannot be changed on a bonded interface or on either of the
supporting interfaces.

For detailed instructions about properly configuring these settings, see “Managing settings on network
interfaces” on page 108.

Bond guidelines

Create a bond on a storage node before you add the storage node to a management group.
* Create bonds of 2 interfaces.
* An interface can only be in one bond.

Record the configuration information of each interface before you create the bond. Then, if you
delete the bond, you can return to the original configuration if desired.

*  When you delete an Active-Passive bond, the preferred interface assumes the IP address and
configuration of the deleted logical interface.
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*  When you delete a Link Aggregation Dynamic Mode or an Adaptive Load Balancing bond,
one of the interfaces retains the IP address of the deleted logical interface. The IP address of
the other interface is set to 0.0.0.0.

* Ensure that the bond has a static IP address for the logical bond interface. The default values for
the IP address, subnet mask and default gateway are those of one of the physical interfaces.

* Verify on the Communication tab that the SAN/iQ interface is communicating with the bonded
interface.

A CAUTION:
To ensure that the bond works correctly, you should configure it as follows:
* Create the bond on the storage node before you add it fo a management group.
*  Verity that the bond is created.

If you create the bond on the storage node after it is in a management group, and if it does not
work correctly, you might

- Lose the storage node from the network
- Lose quorum in the management group for a while.

See “Deleting a NIC bond” on page 344 for information about deleting NIC bonds using the
Configuration Inferface.

Creating the bond

Log in fo the storage node.

Select the TCP/IP category from the tree.

On the TCP/IP tab select both NICs to bond.
Click TCP/IP Tasks and select New Bond.
Select a bond type from the drop-down list.
Enter an IP address for the bond.

Enter the Subnet mask.

(Optional) Enter the default gateway.

Click OK.

W 0o N o Uk WD~

B NOTE:

The storage node drops off the network while the bonding takes place. The changes may
take 2 to 3 minutes, during which time you cannot find or access the storage node.
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10. Click OK to confirm the TCP/IP changes.

A message opens, prompting you to search for the bonded storage node on the network.

Search Netwark

Search Infa

Yiou have changed the network configuration for this device. Completing the
changes may take 2 to 3 minutes. Then you must find the newdy configured
device onthe network. To find the device, specify the device's hostrame, static
IP address, or subnet mask, then click the 'Search’ button. Cortinue searching
urttil the davice is located on the network

Search Criteria

® Hostrame or P Address 10024 56

) Subnetivask

Figure 69 Searching for the bonded storage node on the network

11. Search for the storage node by Host Name or IP address, or by Subnet/mask.

B NOTE:

Because it can take a few minutes for the storage node fo re-initialize, the search may fail
the first time. If the search fails, wait a minute or two and choose Try Again on the Network
Search Failed message.

12. Verify the new bond inferface.

[Z HP LeftHand Networks Centralized Management Console g@

):+ Configuration Summary

:‘:Z Avsilable Modes (1) ‘. e 2]
= Exichange 3
&1 Servers (1) g Hame Descripion | MAC | Mode | IP Address | SubnetMask | Gateway | Type

En zefting Started A Torme T rer stetus | ons | Rautng | Communication |

Eﬂ Administration hondd Logical Failov... 00:19:BES.... Static IP 1006032 25525500 100255254 Active - Pas...
@ Stes +Matherbo... Broadcom Co.. 00:19BES.. Slave 1006032 25525500 100255254 MNIC

@ Denver.2 2| | +Mmotherba. . Broadeom Co.. 0019EIES . Slave 1006032 25525500 100255254 MNIC

Blerts S
@ Hardveare
s ShMP

Storaie

% Denver-3
% Denver-1

1. Bonded logical network interface

2. Physical interfaces shown as slaves
Figure 70 Viewing a new active-passive bond

The bond interface shows as “bond0” and has a static IP address. The two physical NICs now
show as slaves in the Mode column.

13. (Optional, for Active-Passive bonds only) To change which interface is the preferred interface in
an Active-Passive bond, on the TCP Status tab select one of the NICs in the bond and click Set
Preferred.

Verity communication setting for new bond

1. Select a storage node and open the tree below it.
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2. Select the TCP/IP Network category and click Communication tab.

itralized Management Console E]@w
i| TP | Tor ses | oMS | Roig [ Communication |

AHQ Interface: bondd H

Communications Mode: Nulticast Off, Unicast On

Manaier IP Adcresses

1002818
1002825

Select SANAIQ Interface
7]

|loenen -|

p—

Figure 71 Verifying interface used for SAN/iQ communication

3. Verity that the SAN/iQ communication port is correct.

Viewing the Status of a NIC Bond

You can view the status of the interfaces on the TCP Status tab. Notice that in the Active-Passive bond,
one of the NICs is the preferred NIC. In both the Link Aggregation Dynamic Mode bond and the

Adaptive Load Balancing bond, neither physical interface is preferred.

Figure 72 shows the status of interfaces in an active-passive bond. Figure 73 shows the status of
interfaces in a Link Aggregation Dynamic Mode bond.

tralized Management Console E]@
TCPAP | TCP Ststus | DNS | Routing rCommunicat\on |

7]
Mame | Description \ :d|D‘ l ul Status | Frame Size \N\C Flarey Con. \ Preferred
londD Logical Failo.. Auto / Auto Auto J Auto Active Detault Disahled
+Motherbo... Broadeom C... Unknown 4 &, Unknown [ 4. Pagsive (Fail... Default Disahled Ves
+Motherbo... Broadcom C... 1000Mbs [ A Full / Auto Active Default Disahled

1. Preferred interface

Figure 72 Viewing the status of an active-passive bond
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alized Management Console g@

[TCPAP | TCP Stetus | DN | Rediing | Communication |

Marme | Description ] d|Dupl Mﬂhoc‘ Status | Frame Size |N\C Flowe Co.. | Preferred
#| lpondo Logical Failo.. Auto f 2uto Auto F Auto Active Default Disabled
i | +Motherbo... Broadcom C... Unknown § Unknowvn ¢ . Passive (Fail... Default Disabled
i | +Motherbo.. Broadcom C... 1000Mbs /A Full / Auto Active Default Disabled

1. Neither interface is preferred

Figure 73 Viewing the status of a link aggregation dynamic mode bond

B NOTE:

If the bonded NIC experiences rapid, sequential Ethernet failures, the CMC may display the storage
node as failed (flashing red) and access to data on that storage node fails. However, as soon as the
Ethernet connection is reestablished, the storage node and the CMC display the correct information.

Deleting a NIC bond

When you delete an Active-Passive bond, the preferred interface assumes the IP address and
configuration of the deleted logical interface. The other NIC is disabled and its IP address is set to
0.0.0.0.

When you delete either a Link Aggregation Dynamic Mode or an Adaptive Load Balancing bond,
one of the active interfaces in the bond retains the IP address of the deleted logical interface. The
other NIC is disabled and its IP address is set to 0.0.0.0.

1. log in to the storage node and expand the tree.
2. Select the TCP/IP category from the tree.
3. On the TCP/IP tab select the bond interface or physical bond that you want to delete.
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4. Click on TCP/IP Tasks and select Delete Bond.

Because the IP addresses changes, the Search Network window opens.

Search Network

Search Info

ou have changed the netweark configuration for this device. Completing the
changes may take 2 to 3 minutes . Then you must find the newdy configured
device on the netvwork. To find the device, specify the device's hostname, static
P address, or subnet mask, then click the "Search’ button. Cortinue searching
uritil the device is located on the netwark.

Search Criteria

@ Hostname or IP Addrezs 10.0.24 56

) Subnetiask

Figure 74 Searching for the unbonded storage node on the network

5. Search for the storage node by Host Name or IP Address or Subnet/Mask.

B NOTE:

Because it can take a few minutes for the storage node to re-initialize, the search may fail
the first time. If the search fails, wait a minute or two and choose Try Again on the Network
Search Failed message.

You can also use the Configuration Interface to delete a NIC bond. See “Deleting a NIC
bond” on page 344.

Verify communication setting after deleting a bond

1. Select a storage node and open the tree below it.
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2.

3.

Select the TCP/IP Network category and click the Communication tab.

tralized Management Console g@
TCPAP TCP Stetus | DNS | Routing rCummuni:diun ‘

| saHi Interface: Matherkoard Portt

| communications Mode: Multicast Off, Unicast On

Manaier P Addresses

Select SAN/AQ Interface
7]

| MetherboarctPortt -

Cancel

Figure 75 Verifying interface used for SAN/iQ communication

Verify that the SAN/iQ communication port is correct.

Disabling a network interface

You can disable the network interfaces on the storage node.

You can only disable top-level interfaces. This includes bonded interfaces and NICs that are not
part of bonded interfaces.

To ensure that you always have access to the storage node, do not disable the last interface. If
you want to disable the last interface, first enable another interface.

A CAUTION:

If you disable an interface, be sure you enable another interface first. That way you always have
access fo the storage node. If you disable all the interfaces, you must reconfigure at least one interface
using the Configuration Interface to access the storage node. See “Configuring a network
connection” on page 343.

Disabling a network interface

1.

AR

Log in to the storage node and open the tree.

Select the TCP/IP Network category.

Select from the list on the TCP/IP tab window the interface to disable.
Click TCP/IP Tasks and select Edit.

Click Disable Interface.

Click OK.

A confirmation message opens. If you are disabling the only interface, the message warns that
the storage node may be inaccessible if you continue.

Click OK.
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If the storage node is in a management group

If the storage node for which you are disabling the interface is a manager in a management group,
a window opens which displays all the IP addresses of the managers in the management group and
a reminder to reconfigure the application servers that are affected by the update.

Configuring a disabled interface

If one interface is still connected to the storage node but another interface is disconnected, you can
reconnect to the second interface using the CMC. See “Configuring the IP address

manually” on page 91.

If both interfaces to the storage node are disconnected, you must attach a terminal, or PC or laptop
to the storage node with a null modem cable and configure at least one interface using the
Configuration Inferface. See “Configuring a network connection” on page 343.

TCP status

Review the status of the TCP interfaces. Change the speed and duplex, frame size, and NIC flow
control of an interface. These changes can only take place on interfaces that are not in a bond.

B NOTE:

You cannot change the speed, duplex, frame size or flow control of a VSA.

The TCP status tab

Review the status of the network interfaces on the TCP Status tab.

Table 23 Status of and information about network interfaces

Column

Description

Name

Name of the interface. Entries are

* bond0—The bonded interface(s) (displays only if storage node is configured for
bonding)

IBM x3650, NSM 160, Dell 2950, NSM 2060, NSM 4150, HP LefftHand P4500,
HP LeftHand P4300

*  Motherboard:Port1
*  Motherboard:Port2

DL 380, DL 320s (NSM 2120)
*  G4-Motherboard:Port1
e G4-Motherboard:Port2

VSA
e EthO
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Column Description

NSM 260
*  Motherboard:Port0
*  Motherboard:Port1

Describes each interface listed. For example, the bondO is the Logical Failover

Description Device.
Speed/Method Lists the actual operating speed reported by the device.
Duplex/Method Lists duplex as reported by the device.
S Describes the state of the interface. See Table 16 for a detailed description of indi-
tatus .
vidual NIC status.
Frame Size Lists the frame size setting for the device.

(For Active-Passive bonds) Indicates whether the device is set as preferred. The pre-
Preferred ferred interface is the interface within an Active-Passive bond that is used for data
transfer during normal operation.

Managing settings on network interfaces

Configure or change the settings of the network interfaces in the storage nodes. See “Network best
practices” on page 89 for more information.

Requirements

These settings must be configured before creating NIC bonds.

Changing speed and duplex settings

The settings for storage node and the switch must be the same. Available settings are listed in Table
24,

Table 24 Setting storage node speed and duplex settings

Storage Node Setting Speed/Duplex Switch SettingSpeed/Duplex
Auto/Auto Auto/Auto

1000/Full 1000/Full

100/Full 100/Full

100/Half 100/Half

10/Full 10/Full

10/Half 10/Half
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B NOTE:
The VSA does not support changing the speed and duplex settings.

Requirements
* These settings must be configured before creating NIC bonds.

¢ If you change these settings, you must ensure that BOTH sides of the NIC cable are configured in
the same manner. For example, if the storage node is set for Auto/Auto, the switch must be set
the same.

* If you edit the speed or duplex on a disabled or failed NIC, the new setting will not be applied
until the NIC is enabled or connectivity is restored.

Best practice

Change the speed and duplex settings while the storage node is in the Available Nodes pool and
not in a management group.

To change the speed and duplex

1. In the navigation window, select the storage node and log in.

2. Open the tree and select TCP/IP Network.
3. Select the TCP Status tab in the tab window.
4. Select the interface you want to edit.
5. Click TCP/IP Status Tasks and select Edit.
6. Select the combination of speed and duplex that you want.
7. Click OK.
A series of status messages displays. Then the changed setting displays in the TCP status report.
B NOTE:

You can also use the Configuration Interface to edit the TCP speed and duplex. See “Setting
the TCP speed, duplex, and frame size” on page 344.

Changing NIC frame size

Configure or change the settings of the network interfaces in the storage nodes. See “Network best
practices” on page 89 for more information.

Requirements

If you plan to change the frame size, that change must be configured before creating NIC bonds.
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Best practices

Change the frame size while the storage node is in the Available Nodes pool and not in a management
group.

The frame size specifies the size of data packets that are transferred over the network. The default
Ethernet standard frame size is 1500 bytes. The maximum allowed frame size is 9000 bytes.

Increasing the frame size improves data transfer speed by allowing larger packets to be transferred
over the network and by decreasing the CPU processing time required to transfer data. However,
increasing the frame size requires that routers, switches, and other devices on your network support
that frame size.

B NOTE:
Increasing the frame size can cause decreased performance and other network problems if routers,
switches, or other devices on your network do not support frame sizes greater than 1500 bytes. If
you are unsure about whether your routers and other devices support larger frame sizes, keep the
frame size at the default setting.

If you edit the frame size on a disabled or failed NIC, the new setting will not be applied until the
NIC is enabled or connectivity is restored.

To avoid potential connectivity and performance problems with other devices on your network, keep
the frame size at the default setting. The frame size on the storage node should correspond to the
frame size on Windows and Linux application servers. If you decide to change the frame size, set
the same frame size on all storage nodes on the network, and set compatible frame sizes on all clients
that access the storage nodes.

Consult with your network administrator for recommended storage node frame sizes and the
corresponding frame sizes in bytes for Windows and Linux clients in your environment.

Jumbo frames

Frame sizes that are greater than 1500 bytes are called jumbo frames. Jumbo frames must be supported
and configured on each Windows or Linux client accessing the storage node and also on each network
switch between the storage node and the Windows or Linux clients.

Jumbo frames can co-exist with 1500 byte frames on the same subnet if the following conditions are
met:
* Every device downstream of the storage node on the subnet must support jumbo frames.

* If you are using 802.1q virtual LANs, jumbo frames and non-jumbo frames must be segregated
into separate VLANs.

299

B NOTE:

The frame size for a bonded logical interface must be equal to the frame size of the NICs in the

bond.

Editing the NIC frame size

To edit the frame size:
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In the navigation window, select a storage node and log in.

Open the tree and select the TCP/IP Network category.

Select the TCP Status tab.

Select the interface you want to edit.

Click TCP Status Tasks and then select Edit.

Select Set To in the Frame Size section.

Enter a value between 1500 and 9000 bytes in the Set To field.

Click OK.

A series of status messages display. Then the changed setting displays in the TCP status report.

© N o Uu bk WD~

B NOTE:

You can also use the Configuration Interface to edit the frame size.

Changing NIC flow control

You can enable flow control on the NICs to prevent data transmission overruns that result in packets
being dropped. With flow-control enabled, network packets that would otherwise be dropped will
not have to be re-transmitted.

B NOTE:
The VSA does not support changing flow control settings.

Requirements
¢ These settings must be configured before creating NIC bonds.
* All NICs should have (or must have, if they are bonded) the same flow control settings.
*  Flow control cannot be changed when the port is disabled.

Enabling NIC flow control
To enable NIC flow control:
In the navigation window, select a storage node and log in.
Open the tree and select the TCP/IP Network category.
Select the TCP Status tab.
Select the interface you want to edit.
Click TCP Status Tasks and then select Edit.
Select On to enable the flow control on the NIC.
Click OK.
Repeat Step 4 through Step 7 for the NICs you want to enable.

© N o Vv A WD =
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When you have enabled flow control on both NICs and then you bond those NICs, the NIC flow
control column shows the physical NICs as enabled and the bondO as disabled. However, flow control
is enabled and working in this case.

Using a DNS server

The storage node can use a DNS server to resolve host names. For example, if you enter a host name
to specify an NTP time server, the storage node will use DNS to resolve the host name to its IP address.
For example, the time server in Boulder, Colorado has a host name of t i me. ni st . gov. DNS resolves

this host name to its IP address of 192.43.244.18.

DNS and DHCP

If you configure the storage node to use DHCP to obtain an IP address, and if the DHCP server is
configured to provide the IP addresses of the DNS servers, then a maximum of three DNS servers will
automatically be added to the storage node. These DNS servers are listed as IP addresses in the
storage node configuration window in the TCP/IP Network category on the DNS tab. You can remove
these DNS servers, but the storage node will not be able to resolve host names until you enter a new

DNS server.

DNS and static IP addresses

If you assigned a static IP address to the storage node and you want the storage node to recognize
host names, you must manually add a DNS server to the Network DNS tab.

B NOTE:

If you initially set up the storage node to use DHCP and then change the configuration to use a static
IP address, the DNS server provided by DHCP will remain on the DNS tab. You can remove or change
this DNS server.

Getting there

1. In the navigation window, select a storage node and log in.
2. Open the tree and select the TCP/IP Network category.
3. Select the DNS tab.

Adding the DNS domain name

Add the name of the DNS domain in which the storage node resides.
1. Click on DNS Tasks and then select Edit DNS Domain Name.

2. Type in the DNS domain name.

3. Click OK when you are finished.

Adding the DNS server

Add up to three DNS servers for use with the storage node.
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Click on DNS Tasks and then select Edit DNS Server.
Click Add and type the IP address for the DNS server.
Click OK.

Repeat Step 1 through Step 3 to add up to three servers.

ok O Db~

Use the arrows on the Edit DNS Servers window to order the servers.

The servers will be accessed in the order they appear in the list.

6. Click OK when you are finished.

Adding domain names to the DNS suffixes

Add up to six domain names to the DNS suffix list (also known as the look up zone). The storage
node searches the suffixes first and then uses the DNS server to resolve host names.

On the DNS tab click DNS Tasks and select Edit DNS Suffixes.
Click Add to display the Add DNS Suffixes window.

Type the DNS suffix name. Use the domain name format.
Click OK.

Repeat Step 1 throughStep 4 to add up to six domain names.
Click OK when you are finished.

A T o

Editing a DNS server
Change the IP address for a DNS Server in the list.
In the navigation window, select a storage node and log in.
Open the tree and select the TCP/IP Network category.
Select the DNS tab.
Select the server fo edit.
Click DNS Tasks and select Edit DNS Servers.
Select the server again and click Edit.

Type the new IP address for the DNS server and click OK.

N o v bk b~

Editing a domain name in the DNS suffixes list

Change a domain name of a storage node.
In the navigation window, select a storage node and log in.
Open the tree and select the TCP/IP Network category.
Select the DNS tab.
Click DNS Tasks and then select Edit DNS Domain Name.

Enter the change to the domain name.

Click OK.

A T o
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Removing a DNS server
Remove a DNS server from the list.
In the navigation window, select a storage node and log in.
Open the tree and select the TCP/IP Network category.
Select the DNS tab.
Select the server you want to remove from the DNS Servers list.
Click DNS Tasks and then select Edit DNS Servers.
Select the name again in the Edit DNS Servers window.
Click Remove.

Click OK to remove the DNS server from the list.

© N o Uu bk WD~

Removing a domain suffix from the DNS suffixes list
1. In the navigation window, select a storage node and log in.

Open the tree and select the TCP/IP Network category.

Select the DNS tab.

Select the suffix you want to remove.

Click DNS Tasks and then select Edit DNS Suffixes.

Select the name again in the Edit DNS Suffixes window.

Click Remove.

Click OK to remove the DNS suffix from the list.

© N o v A W

Setting up routing

The Routing tab displays the routing table. You can specify static routes and/or a default route.

B NOTE:

If you specify a default route here, it will not survive a reboot or shut down of the storage node. To
create a route that will survive a storage node reboot or shut down, you must enter a default gateway
on the TCP/IP tab. See “Configuring the IP address manually” on page 91.

Information for each route listed includes the device, the network, gateway, and mask, and flags.

Adding routing information

In the navigation window, select a storage node and log in.
Open the tree and select the TCP/IP Network category.
Select the Routing tab.

Click Routing Tasks and select Edit Routing Information.
Click Add.

LA
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Select the port to use for routing in the Device list.

Type the IP address portion of the network address in the Net field.
Type the IP address of the router in the Gateway field.

Select the netmask.

Click OK.

Use the arrows on the routing table panel to order devices according to the configuration of your
network.

The storage node attempts to use the routes in the order in which they are listed.

Editing routing information

You can only edit optional routes you have added.

© N o u bk WDd -

In the navigation window, select a storage node and log in.
Open the tree and select the TCP/IP Network category.

Select the Routing tab.

On the Routing tab, select the optional route you want to change.
Click Routing Tasks and select Edit Routing Information.

Select a Route and click Edit.

Change the relevant information.

Click OK.

Deleting routing information

You can only delete optional routes you have added.

© N o u bk WD~

In the navigation window, select a storage node and log in.
Open the tree and select the TCP/IP Network category.

Select the Routing tab.

On the Routing tab, select the optional route you want to delete.
Click on Routing Tasks and select Edit Routing Information.
Select the routing information row you want to delefe.

Click Delete.

Click OK on the confirmation message.

Configuring storage node communication

Use the Communication tab to configure the network interface used by the storage node to communicate
with other storage nodes on the network and to update the list of managers that the storage node can
communicate with.
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Selecting the interface used by the SAN/iQ software

The SAN/iQ software uses one network interface for communication with other storage nodes on the
network. In order for clustering to work correctly, the SAN/iQ software communication interface must
be designated on each storage node. The interface can be

* A single NIC that is not part of a bond

* A bonded inferface consisting of 2 bonded NICs

B NOTE:

Only NICs that are in the Active or Passive (Ready) state can be designated as the communication
inferface. You cannot make a disabled NIC the communication interface.

When you initially set up a storage node using the Configuration Interface, the first interface that you
configure becomes the interface used for the SAN/iQ software communication.

To select a different communication interface:
1. In the navigation window, select the storage node and log in.
2. Open the tree and select the TCP/IP Network category.

3. Select the Communication tab to bring that window to the front.
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Figure 76 Selecting the SAN/iQ software network interface and updating the list of managers
Select an IP address from the list of Manager IP Addresses.
Click Communication Tasks and select Select SAN/iQ Address.

Select an ethernet port for this address.
Click OK.

Now, this storage node connects to the IP address through the ethernet port you selected.

N o v
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Updating the list of manager IP addresses

Update the list of manager IP addresses to ensure that a manager running on this storage node is
communicating correctly with all managers in the management group.

Requirements

Each time you update the list of managers, you must reconfigure application servers that use the
management group to which this storage node belongs. Only update the list mode if you have reason
to believe that there is a problem with the communication between the other managers in the group
and the manager on this storage node.

1.
2,
3.

In the navigation window, select a storage node and log in.
Open the tree and select the TCP/IP Network category.

Select the Communication tab.

»d Management Console E]@W
TCPP | TCP Status | DNS | Routing | Communication |
SANAQ Interface: Motheriaoare Port2 2]

Communications Mode: Multicast Off, Unicast On

Manager P Addresses

110.0 6052
10.0.61.16

006117

Figure 77 Viewing the list of manager IP addresses
Click Communication Tasks and select Update Communications List.

The list is updated with the current storage node in the management group and a list of IPs with
every manager’s enabled network interfaces.

A window opens which displays the manager IP addresses in the management group and a
reminder fo reconfigure the application servers that are affected by the update.
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5 Setting the date and time

The storage nodes within management groups use the date and time settings to create a time stamp
when data is stored. You set the time zone and the date and time in the management group, and the
storage nodes inherit those management group seftings.

Using network time protocol

Configure the storage node fo use a time service, either external to your network, or internal to
your network.

Setting the time zone

Set the time zone for the storage node. The time zone controls the time stamp on volumes and
snapshots.

If you use NTP, decide what time zone you will use. You can use either GMT on all of your man-
agement groups, or you can set each management group fo its local time.

If you do not set the time zone for each management group, the management group uses the GMT
time zone, whether or not you use NTP.

Setting date and time

Set the date and time on the management group(s) if not using an NTP time service.

Management group time

When you create a management group, you set the time zone and the date and time while going
through the Management Groups, Clusters and Volumes wizard. This ensures that all the storage
nodes in the management group have the same time setting.

Getting there

1.
2.

In the network window, select a management group and log in.
Click the Time tab.

Refreshing the management group time

Use Refresh All to update the view of the time on all storage nodes in the management group. This
view is not updated automatically, so you must refresh the view to verify that the time settings on the
storage nodes are what you expect.

1.
2,
3.

Select a management group.
Click the Time tab.
Select Time Tasks and select Refresh All.

After processing, all storage nodes display the current time.
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Using NTP

Network time protocol servers (NTP) can manage the time for the management group instead of using
the local system time. NTP updates occur at 5 minute intervals. If you do not set the time zone for the
management group, it uses GMT time zone.

B NOTE:

When using a Windows server as an external time source for an storage node, you must configure
W32Time (the Windows Time service) to also use an external time source. The storage node does
not recognize the Windows server as an NTP server if W32Time is configured fo use an infernal
hardware clock.

1.
2.
3.

[J-HW

Click Time Tasks and select Add NTP Server.
Type the IP address of the NTP server you want fo use.

Decide whether you want this NTP server to be designated preferred or not preferred.

NOTE:

A preferred NTP server is one that is more reliable, such as a server that is on a local
network. An NTP server on a local network would have a reliable and fast connection to
the storage node. Not preferred designates an NTP server to be used as a backup if a
preferred NTP server is not available. An NTP server that is not preferred might be one that
is located elsewhere or has a less reliable connection.

Click OK.
The NTP server is added to the list on the NTP tab.

The NTP servers are accessed in the order you add them, and preferred servers are accessed
before non-preferred servers. The first server you add, if it is marked preferred, has the highest
order of precedence. The second server you add takes over as a time server if the preferred
server fails.

Editing NTP servers

Change whether an NTP server is preferred or not.

1.

2
3.
4

[J-HW
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Select an NTP server in the list.
Click Time Tasks and select Edit NTP Server.
Change the preference of the NTP server.

Click OK.
The list of NTP servers displays the changed NTP server in the list.

NOTE:

To change the IP address of an NTP server, you must remove the server no longer in use and
add a new NTP server.
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Deleting an NTP server

You may need to delete an NTP server:

e |f the IP address of that server becomes invalid
* If you no longer want to use that server

¢ If you want to change the order of servers in the list
* Delete the NTP Server

Delete an NTP server

1. Select an NTP server in the list on the Time tab window.
2. Click Time Tasks and select Delete NTP Server.
3. Click OK on the confirmation window.

The list of NTP servers refreshes the list of available servers.

Changing the order of NTP servers

The window displays the NTP servers in the order you added them.

The server you added first is the one accessed first when time needs to be established. If this NTP

server is not available for some reason, the next NTP server that was added, and is preferred, is used
for time serving.

To change the order of access for time servers
1. Delete the server whose place in the list you want to change.
2. Add that same server back into the list.

It is placed at the bottom of the list, and is the last to be accessed.

Editing the date and time

You initially set the date and time when you create the management group using the Management
Groups, Clusters and Volumes wizard. If necessary, you can edit these settings later.

1. Select the management group.

2. Select the Time tab to bring it to the front.

3. Click Time Tasks and select Edit Date, Time, Time Zone.

4. Change the date and time to the correct date and time for that time zone.

* In the Date group box, set the year, month and day.

* In the Time group box, highlight a portion of the time and increase or decrease it with the
arrows. You may also type in the time directly.

* Select a time zone for the Time Zone drop-down list.

B NOTE:

If you use an NTP server, you have the option of setting the time zone only.
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5. Click OK.

A warning message informs you that there may be a slight time lag for a reset to take effect.

6. Click OK.

Editing the time zone only

You initially set the time zone when you create the management group. You can change the time
zone later, if necessary.

If you do not set the time zone for each management group, the management group uses the GMT
time zone, whether or not you use NTP. Files display the time stamp according to this local time zone.

1. Click Time Tasks and then select Edit Time Zone.

2. From the drop-down list, select the time zone in which this management group resides.
3. Click OK.

Note the change in the Time column of the Time tab window.
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6 Administrative users and groups

When you create a management group, the SAN/iQ software configures two default administrative
groups and one default administrative user. You can add, edit, and delete additional administrative
users and groups. All administrative users and groups are managed at the management group level.

Getting there

In the navigation window, log in to the management group and select the Administration node.

Managing administrative users

When you create a management group, one default administrative user is created. Use the default
user and/or create new ones.

Default administrative user

The user who is created when you create a management group becomes a member of the Full
Administrator group by default.

Adding a new administrative user

Add administrative users as necessary to provide access to the management functions of the SAN/iQ
software.

Log in to the management group and select the Administration node.
Click Administration Tasks in the tab window and select New User.
Type a User Name and Description.

Type a password and confirm that password.

Click Add in the Member Groups section.

Select one or more groups to which you want the new user to belong.
Click OK.

Click OK to finish adding the administrative user.
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Editing administrative users

Each management group has an administration node in the tree below it. You can add, edit, and
remove administrative users here. Editing administrative users includes changing passwords and
group memberships of administrative users.
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Changing a user’s description
1. log in to the management group and select the Administration node.

2. Click Administration Tasks in the tab window and select Edit User.
3. Change the User Description as necessary.
4. Click OK to finish.

Changing a user’s password

1. log in to the management group and select the Administration node.
2. Click Administration Tasks in the tab window and select Edit User.
3. Type a new password and confirm that password.

4. Click OK to finish.

Adding group membership to a user
1. log in to the management group and select the Administration node.

Select a user in the Users table.

Click Administration Tasks in the tab window and select Edit User.
Click Add in the Member Groups section.

Select the groups to which to add the new user.

Click OK.

Click OK to finish editing the administrative user.
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Removing group membership from a user

1. log in to the management group and select the Administration node.
Select a user in the Users table.
Click Administration Tasks in the tab window and select Edit User.

2
3
4. In the Member Groups section, select the group from which to remove the user.
5. Click Remove.

6

Click OK to finish editing the administrative user.

Deleting an administrative user
1. log in to the management group and select the Administration node.

2. Select a user in the Users table.

3. Click Administration Tasks in the tab window and select Delete User.
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4. Click OK

B NOTE:

If you delete an administrative user, that user is automatically removed from any administrative
groups.

Managing administrative groups

When you create a management group, two default administrative groups are created. Use these
groups and/or create new ones.

Default administrative groups

The two default administrative groups and the permissions granted to those groups are listed in Table
25 . Users assigned to either of these groups assume the privileges associated with that group.

Table 25 Using default administrative groups

Name of group Management capabilities assigned to group

Full_Administrator {;Aoiz;:ge all functions (read- write access to all func:

View_Only_Administrator View-only capability to all functions (read only)

Administrative groups can have:

* Different levels of access to the storage node, such as read/write

¢ Access to different management capabilities for the SAN, such as configuring network capabilities

Adding administrative groups

When you create a group, you also set the management permissions for the users assigned to that
group. The default setfting for a new group is Read Only for each category.

1. log in to the management group and select the Administration node.
2. Click Administration Tasks in the tab window and select New Group.

3. Type a Group Name and optional Description.
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4. Select the permission level for each function for the group you are creating. See Table 26.

Table 26 Descriptions of group permissions

Management area Activities controlled by this area
Change Password User can change other administrative users’ passwords.
User can set the RAID configuration for the storage node. Shut

down disks, restart RAID, and hot swap disks. Create management
groups.

Management Groups, RAID, Drive
Hot Swap

User can choose type of network connection, set the time and time
Network zone for the management group, identify the Domain Name

Server, and use SNMP.

Storage Node Administration, Boot,

Upgrade User can add administrators and upgrade the SAN/iQ software.

System and Disk Report User can view reports about the status of the storage node.

What the permission levels mean

* Read Only—User can only view the information about these functions.

Read-Modify—User can view and modify existing settings for these functions.

Full—Users can perform all actions (view, modify, add new, delete) in all functions.
1. Add a user to the group.

* Click Add in the Users section.

* Select one or more users to add to the group.

* Click Add.
Click OK to finish creating a new group.

N

Editing administrative groups

Each management group has an administration node in the tree below it. You can add, edit, and
remove administrative groups here. Editing an administrative group includes changing the description,
permissions and users for the group.

Change the description of a group

1. log in to the management group and select the Administration node.
Click Administration Tasks in the tab window and select Edit Group.

2
3. Change the Description as necessary.
4. Click OK to finish.

Changing administrative group permissions
Change the management capabilities available to members of a group.

1. log in to the management group and select the Administration node.
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Click Administration Tasks in the tab window and select Edit Group.
Administrative groups can have:

* Different levels of access to the storage node, such as read/write, and
* Access to different management capabilities for the storage node, such as creating volumes

When you create a group, you also set the management capabilities available to members
of a group. The default setting for a new group is Read Only for each category.

Click the permission level for each function for the group you are creating.
See Table 26 for a description of the permission levels.

Click OK to finish.

Adding users to an existing group

1.
2.
3.

Log in to the management group and select the Administration node.
Click Administration Tasks in the tab window and select Edit Group.
Click Add in the Users section.

The Add Users window opens with a list of administrative users.
Select one or more users to add to the group.

Click Add.

Click OK to finish creating a new group.

Removing users from a group

1.

DA

Log in to the management group and select the Administration node.
Click Administration Tasks in the tab window and select Edit Group.
Select one or more users to remove from the group.

Click Remove.

Click OK to finish.

Deleting administrative groups

Delete all users from a group before you delete the group.

1.

vk 0PN

Log in to the management group and select the Administration node.
Click Administration Tasks in the tab window and select Delete Group.
A confirmation window opens.

Click OK.

Click OK to finish.
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7 Using SNMP

The storage node can be monitored using an SNMP Agent. You can also enable SNMP traps. The
Management Information Base (MIB) is read-only and supports SNMP versions 1 and 2c. See “Installing
the LeftHand networks MIB” on page 132 for a list of LefftHand Networks MIBs.

Using SNMP

SNMP and SNMP traps are disabled by default on all but the DL 320s (NSM 2120) and the DL 380.
You must enable SNMP on the storage node and set a community string in order to access SNMP

MIB objects.

Once you configure SNMP on a single storage node, you can copy the settings to other storage nodes
using Copy Configuration. For more information, see “Configuring multiple storage nodes” on page 40.

SNMP on the DL 380 and DL 320s (NSM 2120)

SNMP is required for the HP server management system, Insight Manager. Insight Manager allows
an administrator fo manage and monitor a large number of servers from a single location. Because
SNMP is required for Insight Manager, it is permanently enabled on the DL 380 and DL 320s (NSM
2120).

B NOTE:

When you use the Insight Manger application with a DL 320s (NSM 2120), misleading attributes will
display. Open Insight Manager and select File System Space Used. The display shows just one file
system, which is not representative of the true space used.

Getting there
1. In the navigation window, select a storage node and log in.

2. Open the tree under the storage node and select the SNMP category.

Enabling SNMP agents

Most storage nodes allow enabling and disabling SNMP agents. On the DL 380 and the DL 320s
(NSM 2120), SNMP is always enabled.

B NOTE:

To query the LEFTHAND-NETWORKS-NSM-CLUSTER_MIB, you must have a manager running on
the storage node servicing the SNMP request.
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Adding an SNMP agent includes these tasks:

* Enabling the SNMP Agent
* Adding a community string.

The community string acts as an authentication password. It identifies hosts that are allowed read-
only access to the SNMP data. The community "public" typically denotes a read-only community.
This string is entered info an SNMP management tool when attempting to access the system.

Community strings for DL 380 and DL 320s (NSM 2120)
Both the DL 380 and DL 320s (NSM 2120) have two reserved community strings that cannot be

modified or removed.

* “Sanmon” is a read/write community

* “Public” is a read-only community.

If you use HP System Insight Manager with the DL 380 or DL 320s (NSM 2120), the user name and
password for logging into the system are

*  sanmon

* sanmon

* Adding access control for SNMP clients.

You can either enter a specific IP address and the IP Netmask as None to allow a specific host to
access SNMP, or you can specify the Network Address with its netmask value so that all hosts
matching that IP and netmask combination can access SNMP.

Additional agents and traps can be added and modified as on other storage nodes.

B NOTE:

Use the CMC ping feature to verify IP addresses while configuring access control. See “Pinging
an IP address” on page 91.

Enabling an SNMP agent

Log in to the storage node and expand the tree.

Select the SNMP category from the tree.

On the SNMP General tab window, click SNMP General Tasks and select Edit SNMP Settings.
Select the Enabled radio button to activate the SNMP Agent fields.

Enter the Community String.

A T o

[Optional] Enter System Location information for the storage node.

For example, this information may include the address, building name, room number, and so
on.

7. [Optional] Enter System Contact information.

Normally this will be network administrator information such as email address, or phone number
for the person you would contact if you could not connect to SNMP clients.
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Adding an SNMP client
* In the Access Control section, click Add to add an SNMP client that you can use to view SNMP.

You can add SNMP clients by specifying either IP addresses or host names

By IP address
1. Select By Address and type the IP address.

2. Select an IP Netmask from the list. Select Single Host if adding only one SNMP client.
3. Click OK.

The IP address and netmask entry appear in the Access Control list.

4. Click OK in the Edit SNMP Settings window to finish.

By host name
1. Select By Name and type a host name.

That host name must exist in DNS and the NSM must be configured with DNS for the client to
be recognized by the host name.

2. Click OK.
The host name appears in the Access Control list.
3. Click OK in the Edit SNMP Settings window to finish.

Editing access control entries

1. Llog in to the storage node and expand the tree.

Select the SNMP category from the tree.

On the SNMP General tab window, click SNMP General Tasks and select Edit SNMP settings.
Select the Access Control entry from the list.

Click Edit.

Change the appropriate information.

Click OK.

Click OK on the Edit SNMP Settings window when you are finished.
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Deleting access control entries

1. log in to the storage node and expand the tree.

2. Select the SNMP category from the tree.

3. On the SNMP General tab window, click SNMP General Tasks and select Edit SNMP settings.
The Edit SNMP Settings window opens.

4. Select a client listed in the Access Control list and click Delete.
A confirmation message opens.

5. Click OK.
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6. Click OK on the Edit SNMP Settings window when you are finished.

Using the SNMP MIB

The LeftHand Networks MIB provides read-only access to the storage node. The SNMP implementation
in the storage node supports MIB-Il compliant objects.

In addition, MIB files have been developed for storage node-specific information. These files, when
loaded in the SNMP management tool, allow you to see storage node-specific information such as
model number, serial number, hard disk capacity, network characteristics, RAID configuration, DNS
server configuration details, and more.

Installing the LefftHand networks MIB

The LeftHand Networks MIB files are installed when you install the HP LeftHand Centralized
Management Console if you selected a Complete installation. If you selected a Typical installation,
you must load the LeffHand Networks MIB in the Network Management System as outlined below.

1. Lload LEFTHAND-NETWORKS-GLOBAL-REG-MIB
2. load LEFTHAND-NETWORKS-NSM-MIB
3. The following MIB files can be loaded in any sequence.

LEFTHAND-NETWORKS-NSM-CLUSTERING-MIB
LEFTHAND-NETWORKS-NSM-DNS-MIB
LEFTHAND-NETWORKS-NSM-INFO-MIB
LEFTHAND-NETWORKS-NSM-NETWORK-MIB
LEFTHAND-NETWORKS-NSM-NOTIFICATION-MIB
LEFTHAND-NETWORKS-NSM-NTP-MIB
LEFTHAND-NETWORKS-NSM-SECURITY-MIB
LEFTHAND-NETWORKS-NSM-STATUS-MIB
LEFTHAND-NETWORKS-NSM-STORAGE-MIB

This is the case when an SNMP management tool console and the HP LeftHand Centralized
Management Console run on the same server.

B NOTE:

Any variable that is labeled “Counteré64” in the MIB requires version 2c or later of the protocol. Other
standard version 2c compliant MIB files are also provided on the CD. Load these MIB files in the
Network Management System if required.

Disabling the SNMP agent

Disable the SNMP Agent if you no longer want to use SNMP applications to monitor your network
of storage nodes.

Disabling SNMP

1. log in to the storage node and expand the tree.

2. Select the SNMP category from the tree.
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3. On the SNMP General tab window, click SNMP General Tasks and select Edit SNMP settings.
The Edit SNMP Settings window opens.
4. Select Disable SNMP Agent.

Note that the Agent Status field shows disabled now. The SNMP client information remains listed,
but cannot be used.

Adding SNMP traps

Prerequisite

*  You must have first enabled an SNMP agent in order use SNMP traps. The DL 380 and the DL 320s
(NSM 2120) always have an SNMP agent enabled.

*  Add SNMP traps to have an SNMP tool send alerts when a monitoring threshold is reached.

Enable SNMP traps

You add a Trap Community String, used for client-side authentication.

Log in to the storage node and expand the tree.

Select the SNMP category from the tree.

Select the SNMP Traps tab.

Click SNMP Trap Tasks and select Edit SNMP Traps.

Click Add to add trap recipients.

Enter the IP address or hostname for the SNMP client that is receiving the traps.
Click OK.

Repeat Step 5 through Step 7 for each host in the trap community.

Click OK on the Edit SNMP Traps window when you are finished adding hosts.

W 0o N oA WD~

Editing trap recipients
1. log in to the storage node and expand the tree.

2. Select the SNMP category from the tree.

3. Select the SNMP Traps tab.
The SNMP Traps Settings window opens.

4. Click SNMP Trap Tasks and select Edit SNMP Traps.
The Edit SNMP Traps window opens.
Select one of the Trap Recipients and click Edit.
Change the IP address or hostname and click OK.
Click OK when you are finished editing trap recipients.

Removing trap recipients

1. Llog in to the storage node and expand the tree.
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Select the SNMP category from the tree.

Select the SNMP Traps tab.

The SNMP Traps Settings window opens.

Click SNMP Trap Tasks and select Edit SNMP Traps.
The Edit SNMP Traps window opens.

Select one of the Trap Recipients and click Remove.
The host is removed from the list.

Click OK on the SNMP Traps tab when you are finished removing trap recipients.

Disabling SNMP traps
To disable SNMP traps, you must delete all of the settings in the SNMP Traps window.

1.
2.
3.

134

Remove the Trap Recipient hosts.
Delete the Trap Community String.
Click OK.
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8 Reporting

Reporting capabilities of the HP LefftHand Storage Solution are divided into two categories:

* Active Monitoring—Use the Alerts category to configure how you receive alerts for selected vari-
ables. The Alerts category is where you set up email alerting and where you can review the log
of alerts generated automatically by the operating system, including any generated while the CMC
was closed. See “Active monitoring overview” on page 135.

* Hardware Reporting—Use the hardware category to select monitoring, perform hardware dia-
gnostics, and generate a hardware report for the storage node. The Hardware category provides
a report of system statistics, hardware, and configuration information. See “Using the hardware
information report” on page 150.

Active monitoring overview

Alerts actively report on the condition of the hardware and storage network of a HP LeftHand Storage
Solution. The Alerts category in the tree under every storage node includes multiple types of information
and reporting capabilities. Review configuration information, save log files, set up email alerting, and
review a log of alerts generated automatically by the operating system.

Use alerts to:

* View realtime statistical information about the storage node.
* View and save log files.

* Set up active monitoring of selected variables.

* Set up email notification.

* View alerts.

You can also set up SNMP traps to have an SNMP tool send alerts when a monitoring threshold is
reached. For more information, see “Adding SNMP traps” on page 133.

Using alerts for active monitoring

Use active monitoring fo track the health and operation of the storage node and management group.
Active monitoring allows you to set up notification through emails, alerts in the CMC, and SNMP
traps. You can choose which variables to monitor and choose the notification methods for alerts
related to the monitored variables. Different storage nodes contain different sets of variables that can
be monitored. For a detailed list of monitored variables, see “List of monitored variables” on page 138.

B NOTE:

Critical variables, such as the Temperature Status (CPU and motherboard temperatures), have thresholds
that trigger a shutdown of the storage node.
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Getting there

1.
2.

Select a storage node in the navigation window and log in.

Open the tree below the storage node and select Alerts.

As you can see, some alerts are delivered to the console only, some include email delivery, and some
are routed through the SNMP system as a trap.

Selecting alerts to monitor

When your software was first installed, all variables were selected to be reported on. You can change
actively monitored variables as needed.

Adding variables to monitor

See “Adding variables to monitor” on page 136.

Removing variables from monitoring

See “Removing a variable from active monitoring” on page 138.
Changing the way variables are monitored.

See “Editing a monitored variable” on page 137.

The section “List of monitored variables” on page 138 provides a list of all variables available for
active monitoring.

Adding variables to monitor

The variables that the storage node is currently monitoring are listed in the box. All variables in the
list are configured and set for CMC alerts.

1.

2.
3.
4
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Click the Alert Setup tab to bring it to the front.
Click Alert Setup Tasks and select Add Monitored Variables.
Select the variable that you want to begin to monitor and click Next.

Specify the frequency for monitoring the variable and click Next.
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5. For each threshold listed, select the type of alert you want to receive.

Table 27 Types of alerts for active monitoring

Type of alert ~ Where alerts are sent For more information
To the alert window of the CMC and the Alerts tab  See “Using the alert win-
CMC alerts . . "
in Reporting. dow” on page 34.
SNMP traps To the SNMP trap community managers. You must  See “Adding SNMP
P have configured the storage node to use SNMP.  traps” on page 133.
To specified email addresses. Type the email ad-
Email dresses to receive the notification, separated by See “Adding variables to monit-
commas. Then configure Email Notification on the or” on page 136.
Email tab.
B NOTE:

To save time while setting up active monitoring, select all variables, then click Set
Notifications. This setting applies the same email address and other alert settings to all
storage nodes. Then, if you need to customize alert actions for a particular variable, you
can edit that variable.

6. Click Finish when you have configured all the threshold items in the list.

Editing a monitored variable

For the selected variable, you can change the frequency of monitoring and the notification routing of
the alert.

1. Select the Alert Setup tab.

2. Select the variable you want to edit.

3. Click Alert Setup Tasks and select Edit Monitored Variable.
The Configure Variable wizard opens to Step 1.

B NOTE:

For some variables, only the notification method can be changed. For example, the frequency
for the Storage Server Latency variable is set to 1 minute and cannot be changed.

4. If allowed, change the frequency for the variable and click Next.
The Configure Variable wizard opens to Step 2.
(Optional) Change the alert notification method.
Click Finish.

B NOTE:

If you are requesting email notification, be sure fo set up the SMTP settings on the Email Server Setup
tab.
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Removing a variable from active monitoring

Use Remove to remove variables to stop active monitoring that become pointless or impractical. You
can return a variable o active monitoring at any time. Permanent variables, such as Cache Status,
cannot be removed. See “List of monitored variables” on page 138.

1. Show the Alert Setup tab window.
2. Select the variable you want to remove.
3. Click Alert Setup Tasks and select Remove Monitored Variable.
4. Click Remove.
A confirmation message opens.
5. Click OK in the confirm window.
The variable is removed.
B NOTE:

Variables are not deleted when they are removed from active monitoring. You can add them back
to active monitoring at any time.

List of monitored variables

This section contains tables that show the variables that are monitored during active, not passive,
monitoring. For each variable, the table lists the following information:

The units of measurement.

Whether the variable is permanent. (Permanent variables cannot be removed from active reporting.)
Whether you can change the frequency with which the measurements are taken.

The default frequency of measurements.

The default action that occurs if the measured value of the variable reaches a threshold.

Table 28 List of monitored variables

Variable . . . Default ac-
name Units/ status  Perm. variable Specify freq.  Default freq. fion/threshold
BBU Capacity .
Test (24Hr) Status Yes Yes 3gi-lggGA)/,\’onth| gi\ll\e% alert if
[NSM 160] ! : y
BBU Capacity .
Test Overdue  Status Yes Yes 1 hour cCh'\c/:\nC :Lerf if
[NSM 160] 9
Boot Device
Status .
[NSM 160, Status No Yes 1 minute ChMC alert if
NSM 260, changes
NSM 4150]
CPU Utilization  Percent No Yes 1 minute None
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Variable . . . Default ac-

name Units/ status  Perm. variable Specify freq.  Default freq. tion/threshold

Cache Status Status Yes Yes 1 minute CMC alert if
changes
CMC dlert if
the value ex-

Cluster Utiliza- Percent Yes Yes 15 minutes ceed§ 20 CMC

tion alert if the
value exceeds
95

Cluster Virtual CMC alert if

IP Status Normal, Faulty No Yes 1 hour not Normal
CMC alert if

Drive Health Status Yes Yes 1 minute change or critic
al

Drive Status

NSM 160: 1

through 4

NSM 260: 1

through 12

DL 380: 0

through 5

DL 320s: 1

through 12

Dell 2950: 0 .

through 5 Status No Yes 1 minute Sh'\;\nc Zlert if

NSM 2060: 0 g

through 5

NSM 4150: 0

through 14

HP LeftHand

P4500: 1

through 12

HP LeftHand

P4300: 1

through 8

Fan Status Status Yes Yes 1 minute CMC alert if
not Normal
CMC alert if
the value ex-

LogPart Utiliza- . ceeds 95

fion Percent Yes Yes 2 minutes CMC alert if
the value ex-
ceeds 80

Management .

Group Mainten-  True, False Yes Yes 15 minutes _(l_:MC alert if

rue

ance Mode

Memory Utiliz- Percent No Yes 1 minute CNAC alert ot >

ation Q0%
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Variable . . . Default ac-
name Units/ status  Perm. variable Specify freq.  Default freq. tion/threshold
Network Inter- CMC olert if
Status No Yes 1 minute NIC status
face Status
changes
Power Supply Status No Yes 1 minute CMC alert i
Status status changes
RAID Status Status Yes Yes 15 seconds CMC alert it
changes
Remote Copy True, False No Yes 15 minutes CMC alert
Complete when True
Remote Copy True, False No Yes 15 minutes CMC olert
Failover when True
Remote Copy Status No Yes 15 minutes CMC alert it
Status not Normal
Remote Man- . CMC alert if
agement Up, Down No Yes 1 minute changes
Group Status 9
SAN/iQ .
Memory Re- Status Yes No 1 minute ?;'I.\IASC alert it
quirement
Snapshot CMC alert if
Schedule Status No Yes 1 minute snapshot status
Status is not Normal
Etoroge Server  illiseconds Yes No 1 minute CMC alert if >
atency 60 seconds
Storage Server Up, Down No Yes 1 minute CMC alert if
Status not Up
CMC alert if
warning level
reached
CMC alert and
shutdown: if
critical level
Temperature . reached
Status Status Yes No 1 minute See the alert or
the Hardware
Information tab
in the CMC for
additional tem-
perature inform-
ation.
Voltage Status .
[NSM 160, Status Yes Yes 1 minute S'\tAEI Orlrirt |n(
NSM 260] of Norma
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Variable . . . Default ac-
name Units/ status  Perm. variable Specify freq.  Default freq. tion/threshold
Volume Re-
stripe Com- True, False No Yes 1 minute CﬁAC _|c_| lert
plefe when True
CMC alert if
Volume Status  Status No Yes 1 minute volume status
changes
Volume
Threshold Status Yes Yes 1 minute CﬁAC _<F|eri
Change when True
CMC dlert if
threshold ex-
ceeded for any
\h/gllcuigne Thres- Status No Yes 15 minutes volume or
snapshot in the
management
group

TBBU capacity test runs monthly fo monitor the battery life (charge). If the battery life remaining is less than 72 hours, the
cache is shut off to protect data. When the cache is shut off, there will be a decrease in performance.

Setting CMC notification of alerts

By default, you will see all alerts displayed on the console in the bottom Alerts window. This method
of notification may be turned off and on.

Select a storage node in the navigation window and log in.
Open the tree below the storage node and select Alerts.
Select the Alert Setup tab.

Select any alert in the list.

Setting

Setting

NowuawN -

Click alert Setup Tasks and select Set Threshold Actions.

Click the checkbox for HP LeftHand Centralized Management Console alert.

Click OK.

SNMP notification of alerts

Configure the following items to have alerts delivered via SNMP.
Enable the SNMP system.
See “Enabling SNMP agents” on page 129.

Select the check box for SNMP Trap.

See either “Setting notification for one variable” on page 142 or “Setting notification for several
variables” on page 143

email notifications of alerts

If you request email notification of alerts, you must configure these settings.
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*  SMTP settings
See “Setting SMTP settings” on page 142

*  Application of SMTP settings fo an entire management group

See “Applying SMTP settings to a management group” on page 142

¢ Email notification preferences

See either “Setting notification for one variable” on page 142 or

"

Setting notification for several variables” on page 143

Setting SMTP settings

Use the Email Server Setup tab to configure the SMTP settings for email communication. For more
information on configuring active monitoring, see “Using alerts for active monitoring” on page 135.

1. In the Alerts category, select the Email Server Setup tab.
The Email Server Setup window opens.
Click Email Server Setup Tasks and select Edit SMTP Settings.
Enter the IP address or host name of the email server.

4. Enter the email port.
The standard port is 25.

5. (Optional) If your email server is selective about valid sender addresses on incoming emails,
enter a sender address, for example, “username@company.com.”
If you do not enter a sender address, the From field of email notifications will display
“root@hostname,” where hostname is the name of the storage node.

6. Select the box if you want to apply the settings to all the storage nodes in the management group.
If you DO apply the settings to other storage nodes in the management group, and if you have
a sender address entered, all the other storage nodes will use that same sender address.
(Optional) Test the email connectivity now if you wish.
Click OK.

B NOTE:

Notification of undeliverable email messages are sent to the sender address.

If you are requesting email notification, be sure to set up the email notification in Alert Setup.

Applying SMTP settings to a management group

Perform the steps in “Setting SMTP settings” on page 142, and check the check box to Apply these
SMTP settings to all storage nodes in the management group.

Setting notification for one variable

Specify email notification in two ways:

By editing an individual monitored variable.

See “Editing a monitored variable” on page 137.
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* By setting the Set Threshold Actions window and affecting several monitored variables.

Setting notification for several variables

Setting threshold actions determines the routing preferences for notification of alerts. With this
procedure, you can set the same email address for several alerts.

1. Select the Alert Setup tab.

2. Select the variables you want to change.

3. Click Alert Setup Tasks and select Set Threshold Actions.

4. Click the check boxes to specify where you want the alert to be communicated.

* If you check SNMP Trap, you must enable SNMP in that category of the storage node.
See “Enabling SNMP agents” on page 129.

* If you check Email, you must provide an email address to send to, and you must set up SMTP
addresses as well.

5. Click OK.

Viewing and saving alerts

Any time that an actively monitored variable causes an alert, the alert is logged by the storage node.
If the CMC is open, alerts display in the Alert window on the CMC main window.

If the CMC is not open, these alerts are still logged, and you can view them the next time you open
the CMC. Click a storage node > Alerts > Alert Log File tab.

B NOTE:

Alerts category > Alerts Log File under a storage node displays the most recent alerts, up until the
alert list reaches 1 MB in size. To view alerts older than those displayed on the Alerts tab, save the
Alerts log on the Alert Log Files tab.

Select a storage node in the navigation window and log in.
Open the tree below the storage node and select Alerts.

Select the Alert Log File tab.

Ll A e

Click Refresh to make sure you view the most current data.

Saving the alert log of all variables

1. Perform the tasks in “Viewing and saving alerts” on page 143.

That is, select a storage node > Alerts > Alert Log Files tab.
2. To save the list of alerts, click Alert Log File Tasks and select Save to File.
3. Select a location for the file.

This file will never be more than one megabyte.
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Saving the alert history of a specific variable

To save the history of a specific variable on a specific storage node, save a copy of the log file for
that variable. This copy is a text file with file name the same as the variable.

1.

2
3.
4

Select a storage node in the navigation window and log in.

Open the tree below the storage node and select Alerts.

Select the Alert Setup tab.

Highlight the variable for which you want to save the log file.

This selects it. Use CTRL and click to select several variables. A separate file is created for each.
In the Alert Setup Task pull down menu, select Save Log Files.

A Save window opens.

Choose a location for the file.

Click Save.

The file is saved to the location you specified. Use a file manager window and text editor to
check it.

Using hardware information reports

The Hardware category, found in the tree under every storage node, includes multiple types of
information and reporting capabilities. Review a Hardware report of system statistics, hardware, and
configuration information.

Use the Hardware category to:

Run hardware diagnostics. See “Running diagnostic reports” on page 144.

View storage node hardware information in real-time. See “Using the hardware information re-
port” on page 150.

View and save a storage node’s log files. See “Saving log files” on page 167.

View and save log files to a remote computer. See “Using hardware information log
files” on page 167.

Running diagnostic reports

Use diagnostics to check the health of the storage node hardware. Different storage nodes offer
different sets of diagnostic tests.

B NOTE:

Running diagnostics can help you to monitor the health of the storage node or to troubleshoot hardware
problems.

Getting there

1.
2,

Select a storage node in the navigation window and log in.

Open the tree below the storage node and select Hardware.
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3. Select from the list the diagnostic tests that you want to run.

The default setting is to run all tests. If all boxes are not checked, click Diagnostic Tasks and select
Check All. Clear any fests that you do not want to run. To clear all selections, click Clear All.

B NOTE:

Running all of the diagnostic tests will take several minutes. To shorten the time required to
run fests, clear the checkboxes for any tests that you do not need.

4. Click Diagnostic Tasks and select Run Tests.

A progress message displays. When the tests complete, the results of each test display in the
Result column.

5. (Optional) When the tests complete, if you want to view a report of test results, click Save to File.
Then select a location for the diagnostic report file and click Save.

The diagnostic report is saved as a .ixt file in the designated location.

Viewing the diagnostic report

The results of diagnostic tests are written to a report file. For each diagnostic test, the report lists
whether the test was run and whether the test passed, failed, or issued a warning.

B NOTE:

If any of the diagnostics show a result of “Failed,” call Customer Support.

To view the report file:
1. After the diagnostic tests complete, save the report to a file.
2. Browse to the location where you saved the diagnostics report (.ixt) file.

3. Open the report file.

List of diagnostic tests

This section shows the diagnostic tests that are available for the storage node. For each test, the table
lists the following information:

* A description of the test

e Pass / fail criteria

See the specific table for your platform.

*  For NSM 160 and NSM 260, see Table 29

* For DL 380, DL 320s (NSM 2120), HP LeftHand P4500, and HP LeftHand P4300, see Table 30
*  For IBM x3650, see Table 31
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e For Dell 2950, NSM 2060, and NSM 4150, see Table 33
Table 29 List of hardware diagnostic tests and pass / fail criteria for NSM 160 and NSM 260

.Ir)elzignoshc Description Pass criteria Fail criteria NSM 160 NSM 260
Fan Test Ehecks the status of all Fan is normal Fan is faulty or N X
ans. missing
Power Test Checks the status of all Supply is normal Supply is faulty X X
power supplies. or missing
Temperature  Checks the status of all Tgr?]perature IIS Tem%erqiure |s| X X
Test temperature sensors within norma outside norma
’ operating range  operating range
Voltage is within  Voltage is out-
Voltage Test VC:;;&CI(: thi:;?tus of all normal operat-  side normal oper- X X
age se > ing range ating range
Cache Status g:liticck;:::g”set??:;]:she Cache is normal  Cache is corrupt X X
Cache BBy Checks the status of the 111;' EES :]so?or- The BBU is char-
battery backed-up . ging, testingor X X
Status charging or fest-
cache. ing faulty
Disk Status Checks for the presence  All disk drives dorR/Z:;rrzonrﬁss- X X
Test of all disk drives. are present ing
Disk Temperat-  Checks the temperature The .tehr.nperoturel The ter.’r::lperoture | X X
ure Test of all disk drives is within normal  is outside norma
’ operating range operating range
S.M.AR.T. (Self-Monitor-
ing, Analysis, and Re-
porting Technology) is
implemented in all mod-
ern disks. A program in- Warning or
. side the disk constantly . amning
Disk SMART tracks o range of the vi- All drives pass  Failed if one or X
Health Test ge ot health test more drives fails
tal characteristics, includ- health fest
ing driver, disk heads,
surface state, and elec-
tronics. This information
may help predict hard
drive failures.
Generate
SMART logs
4 . The report was
(for analysis ~ Generates a drive health The report was
successfully gen- X X

contact Cus-
tomer Sup-

port)

report.

erated

not generated
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Diagnostic

Description

Pass criteria

Fail criteria NSM 160

NSM 260

Test

Generate

3ware Dia-

gnostics Re- Generates a drive health The report was The report was

port (for ana- successfully gen- X

report.

not generated

lysis contact erated
Customer
Support)
Tests the ability of the
BBU Capacity BBU to hold a charge.  The BBU can The BBU failed to
Test BBUs weaken over time. hold an accept- hold an accept- X
A failure indicates itis  able charge able charge

time to replace the BBU.

Table 30 List of hardware diagnostic tests and pass/fail criteria for DL 380, DL 320s (NSM 2120), HP
LeftHand P4500, and HP LeftHand P4300

. . HP HP
DIAgNost  Description Pass crer" Fail criteria DL380 DL 3205 LeftHand ~LefiHand
P4500 P4300
Fan Test Checks the status ~ Fanis nor  Fan is faulty X X X X
of all fans. mal or missing
Checks the status Suoply is Supply is
Power Test  of all power sup- PPl faulty or X X X X
. normal o
plies. missing
I Checks the status Temperoture jl'empe.roture
emperat- is within is outside
of all temperature X X X X
ure Test normal oper-  normal oper-
sensors. . .
ating range  ating range
Checks the status . .
gache of the disk control- Cc:lche| is Cache is cor- X X X X
tatus ler caches. norma rupt
ecke i The BBUS e BBy is
Cache BBU Checks the status  normal an charging
Status of the battery not char esting or X X X X
backed-up cache.  ging or fest- 9
: faulty
ing
Disk Status Checks for the All disk One or more
Test presence of all drives are drives are X X X X
disk drives. present missing
The temper-
Disk Tem-  Checks the temper-  ature is It: :::3:;32
perature ature of all disk within nor- X
X normal oper-
Test drives. mal operat- .
. ating range
ing range
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HP

HP

:Z'?g;o'q' Description :::’SS cr'er  Fqil criteria DL 380 DL320s leftHand LeftHand
P4500 P4300
SMART. (Self-
Monitoring, Ana-
lysis, and Report-
ing Technology) is
implemented in all
modern disks. A
program inside the Warning or
Disk disk constantly All drives Failed if one
SMART tracks a range of  pass health  or more X X X X
Health Test the vital character-  test drives fails
istics, including health test
driver, disk heads,
surface state, and
electronics. This
information may
help predict hard
drive failures.
Generate
SMART
The report
logs (for . The report
X Generates a drive  was success-
analysis was not gen- X X X
health report. fully gener-
contact erated
ated
Customer
Support)
Generate
HP Dia-
gnostic Re- The report
port (for Generates a drive  was success- The report
X was not gen- X X X
analysis health report. fully gener-
erated
contact ated
Customer
Support)
Table 31 List of hardware diagnostic tests and pass/fail criteria for IBM x3650
Diagnostic Test  Description Pass criteria Fail criteria IBM x3650
Fan Test Checks the status of all fans.  Fan is normal :::gn is faulty or miss- X
Power Test Chec|'<s the status of all power Supply is normal Sl{pply is faulty or X
supplies. missing
Temperature is Temperature is out-
T Checks the status of all temper- ™/ )
emperature Test within normal oper-  side normal operat- X
ature sensors. . .
ating range ing range
Cache Status Checks the status of the disk Cache is normal Cache is corrupt X
controller caches.
Checks the status of the bat- The BBU is no.rmol The BBU is charging,
Cache BBU Status and not charging or . X
tery backed-up cache. . testing or faulty
testing
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Diagnostic Test  Description Pass criteria Fail criteria IBM x3650
Disk Status Test Checks for the presence of all ~ All disk drives are  One or more drives X
disk drives. present are missing
Disk Temperature  Checks the temperature of all The femperature is The femperature is
. . within normal oper-  outside normal oper- X
Test disk drives. : .
ating range ating range
S.M.AR.T. (Self-Monitoring,
Analysis, and Reporting
Technology) is implemented
in all modern disks. A pro-
Disk SMART gram inside the disk con- All drives pass Warning or Failed if
Health Test stantly tracks a range of the health fest one or more drives X
vital characteristics, including fails health test
driver, disk heads, surface
state, and electronics. This in-
formation may help predict
hard drive failures.
Generate SMART
logs (for analysis  Generates a drive health re-  The report was suc:  The report was not X
contact Customer  port. cessfully generated  generated
Support)
Generate [BM Generates IBM Support logs
Support logs (for The logs were suc The logs were not
. when requested by Customer X
analysis contact Subport cessfully generated  generated
IBM Support) pport.
Table 32 List of hardware diagnostic tests and pass/fail criteria for VSA
Diagnostic Test Description Pass criteria Fail criteria VSA

Checks for the presence of ~ All disk drives are

One or more drives are

Disk Status Test all disk drives. present missing X
Table 33 List of hardware diagnostic tests and pass/fail criteria for Dell 2950, NSM 2060, and
NSM 4150

Diagnostic.  Description Pass crer”  Fail criteria  Dell 2950 NSM 2060 NSM 4150

Fan Test Checks the status of  Fan is nor-  Fan is fgulty X X X

all fans. mal or missing
Checks the status of ~ Supply is Supply is
Power Test ! PPl faulty or miss- X X X
all power supplies.  normal ing
Temperature  Temperature
Temperature Checks the status of is within nor-  is outside
all temperature X X X
Test mal operat-  normal oper-
sensors. . .
ing range ating range
Cache Checks the status of Cache is Cache is cor-
the disk controller X X X
Status normal rupt

caches.
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Diagnostic
Test

Description

Pass criter-
ia

Fail criteria

Checks the status of The BBUis = The BBU is
Cache BBU the Battery Back normal and  charging,
Status Ue. orery PACKUR ot charging  testing or

nit (BBU). .
or testing faulty

Disk Status Checks for the pres-  All disk One or more
Test ence of all disk drives are drives are

drives. present missing

S.M.ART. (Self-

Monitoring, Analys-

is, and Reporting

Technology) is imple-

mented in all mod-

ern disks. A pro- .
Disk SMART  constantly tracks a health
Health Test  range of the vital pass healt or more .

ge ot 1he viic test drives fails

characteristics, in- health test

cluding driver, disk

heads, surface state,

and electronics. This

information may

help predict hard

drive failures.
Generate
SMART logs The report Th ;
(for analysis  Generates a drive  was success- © reptor
contact Cus-  health report. fully gener- Wq? 2{0 gen-
tomer Sup- ated eraie
port)
Generate
DSET Report
& Perc Event The report Th ;
Logs (for Generates a drive  was success: o oPo!
analysis health report. fully gener- WS :ft gen-
contact Cus- ated erate
tomer Sup-
port)

Dell 2950 NSM 2060 NSM 4150

Using the hardware information report

Hardware information reports display statistics about the performance of the storage node, its drives
and configuration. Statistics in the hardware reports are pointin-time data, gathered when you click
the Refresh button on the Hardware Information tab.

Generating a hardware information report

To generate a Hardware Information report
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1.

Select the Hardware Information tab.

PE HP LeftHand Networks Centralized Management Console

Getting Started
):+ Configuration Summary
EIE Exchange

(] Servers ()

}, Acdministration

Performance Manitor
] Storage Modes (3)
e Denver-1
Alerts
] Perdware]
g SMMP
Storage
TCRIP Metwork
S Denver-2
Derver-3
EH &l Yolumes (1) and Srapshots (0)
i Logst ()

[ Bimgnostics | Hardware Informtion | Log Files

Last Refreshed: his

E]@w

ftem \

Walue

(Click to Refresh

(1)

Figure 78 Opening the hardware information window

1. Link to obtain hardware statistics

On the Hardware table, use the link Click to Refresh to obtain the latest hardware statistics.

wagement Console

|/ Diagnostics | Harcware Information | Log Files |

| Last Refreshed: 02/20/2008 10:10:55 AM MST

ftem
| [Hostname Golden-1
:| |Storage Hode Softw... ‘“erzion 810000100
Software Patches
#f [IP Address 1006117
;| [support Key unknown - call support
#| [mic Data
| cara 1
Description
Mac Address 0019B9.D4FA2S
Address 1006117
Mast 25525500
Gatewway 10.0.255.254
Mods auto
Firmuware Wersion 2841
Driver Matme b2
Driver “ersion 1.5.10f
Card 2

alue

Broadzom Corporation Netkireme | BOMSTO8 Gigabit Ethernet

Saving a hardware information report

1.

The Save dialog opens.

Choose the location and name for the report.
Click Save.

The report is saved with an .html extension.

Figure 79 Viewing the hardware information for a storage node

Click Hardware Information Tasks and select Save to File to download a text file of the reported
statistics.
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Hardware information report details

This section contains more information about the Hardware Information report for the following

platforms:

* Table 34 on page 152
* Table 35 on page 157
* Table 36 on page 162
* Table 37 on page 163

Table 34 Selected details of the Hardware report for the NSM 160, NSM 260, and VSA

This term Means This NSM 160 NSM 260 VSA
Last refreshed Date and time re- X .
port created.
Hardware informa- Date and time re- X
tion port created.
Name or hostname Hostname of the X . )
storage node.
IP address IP address of the X N )
storage node.
Full version num-
ber for storage
node software.
\S,::::ge node soft Also lists any X X .
patches that have
been applied to
the storage node.
Support Key is
used by a Technic
al Support repres-
Support Key entative to log in X N )

to the storage
node. (Not avail-
able for the Demo
version.)
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This term Means This NSM 160 NSM 260 VSA

Information about
NICs in the stor-
age node, includ-
ing the card num-
ber, manufacturer
description, MAC
address, IP ad-
dress, mask, gate-
NIC data way, and mode. X X X
Mode shows
manual/auto/dis-
abled. Manual
equals a static IP,
auto equals DHCP,
and disabled
means the inter-
face is disabled.

Information about
DNS, if a DNS
DNS data server is being X X
used, providing
the IP address of
the DN servers.

Information about
RAM memory in
the storage node,
including, as neces-
Memory sary, the values for X X X
total, free, shared,
cached memory,
and number of

buffers.

This section of the
report contains
many details about
CPU the CPU, including X X
model name, clock
speed, and cache
size.
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This term

Means This

NSM 160 NSM 260

VSA

Stat

Information about

the CPU.
e CPU seconds

shows the num-

ber of CPU
seconds spent
on user tasks,
kernel tasks,
and in idle
state.

*  Machine up-
time is the total
time the stor-
age node has
been running
from initial
boot up.

Backplane informa-
tion

This part of the re-
port delivers selec
ted information
about the back-
plane, firmware
version, serial
number, and LED
information.

Motherboard in-
formation

This part of the re-
port delivers selec-
ted information
about the mother-
board, including,
but not limited to,
IPMI, and firm-
ware.

Drive status

For each drive, re-
ports the status,
health, and temper-
ature. [VSA only]
Temperature is not
reported for the
VSA. Health =
normal if a drive is
present and
powered on.

Drive Info

For each drive, re-
ports the model,
serial number, and
capacity.

RAID

Information about
RAID.

X

Reporting



This term

Means This

Rebuild Rate

RAID Rebuild Rate
is a percentage of
RAID card
throughput.

RAID Rebuild Rate
is a priority meas-
ured against other
OS tasks.

Unused Devices

Any device which
is not participating
in RAID. This in-

cludes:

* Drives that are
missing

*  Unconfigured
drives

*  Drives that
were powered
down

*  Failed drives
(rejected by ar-
ray w/1O er-
rors)

* Drives that are
rebuilding

* Hotspare
drives

Information about

Statistics the RAID for the
storage node.
Identifies devices
that make up the
RAID configura-
tion, including:
* Type of storage
(BOOT, LOG,
SANIQ, DATA)
- RAID level (0,
Unit Number 1,5, Virtual)
*  Status (Normal,
Rebuilding, De-
graded, Off)
e Capacity
*  Rebuild statist-
ics (% com-
plete, time re-
maining)
RAID O/S partitions Information about

O/S RAID.




This term

Means This

NSM 160 NSM 260

VSA

Minimum Rebuild
Speed

Minimum amount
of data in
MB/seconds that
will be transferred
during an O/S
RAID rebuild. The
higher this num-
ber, the less band-
width available for
users because the
system will not
transfer at a rate
lower than what is
set.

X X

Maximum Rebuild
Speed

The maximum
amount of data in
MB/second that
will be transferred
during an O/S
RAID rebuild.

Statistics

Information about
the O/S RAID for

the storage node.

Unit Number

Identifies devices

that make up the

O/S RAID configur-

ation, including:

* Type of storage
(BOCT, LOG,
SANIQ, DATA)

* RAID level (O,
1, 5)

*  Status (Normal,
Rebuilding, De-
graded, Off)

e Capacity

*  Rebuild statist-
ics (% com-
plete, time re-
maining)

Boot device statist-
ics

Disk number, flash
status, capacity,
driver version, me-
dia used for
device, and model
number.

Power supply

Information about
the type of power
supplies in the
storage node.

X X
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This term

Means This

NSM 160

NSM 260

VSA

Power supplies

Status information
about those power
supplies.

X

Controller cache
items

Information about
RAM, including
but not limited to

the model, serial
number, status,

battery status, ver-

sioning, cache

size, memory size,

and voltage.

X

Sensor data

For the hardware

listed, shows in-
formation about
fan, voltage and
temperature
sensors on the

mother board, in-
cluding minimums

and maximum.

Table 35 Selected details of the Hardware Report for DL 380, DL 320s (NSM 2120), HP LeftHand
P4500, and HP LeftHand P4300

This term

Means this

DL 380

DL 320s

HP LeftHand
P4500

HP LeftHand
P4300

Last refreshed

Date and time
report created.

X

Hostname

Hostname of
the storage X
node.

Storage node
software

Full version
number for
storage node
software. Also

lists any X
patches that

have been ap-
plied to the
storage node.

IP address

IP address of
the storage X
node.

Support key

Support Key is
used by a
Technical Sup-
port represent- X
ative to log in

to the storage
node.
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This term

Means this

DL 380

HP LeftHand  HP LeftHand

DL 320s P4500 P4300

NIC data

Information
about NICs in
the storage
node: card
number, manu-
facturer descrip-
tion, MAC ad-
dress, IP ad-
dress, mask,
gateway, and
mode.Mode
shows manu-
al/auto/dis-
abled. Manual
equals a static
IP, auto equals
DHCP, and
disabled
means the inter-
face is dis-

abled.

DNS data

Information
about DN, if
a DNS server
is being used,
providing the
IP address of
the DNS serv-
ers. IP address
of the DNS

servers.

Memory

Information
about RAM in
the storage
node, includ-
ing values for
total memory
and free
memory in GB.

CPU

This section of
the report con-
tains details
about the CPU,
including mod-
el name or
manufacturer
of the CPU,
clock speed of
the CPU, and
cache size.

X
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This term

Means this

Stat

Information
about the CPU.
CPU seconds
shows the num-
ber of CPU
seconds spent
on user tasks,
kernel tasks,
and in idle
state. Machine
uptime is the
total time the
storage node
has been run-
ning from ini-
tial boot up.

Backplane in-
formation

This part of the
report delivers
selected inform-
ation about the
backplane
LEDs: LED sup-
port and
idLED.

Drive info

For each drive,
reports the
model, serial
number, and
capacity.

Drive status

For each drive,
reports the
status, health,
and temperat-
ure.

RAID

Information

about RAID.

Rebuild rate

RAID Rebuild
Rate is a prior-
ity measured
against other

OS tasks.

HP LeftHand  HP LeftHand



HP LeftHand  HP LeftHand

This term Means this DL 380 DL 320s P4500 P4300

Any device
which is not
participating in
RAID. This in-
cludes:

* Drives that
are missing

*  Uncon-
figured
drives

e Drives that
were
powered
down

* Failed
drives (re-
jected by
array w/10
errors)

* Drives that
are rebuild-
ing

* Hotspare
drives

Unused devices

Information
about the RAID
for the storage
node.

Statistics

Identifies
devices that
make up the
RAID configura-
tion, including:
* Type of
storage
(BOOT,
LOG, SA-
NIQ,
DATA)

. * RAID level
Unit number (0, 1, 5) X X X X

*  Status (Nor-
mal, Re-
building,
Degraded,
Off)

*  Capacity
* Rebuild
statistics (%

complete,
time remain-

ing)
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This term

Means this

DL 380

DL 320s

HP LeftHand
P4500

HP LeftHand
P4300

RAID O/S parti-
tions

Information
about O/S
RAID.

Statistics

Information
about the O/S
RAID for the
storage node.

X

Unit number

Identifies

devices that

make up the

O/S RAID con-

figuration, in-

cluding:

* Type of
storage
(BOOT,
LOG, SA-
NIQ,
DATA)

* RAID level
0, 1, 5)

e Status (Nor-
mal, Re-
building,
Degraded,
Off)

e Capacity

* Rebuild
statistics (%
complete,
time remain-
ing)

X

Control-
ler/cache items

Information
about the RAID
controller card
and Battery
Backup Unit
(BBU) includ-
ing: model
number, serial
number, cache
status, battery
status, hard-
ware version,
and firmware
version.

Power supply

Shows the type
or number of
power sup-
plies.

X
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HP LeftHand

HP LeftHand

This term Means this DL 380 DL 320s P4500 P4300
Status informa-
Power supplies tion about the X X X X
power sup-
plies.
Shows for the
hardware lis-
ted, the status,
Sensors real measured X X X X
value, minim-
um and maxim-
um values.
Table 36 Selected details of the hardware report for IBM x3650
This term Means this IBM x3650
Last refreshed Date and time report created. X
Hostname Hostname of the storage node. X
IP number IP address of the storage node. X
Full version number for storage
node software. Also lists any
Storage node software patches that have been applied to X
the storage node.
Support Key is used by a Technical
Support key Support representative to log into X
the storage node.
Information about NICs in the stor-
age node including the card num-
ber, manufacturer description,
MAC address, mask, gateway,
NIC data and mode. Mode shows manu- X
al/auto/disabled. Manual equals
a static IP, auto equals DHCP, and
disabled means the interface is
disabled.
Information about DNS, if a DNS
DNS data server is being used, providing the X
IP address of the DNS servers.
Information about RAM memory in
M the storage node: the total amount
emory

of memory in GB, and the total
amount of free memory in GB.
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This term

Means this

IBM x3650

Stat

Information about the CPU. CPU
seconds shows the number of CPU
seconds spent on user tasks, kernel
tasks, and in idle state. Machine
uptime is the total time the storage
node has been running from initial
boot up.

Drive info

For each drive, reports the model,
serial number, and capacity of the
drive.

Drive status

For each drive, reports the status,
health, and temperature.

RAID

Information about RAID.

Rebuild rate

RAID Rebuild Rate is a percentage
of RAID card throughput.

Unused devices

Any device which is not participat-

ing in RAID. This includes:

* Drives that are missing

* Unconfigured drives

¢ Drives that were powered down

*  Failed drives (rejected by array

w/10O errors)
* Drives that are rebuilding

* Hot-spare drives

Statistics

Information about the RAID for the
storage node.

Unit number

Identifies devices that make up the
RAID configuration, including:

* Type of storage (BOOT, LOG,
SANIQ, DATA)

« RAID level (0, 1, 5)

*  Status (Normal, Rebuilding,
Degraded, Off)

e Capacity
*  Rebuild statistics (% complete,
time remaining)

>

Sensors

Does not apply to this platform.

Table 37 Selected details of the hardware Report for Dell 2950, NSM 2060, and NSM 4150

This term

Means this

Dell 2950 NSM 2060

NSM 4150

Last refreshed

Date and time re- X

port created.
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This term

Means this

Dell 2950 NSM 2060

NSM 4150

Hostname

Hostname of the
storage node.

X X

X

Storage node soft-
ware

Full version num-
ber for storage
node software.
Also lists any
patches that have
been applied to
the storage node.

IP address

IP address of the

storage node.

Support key

Support Key is
used by a Technic
al Support repres-
entative fo log in
to the storage
node.

NIC data

Information about
NICs in the stor-
age node: card
number, manufac-
turer description,
MAC address, IP
address, mask,
gateway, and

mode.Mode shows

manual/auto/dis-
abled. Manual
equals a static IP,
auto equals DHCP,
and disabled
means the inter-
face is disabled.

DNS data

Information about
DNS, if a DNS
server is being
used, providing
the IP address of
the DNS servers. IP
address of the
DNS servers.

Memory

Information about
RAM in the stor-
age node, includ-
ing values for total
memory and free
memory in GB.
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This term Means this Dell 2950 NSM 2060 NSM 4150

This section of the

report contfains de-

tails about the

CPU, including

CPU model name or X X X

manufacturer of

the CPU, clock

speed of the CPU,

and cache size.

Information about
the CPU. CPU
seconds shows the
number of CPU
seconds spent on
user tasks, kernel

Stat tasks, and inidle X X X
state. Machine up-
time is the total
time the storage
node has been
running from initial
boot up.

Motherboard infforma-  Serial number of

tion the chassis.

For each drive, re-
ports the model,
Drive info serial number, ca- X X X
pacity, and firm-
ware version.

For each drive, re-

Drive status ports the status X X X
and health.
Information about

RAID RAID. X X X

RAID Rebuild Rate
is a priority meas-
ured against other
OS tasks.

Rebuild rate
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This term Means this Dell 2950 NSM 2060 NSM 4150
Any device which
is not participating
in RAID. This in-
cludes:
*  Drives that are
missing
*  Unconfigured
drives
*  Drives that
Unused devices were powered X X X
down
*  Failed drives
(rejected by ar-
ray w/10 er-
rors)
*  Drives that are
rebuilding
* Hotspare
drives
Information about
Statistics the RAID for the X X X
storage node.
Identifies devices
that make up the
RAID configura-
tion, including:
* Type of storage
(BOCT, LOG,
SANIQ, DATA)
« RAID level (0,
Unit number 1,5) X X X
*  Status (Normal,
Rebuilding, De-
graded, Off)
*  Capacity
*  Rebuild statist-
ics (% com-
plete, time re-
maining)
.. Information about
RAID O/S partitions O/S RAID X X X
- . Minimum speed at
Ql\l:elr;um rebuild which the system X X X
P can rebuild data.
. . Maximum speed at
Maximum rebuild which the system X X X

speed

can rebuild data.
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This term Means this Dell 2950 NSM 2060 NSM 4150

Information about
Statistics the O/S RAID for X X X
the storage node.

Status information
about the boot
device: status, co-
pacity in MB,
driver version, me-
dia used for
device, and mod-
el.

Boot-device statistics

Information about
the RAID controller
card and Battery
Backup Unit (BBU)
including: model
numbser, serial X X X
number, cache
status, battery
status, hardware
version, and firm-
ware version.

Controller/cache
items

Shows the type or
Power supply number of power X X X
supplies.

Status information
Power supplies about the power X X X
supplies.

Shows for the
hardware listed,
the status, real
measured value,
minimum and
maximum values.

Sensors

Using hardware information log files

The log files that contain hardware information are always saved on the individual storage node.
You may want to save those log files to another computer. This way, if the storage node goes off line,
the log files will be available.

This section explains how to save a hardware information log file to a txt file on the local storage
node or a remote computer. See these sections:

* “Saving log files” on page 167
*  “Using remote log files” on page 168

Saving log files

If Technical Support requests that you send a copy of a log file, use the Log Files tab to save that log
file as a text file.
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The

Log Files tab lists two types of logs:

Log files that are stored locally on the storage node (displayed on the left side of the tab).
Log files that are written to a remote log server (displayed on the right side of the tab).

B NOTE:

Save the log files that are stored locally on the storage node. For more information about remote log

files

, see “Using remote log files” on page 168.

vk Db

Select a storage node in the navigation window and log in.

Open the tree below the storage node and select Hardware.

Select the Log Files tab.

To make sure you have the latest data, click Log File Tasks and select Refresh Log File List.
Scroll down the list of Choose Logs to Save and select the file or files you want to save.
To select multiple files, use the Ctrl key.

Click Log Files Tasks and select Save Log Files.

The Save window opens.

Select a location for the file or files.

Click Save.

The file or files are saved to the designated location.

Using remote log files

Use

exa

remote log files to automatically write log files to a computer other than the storage node. For
mple, you can direct the log files for one or more storage nodes to a single log server in a remote

location. The computer that receives the log files is called the Remote Log Target.

You

Adding a

vk W Dd

168

must also configure the target computer to receive the log files.

remote log

Select a storage node in the navigation window and log in.

Open the tree below the storage node and select Hardware.

Select the Log Files tab.

Click Log File Tasks and select Add Remote Log Destination.

In the Log Type drop-down list, select the log you want to direct to a remote computer.
The Log Type list only contains logs that support syslog.

In the Destination field, type the IP address or host name of the computer that will receive the
logs.

For a Windows operating system, find out the name of the remote computer with Control Panel
> System Properties > Computer Name.

Click OK.

The remote log displays in the Remote logs list on the Log Files window.
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Configuring the remote log target computer

Configure syslog on the remote log target computer. Refer to the syslog product documentation for
information about configuring syslog.

B NOTE:

The string in parentheses next to the remote log name on the Log Files tab includes the facility and
level information that you will configure in syslog. For example, in the log file name: auth error

(auth.warning) the facility is “auth” and the level is “warning.”

Editing remote log targets

You can select a different log file or change the target computer for a remote log:
1.

LA

Select a storage node in the navigation window and log in.
Open the tree below the storage node and select Hardware.
Select the Log Files tab.

Select the log in the Remote logs list.

Click Log File Tasks and select Edit Remote Log Destination.
The Edit Remote Log window opens.

Change the log type or destination and click OK.

Be sure that the remote computer has the proper syslog configuration.

Deleting remote logs

Delete a remote log when it is no longer used.

1. Select a storage node in the navigation window and log in.
2. Open the tree below the storage node and select Hardware.
3. Select the Log Files tab.
4. Click Log File Tasks and select Delete Remote Log Destination.
A confirmation message opens.
5. Click OK.
B NOTE:

After deleting a remote log file from the storage node, remove references to this log file from the

syslog configuration on the target computer.
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9 Working with management groups

A management group is a collection of one or more storage nodes. It is the container within which
you cluster storage nodes and create volumes for storage. Creating a management group is the first

step in creating an IP SAN with the SAN/iQ software.

Functions of management groups

Management groups serve several purposes:
* Management groups are the highest administrative domain for the SAN. Typically, storage admin-
istrators will configure at least one management group within their data center.

* Organize storage nodes into different groups for categories of applications and data. For example,
you might create a management group for Oracle applications and a separate management group
for Exchange.

* Ensure added administrative security. For example, you could give the system administrator in
charge of Exchange access to the Exchange management group but not the Oracle management
group.

* Prevent some storage resources from being used unintentionally. If a storage node is not in a
management group, the management group cannot use that storage node as a storage resource.
For example, all of the storage nodes in a management group can be pooled into clusters for use
by volumes in that group. To prevent a new storage node from being included in this pool of
storage, put it in a separate management group.

* Contain clustering managers. Within a management group, one or more of the storage nodes
acts as the managers that control data transfer and replication.

Requirements for creating a management group

¢ IP addresses for the storage nodes that go into the group.
* Type of cluster you are planning: standard or Multi-Site.

¢ If a Multi-Site configuration, the physical sites and the storage nodes that go in them already cre-
ated.

e Virtual IP addresses and subnet masks for the cluster.

* [Optional] Storage requirements for the volumes.

Managers overview

Within a management group, managers are storage nodes that govern the activity of all of the storage
nodes in the group. All storage nodes contain the management software, but you must designate
which storage nodes run that software by starting managers on them. These storage nodes then “run”
managers, much like a PC runs various services.
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Functions of managers
Managers have the following functions:

¢ Control data replication. (Note: managers are not directly in the data path.)

* Manage communication between storage nodes in the cluster.

* Re-synchronize data when storage nodes change states.

* Coordinate reconfigurations as storage nodes are brought up and taken offline.

One storage node has the coordinating manager. You can determine which storage node is the
coordinating manager by selecting the management group, then clicking the Details tab. The
Status field at the top shows the coordinating manager.

Managers and quorum

Managers use a voting algorithm to coordinate storage node behavior. In this voting algorithm, a
strict majority of managers (a quorum) must be running and communicating with each other in order
for the SAN/iQ software to function. An odd number of managers is recommended to ensure that a
majority is easily maintained. An even number of managers can get into a state where no majority
exists — one-half of the managers do not agree with the other one-half. This state is known as a
“split-brain,” and may cause the management group to become unavailable.

For optimal fault tolerance in a single site configuration, you should have 3 or 5 managers in your
management group to provide the best balance between fault tolerance and performance. The
maximum supported number of managers is 5. See Table 38.

Table 38 Managers and quorum

Number of Number for Fault toler-

Explanation
Managers aquorum  ance

If the manager fails, no data control takes place. This arrange-
1 1 None .
ment is not recommended.

Even number of managers not recommended, except in

2 2 None specific configurations. Contact Customer Support for more
information.
3 5 High If one manager fails, 2 remain, so there is still a quorum.

(Note: 2 managers are not fault folerant. See above.)

Even number of managers not recommended, except in

4 3 High specific configurations. Contact Customer Support for more
information.

5 3 High If one or two managers fail, 3 remain so there is still @
quorum.

Regular managers and specialized managers

Regular managers run on storage nodes in a management group. The SAN/iQ software has two
other types of specialized managers, Failover Managers and Virtual Managers, described below.
For detailed information about specialized managers and the how to use them, see Chapter

10 on page 189.
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Failover managers

The Failover Manger is used in 2-node and in Multi-Site SAN configurations to support automatic
quorum management in the SAN. Configuring a Failover Manager in the management group enables
the SAN to have automated failover without requiring a regular manager running on a storage node.
A Failover Manager runs as a virtual machine on a VMware Server or on ESX and must be installed
on network hardware other than the storage nodes in the SAN. Figure 80 shows the Failover Manager
installed, configured, and appearing in the CMC.

HP LeftHand Networks Centralized Management Console =<

le_Find Tasks Help
& Cetting Started

=+ Configuration Summary & Faiover Manager 7]
] Available Nodes (2) Detalls
R 2
: = % Hostname: @ Failovarianasr Modet: Failover Manager
18 Exchange IP Address: 10041100 Software Version: 80001579.0
] Servers (1)
5 sdministration site: N MAC Address: 000G 29:5B:0C: 91
3 Sies LoggedInUser:  [Defaut]
2= Logs

Performance Moritor Status: Mt
= Storage Nodes (3)
& Denver-3 Managemert Groug
Denver-1 Hame: iy
< Denver-2

&) Yolumes (33) and Snaps] Manager: ]

Figure 80 Failover manager in the available nodes pool

Once installed and configured, the Failover Manager operates as a storage node in how you add it
to a management group where it serves solely as a quorum tie-breaking manager.

Virtual Managers

A Virtual Manager is added to a management group, as shown in Figure 81, but is not started on a
storage node until a failure in the system causes a loss of quorum. Unlike the Failover Manager, which
is always running, the Virtual Manager must be started manually on a storage node after quorum is

lost. It is designed to be used in 2-node or 2-site system configurations which are at risk for a loss of

quorum.

HP LeftHand Networks Centralized Management Console =<

2] cetting Stetex Detalls | Remate Snapshots | Trme || Rewistration
5+ Configuration Summary
= swailable Nodes (1) Graup 7]
B
Name: Exchange
“irtual Manager & o
& Servers (1) Status: Norml, Coardlinating menager Denver-1, 2 af 3 managers runing
5, Administration i i
B stes Special Manager: Virius! Mansger Quorum: 2 Local Banduwidth: 4 VBfsec
B2 Logs

Nodes

=

Performance Moritor Name | PAddress | Model | RAD Stalus [RAID Configura. JSoftware Vers.]  Manager  [Specisl banager]
= Storage Nodes (2) & Denver-2 1006116 DELL29SO Normal RAD S 8000.1579.0  Normal

& Denver-1 &> Derver1 1006147 DELL2350 Normal RAD S 800015780  Normal

& Denver-2
-] olumss (8 and Snapshots (7
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Figure 81 Virtual manager added to a management group

Creating a management group and default managers

When creating a management group, the wizard creates an optimal manager configuration for the
number of storage nodes used to create the group. See Table 39 for the default manager configurations.
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After you have finished creating the management group, be certain to reconfigure managers as
necessary fo optimize your particular SAN configuration.

Table 39 Default number of managers added when a management group is created

Number of storage nodes Manager configuration

1 1 manager

2 2 managers and a Virtual Manager
3 or more 3 managers

Configuration summary overview

The Configuration Summary provides an easy-to-use reference for managing the size and optimum
configuration of your SAN. The first time you create a management group, a configuration summary
table is created that resides immediately below the Getting Started Launch Pad in the navigation
window. Subsequent management groups are added to this Configuration Summary, shown in Figure
82. For each management group, the Configuration Summary displays an overview of the volumes,
snapshots and storage nodes in that management group. The Summary roll-ups display configuration
information and guides you to optimal configurations for volumes and snapshots, iSCSI sessions, and
the number of storage nodes in the management group and in each cluster.

Summary roll-up

The summary roll-up provided on the Configuration Summary panel is organized by management
group. Within each management group is listed the total number of volumes and snapshots, storage
nodes and iSCSI sessions contained in the management group.

HP LeftHand Networks Centralized Management Console =<

File Find Tasks Help

& Getting Started
" Eontaraon ] | | (e S e
T Exchange The Configur Summary provides a roll-up summary of the configuration for volumes, snapshots and storage nodes
& servers (1) inthe SN, In acdtion, this summary also provides Guidancs for rssommended maximum configurations that are safe
5 administration for pertormance and scalsbilty. Excesding he recommended maximums may result in volume avalabity issues under
& - =
certain falover and recovery scenarios.
@ Stes
= Logs Mame Summavi
|65 volumes & Snapshats T
%5 iscs) sessions L i] ]
-5 Storage Nodes in Management Grown _— 3 ]
L5 storages Horiss n Clster Lo’

0 Alerts Remaining

#] DatefTime | Hostname | IP Address Alert Message

Figure 82 Configuration summary is created when the first management group is configured

Configuration guidance

As the Configuration Summary reports the numbers of the storage items, it provides warnings about
the safe limits for each category, based on performance and scalability. These warnings first alert
you that the category is nearing the limits by turning the category orange. When an individual category
turns orange, then the Configuration Summary category in the navigation window turns orange as
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well. When an individual category reaches the maximum recommended configuration it turns red.
When the number in that category is reduced, the color changes immediately to reflect the new state.
For example, if you have a large number of volumes that have numerous schedules that are creating
and deleting snapshots, the snapshots may increase to a number that changes the summary bar from
green to orange. As soon as enough snapshots from the schedules are deleted, reducing the overall
total, the summary bar returns to green.

Best practices

The optimal and recommended number of storage items in a management group depend largely on
the network environment, the configuration of the SAN, the applications accessing the volumes, and
what you are using snapshots for. However, we can provide some broad guidelines that help you
manage your SAN to obtain the best and safest performance and scalability for your circumstances.
These guidelines are in line with our tested limits for common SAN configurations and uses. Exceeding
these guidelines does not necessarily cause any problems. However, your performance may not be
optimal, or in some failover and recovery situations may cause issues with volume availability.

Volumes and snapshots

The optimum number of combined volumes and snapshots ranges up to 1,000. If the management
group contains 1,001 to 1,500 volumes and snapshots, the Configuration Summary displays orange
for that line of the management group. Over 1,500 volumes and snapshots triggers a warning by
turning that line red. As soon as the total number reduces below the boundary, the summary bar
returns to the previous indicator, either orange or green.

iSCSI sessions

The optimum number of iSCSI sessions connected to volumes in a management group ranges up to
4,000. If the management group contains 4,001 to 5,000 iSCSI sessions, the Configuration Summary
displays orange for that line of the management group. Over 5,001 iSCSI sessions triggers a warning
by turning that line red. As soon as the total number of iSCSI sessions reduces below the boundary,
the summary bar returns to the previous indicator, either orange or green.

Storage nodes in the management group

The optimum number of storage nodes in a management group ranges up to 20. If the management
group contains 21 to 30 storage nodes, the Configuration Summary displays orange for that line of
the management group. Over 30 storage nodes triggers a warning by turning that line red. As soon
as the total number of storage nodes reduces below the boundary, the summary bar returns to the
previous indicator, either orange or green.

Storage nodes in the cluster

The optimum number of storage nodes in a cluster ranges up to 10. If the cluster contains 11 to 16
storage nodes, the Configuration Summary displays orange for that line of the management group.
Over 16 storage nodes in a cluster triggers a warning by turning that line red. As soon as the total
number of storage nodes reduces below the boundary, the summary bar returns to the previous
indicator, either orange or green.

Reading the configuration summary

Each management group in the SAN is listed on the Configuration Summary. Underneath each
management group is a list of the storage items tracked, such as storage nodes, volumes, or iSCSI
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sessions. As items are added to the management group, the Summary graph fills in and the count is
displayed in the graph. The Summary graph fills in proportionally to the optimum number for that item
in a management group, as described in the “Best practices” on page 175.

Optimal configurations

Optimal configurations are indicated in green. For example, in Figure 83, there are 15 storage nodes
in the management group “CJS1.” Those 15 storage nodes are divided among the clusters “c” “c2”
and “c3.” The length of the graph is relative to the recommended maximums in each category. For
example, 3 storage nodes in cluster c3 are closer to the cluster recommended maximum for storage
nodes than the 43 iSCSI sessions are to the maximum recommended iSCSI sessions for a management

group.

Getting Started Configuration Summany:

The Configuration Summary provides & roll-up summary of the configurstion for vwolumes, snapshotz and storage nodes
inthe SAM. In addition, this summary also provides guidance for recommended maximum configurstions that are safe
for performance and scalability. Exceeding the recommended maximums may result in volume availabilty izsues under
certain faillover and recovery scenarios.

IMarme Summari ‘ . |
I T

@: “olumes & Snapshots

<5 i5CSI Sessions

%} Storage Modes in Management Group
53 Storage Modes in Cluster 'c'

g Adminiztration

43

55 Storage Modes in Cluster 'c2'

T T T T T
Ll |k

53 Storage Modes in Cluster '©3'

1. The items in the management group are all within optimum limits. The display is proportional to the optimum
limits.

Figure 83 Understanding the summary graphs

Configuration warnings

When any item nears a recommended maximum, it turns orange, and remains orange until the number
is reduced to the optimal range. See Figure 84.
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Configuration Summany

[ SLIMM
] Awailable Modes (3)
EHE CUst

B The Configuration Summary provides & roll-up summary of the configurstion for vwolumes, snapshotz and storage nodes
inthe SAM. In addition, this summary also provides guidance for recommended maximum configurstions that are safe
for performance and scalability. Exceeding the recommended maximums may result in volume availabilty izsues under

Administration

certain faillover and recovery scenarios. o
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1. Volumes and snapshots are nearing the optimum limit. One cluster is nearing the optimum limit for storage
nodes.

Figure 84 Warning when items in the management group are reaching safe limits

Configurotion errors

When any item exceeds a recommended maximum, it turns red, and remains red until the number is
reduced. See Figure 85.

Filz  Find
Getting Started Configuration Summany: 2]

The Configuration Summary provides a roll-up summary of the configuration for volumes, snapshots and storage nodes
inthe SAM. In addition, this summary alzo provides guidance for recommended maximum configurations that are safe
| for performance and scalabilty. Exceeding the recommended masximums may result in volume availabiity issues under

certain failover and recovery scenarios.
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1. Volumes and snapshots have exceeded recommended maximums. One cluster remains near optimum limit.

Figure 85 Error when some item in the management group has reached its limit

Creating a management group

Creating a management group is the first step in the process of creating clusters and volumes for
storage. Tasks included in creating a management group are:

¢ Planning the management group configuration
¢ Creating the management group by using the Management Groups, Clusters and Volumes wizard

¢ Ensuring you have the proper configuration of managers

177



Guide to creating management groups

When using the Management Groups, Clusters and Volumes wizard, you must configure the
characteristics described in Table 40.

Table 40 Management group requirements

Management group re-

quirement What it means

Before you create a management group, make sure the storage nodes for the
cluster are configured for monitoring, alerts and network bonding as best fits
your network environment.

Configure storage nodes CAUTION:

[VSA] You cannot clone a VSA after it is in @ management group. You
must clone a VSA while it is in the Available Nodes pool.

When you create a management group, you must add the first administrative
Plan administrative users user. This user has full administrative permissions. Add additional users later.
See Adding a new administrative user (page 123).

You can use an NTP server or manually set the date, time, and time zone for
the management group. You should know the configuration you want to use
before beginning the wizard. See Chapter 5.

Plan date and time configur-
ation

A VIP is required for each cluster. VIPs ensure fault tolerant server access to the
cluster and enable iSCSI load balancing. See Configure virtual IP and iSNS
for iSCSI (page 210).

Plan Virtual IP Addresses (VI-
Ps)

A management group must have an optimum number of managers running.
The Management Groups, Clusters and Volumes wizard attempts to set the
proper number of managers for the number of storage nodes you use to create
the management group.

Starting a manager

The storage nodes that are running managers must have static IP addresses (or
reserved IP addresses if using DHCP). That is, the IP address must not change
while that storage node is a manager.

Assigning manager IP ad-
dresses

Getting there

You create a management group using the Management Groups, Clusters and Volumes wizard.
Access the wizard in any of the following ways:

¢ From the Getting Started Launch Pad, by selecting the Management Groups, Clusters and Volumes
wizard. See “Creating storage by using the Getting Started Launch Pad” on page 37.

By right-clicking an available storage node in the navigation window.

From the menu bar with Tasks > Management Group > New Management Group.

Creating a new management group
1. Select Getting Started in the Navigation window to access the Getting Started Launch Pad.

2. Select the Management Groups, Clusters and Volumes wizard.

3. [Optional] Click the link to review the information you will need to have ready to create the
management group and cluster.
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4. Click Next to start creating the management group.

Create management group and add storage nodes
1. Type a name for the new management group.

This name cannot be changed later without destroying the management group.
2. Select the storage node(s) to add to the management group.

Use Ctrl+Click to select more than one.

Add administrative user

1. Click Next to add an administrative user.
2. Enter the administrative user’s name, a description, and a password.
The first administrator is always at full administrator level.

3. Click Next to set the time for the management group.

Set management group time

1. Select the method by which to set the management group time.

* [Recommended] To use an NTP server, know the URL of the server, or its IP address, before
you begin.

Note: if using a URL, DNS must be configured on the storage nodes in the group.

* To set the time manually, select Edit to display the Date and Time Configuration window.
Check each field on this window to set the time for all storage nodes in this management

group.
2. Click Next to create a cluster.

Create cluster and assign a VIP

The following steps are for creating a standard cluster. If you are creating a Multi-Site cluster, see
Creating Multi-Site Clusters and Volumes in Chapter 2 of the HP LeftHand P4000 Multi-Site HA/DR
Solution Pack User Manual.

1. Select Standard Cluster, then click Next.

Type a cluster name in the Create a Cluster window.

From the list select the storage nodes to include in the cluster.
Click Next to assign Virtual IPs.

Add the VIP and subnet mask.

AR

Click Next to create a volume and finish creating the management group.

Create a volume and finish creating management group

1. Enter a name, replication level, size and provisioning type for the volume.
2. Click Finish.

After a few minutes, a summary window opens, listing details of the new management group,
cluster and volume.

179



Click Close.
A message opens notifying you that you must register.

This registration is required to use advanced features such as multi-node clusters and Remote
Copy. For more information about registering advanced features, see Chapter 19 on page 317

Click OK.

The navigation window displays the new management group, cluster with storage nodes, and
volumes.

As a last step, back up the configuration data of the entire management group.

See “Backing up a management group configuration” on page 183.

Adding a storage node to an existing management group

Storage nodes can be added to management groups at any time. Add a storage node to a
management group in preparation for adding it to a cluster.

1.

vk 0PN

In the navigation window, select an available storage node that you want to add to a management
group.

Click Storage Node Tasks on the Details tab and select Add to Existing Management Group.
Select the desired management group from the drop-down list of existing management groups.

Click Add.

(Optional) If you want the storage node to run a manager, select the storage node in the
management group, right-click, and select Start Manager.

Repeat Step 1 through Step 4 to add additional storage nodes.
Save the configuration data of the changed management group.

See “Backing up a management group configuration” on page 183.

logging in to a management group

You must log in to a management group to administer the functions of that group.

1.
2.

In the navigation window, select a management group.
Log in by any of the following methods.

* Double-lick the management group.

* Open the Management Group Tasks menu and select Log in to Management Group. You
can also open this menu from a right-click on the management group.

* Click any of the “Llog in to view” links on the Details tab.
Enter the user name and password and click Log In.

When you log in to one storage node in a management group, you are logged in to all storage
nodes in that group.

Choosing which storage node to log in to

You can control which of the storage nodes in a management group you log in to.
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When the Log in to Node window opens, click Cancel.

A message opens, asking if you want to log in to a different storage node.
Click OK.

The Log in to Node window opens with a different storage node listed.

If that is the storage node you want, go ahead and log in. If you want to log in to a different
storage node, repeat Step 1 and Step 2 until you see the storage node you want.

Llogging out of a management group

Logging out of a management group prevents unauthorized access to that management group and
the storage nodes in that group.

1.

In the navigation window, select a management group to log out of.

2. Click Management Group Tasks on the Details tab and select Log Out of Management Group.

Management group Maintenance tasks

When you have an established management group, you may need to perform maintenance activities
on the group:

“Starting and stopping managers” on page 181

“Editing a management group” on page 182

“Backing up a management group configuration” on page 183
“Restoring a management group” on page 184

“Safely shutting down a management group” on page 184

“Start the management group back up” on page 185

“Removing a storage node from a management group” on page 187
“Deleting a management group” on page 187

Starting and stopping managers

After adding the storage nodes to the management group, start managers on the additional storage
nodes in the management group. The number of managers you start depends upon the overall design

of your storage system. See “Managers overview” on page 171 for more information about how many
managers to add.

Starting additional managers

1.

2,

In the navigation window select a storage node in the management group on which to start a
manager.

Click Storage Node Tasks on the Details tab and select Start Manager.

Repeat these steps to start managers on additional storage nodes.

Stopping managers

Under normal circumstances, you stop a manager when you are removing a storage node from a
management group. You cannot stop the last manager in a management group. If you stop a manager
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that compromises fault tolerance, the management group displays the icon indicating an item needs
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Figure 86 Manager quorum at risk

Deleting the management group is the only way to stop the last manager.

Implications of stopping managers

Editing

Quorum of the storage nodes may be decreased.
Fewer copies of configuration data is maintained.
Fault tolerance of the configuration data may be lost.

Data integrity and availability may be compromised.

CAUTION:

Stopping a manager can result in the loss of fault folerance.

1.

a

In the navigation window, select a management group and log in.
Select the storage node for which you want to stop the manager.

Click Storage Node Tasks on the Details tab and select Stop Manager.
A confirmation message opens.

Click OK to confirm stopping the manager.

management group

Editing management group tasks includes the following items:

Changing local bandwidth priority.

Editing Remote Bandwidth, done on the management group containing the remote snapshot. (See
the Remote Copy User Manual, in Chapter 2, Using Remote Copy, the section about Setting the
Remote Bandwidth.)

Specialized editing tasks include:

Disassociating management groups
Setting Group Mode to normal
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After making any changes to the management group, be sure to save the configuration data of the
edited management group. See “Backing up a management group configuration” on page 183.

Setting or changing the local bandwidth priority

After a management group has been created, edit the management group to change the local
bandwidth priority. This is the maximum rate per second that a manager devotes to non-application
processing, such as moving data. The default rate is 4 MB per second. You cannot set the range

below .25 MB/sec.

Local bandwidth priority settings
The bandwidth setting is in MB per second. Use Table 41 as a guide for setting the local bandwidth.
Table 41 Guide to local bandwidth priority settings

Network type Throughput (MB/sec) Throughput rating
Minimum 0.25 2 Mbps

Ethernet 1.25 10 Mbps

Factory Default 4.00 32 Mbps
Fast-Ethernet 12.50 100 Mbps

Half Gigabit-Ethernet 62.50 500 Mbps
Gigabit-Ethernet 128.00 1 Gbps

Bonded GigabitEthernet (2) 256.00 2 Gbps

Bonded Gigabit-Ethernet (4) 512.00 4 Gbps

Set or change local bandwidth priority

1. In the navigation window, select a management group and log in.
2. Click Management Group Tasks on the Details tab and select Edit Management Group.
3. Change the local bandwidth priority using the slider.

A default setting of 4, at the Application Access end of the slider, is more appropriate for everyday
situations where many servers are busy with the volume. A setting of 40, at the Data Rebuild end
of the slider, is most commonly used for quick data migration or copies when rebuilding or moving
damaged volumes.

4. Click OK.

The new rate displays on the Details tab in the management group tab window.

Backing up a management group configuration

Use Backup Configuration of Management Group to save one or both of the following configuration
files:

* Back up the configuration—creates a binary file (.bin) of the management group configuration
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* Save the configuration description—creates a text file (.ixt) listing the configuration characteristics
of the management group

The binary file enables you to automatically recreate @ management group with the same configuration.
Use the text file for support information. Your support representative will help you restore this back

up.

B NOTE:

Backing up the management group configuration does not save the configuration information for the
individual storage nodes in that management group nor the data. To back up storage node
configurations, “Backing up the storage node configuration file” on page 46.

Backing up a management group with remote copy relationships

If you back up a management group that is participating in Remote Copy, it is important to back up
the associated Remote Copy management groups at the same time. If you back them up at different
times, and then try fo restore one of the groups, the back up files will not match. This mismatch will
cause problems with the restore.

Backup a management group configuration
1. In the navigation window, select the management group and log in.

2. Click Management Group Tasks on the Details tab and select View Management Group
Configuration.

3. Click Save.
A Save window opens so that you can select the location for the .bin file or .ixt file.
4. In the Save window, accept the default name of the file, or type a different name.
From the Files of Type drop-down menu, select the .bin file type.
Repeat this procedure, and in Step 5, select the .ixt file type.

The .ixt file describes the configuration.

Restoring a management group

Call Customer Support for help if you need to restore a management group using a .bin file.

Safely shutting down a management group

Safely shut down a management group to ensure the safety of your data. Shutting down lets you:

¢ Perform maintenance on storage nodes in that group

*  Move storage nodes around in your data center

¢ Perform maintenance on other equipment such as switches or UPS units
* Prepare for a pending natural disaster

Also, use a script to configure a safe shut down in the case of a controlled power down by a UPS.
See Chapter 16. Sample scripts are available from the Customer Resource Center.
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Shutting down a management group also relates to powering off individual storage nodes and
maintaining access to volumes. See the command line documentation, the Cliq User Manual, installed
in the documentation directory of the program files.

Prerequisites
* Disconnect any hosts or servers that are accessing volumes in the management group.

*  Wait for any restriping of volumes or snapshots to complete.

Shut down the management group

1. log in to the management group that you want to shut down.
2. Click Management Group Tasks on the Details tab and select Shut Down Management Group.

3. Click Shut Down Group.
The management group shuts down and disappears from the CMC.

If volumes are still connected to servers or hosts

After you click Shut Down Group, a confirmation window opens, listing volumes that are still connected
and that will become unavailable if you continue shutting down the management group.

Shut Down Management Group

Shutting dowen this management group will cause the following connected valumes to go offline:

“Yolume ar Sna...| Server |In'rtiatc-r Mode N| Chap Mame |Gateway Conn...| Initistor IP/Port | Idertifier
ﬁ HGLogFiles % ExchLogs  ign.1991-05.co... 1006116 10,011 167/35... 400001370000

Are you sure you want to shut down management group 'Exchange'?

| Shut Dovvn Group |

Figure 87 Notification of taking volumes offline

1. Stop server or host access to the volumes in the list.
2. Click Shut Down Group.
The management group shuts down and disappears from the CMC.

Start the management group back up

When you are ready to start up the management group, simply power on the storage nodes for that
group.
1. Power on the storage nodes that were shut down.

2. Use Find in the CMC to discover the storage nodes.

When the storage nodes are all operating properly, the volumes become available and can be
reconnected with the hosts or servers.
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Restarted management group in maintenance mode

In certain cases the management group may start up in maintenance mode. Maintenance mode status
usually indicates that either the management group is not completely restarted, or the volumes are
resynchronizing. When the management group is completely operational and the resynchronizing is
complete, the management group status changes to normal mode.

Some situations which might cause a management group to start up in maintenance mode include

the following:

* A storage node becomes unavailable, and the management group is shut down while that storage
node is repaired or replaced. After the storage node is repaired or replaced and the management
group is started up, the management group remains in maintenance mode while the repaired or
replaced storage node is resynchronizing with the rest of the management group.

*  After a management group is shut down, a subset of storage nodes is powered on. The management
group remains in maintenance mode until the remaining storage nodes are powered on and re-

discovered in the CMC.

* For some reason, a storage node comes up, but it is not fully functional.

Manually change management group to normal mode

While the management group is in maintenance mode, volumes and snapshots are unavailable. You
may get volumes and snapshots back online if you manually change the status from maintenance
mode to normal mode, depending upon how your cluster and volumes are configured. However,
manually changing from maintenance mode to normal mode causes the volumes in the management
group to run in degraded mode while it continues resynchronizing, or until all the storage nodes are

up, or the reason for the problem is corrected.

A CAUTION:

If you are not certain that manually setting the management group to normal mode will bring your
data online, or if it is not imperative to gain access to your data, do not change this setting.

1. In the navigation window, select the management group and log in.

2. Click Management Group Tasks on the Details tab and select Edit Management Group.

Edit Management Group

Group Hame: Exchange
Group Mode: Mormal Made

Local Bandwvicth Priority
Bandwidth Priority: 4 MB/zec

Howw Do | Set by Bandwicth Priority?

0z2s 4 10 20

Figure 88 Manually setting management group to normal mode

3. Click Set To Normal.

30 40 hda

The management group is reset to normal mode.
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Removing a storage node from a management group

Prerequisites

¢ Stop the manager on the storage node if it is running a manager. You may want fo start a manager
or Virtual Manager on a different storage node to maintain quorum and the best fault tolerance.
See “Stopping managers” on page 181.

*  (Optional) If the resultant number of storage nodes in the cluster is fewer than the volume replication
level, you may have to reduce the replication level of the volume(s) on the cluster before removing
the storage node from the cluster.

* Remove the storage node from the cluster. See “Removing a storage node from a
cluster” on page 212.

* Let any restripe operations finish completely.

Remove the storage node
1. log in fo the management group from which you want to remove a storage node.

2. In the navigation window, select the storage node to remove.
3. Click Storage Node Tasks on the Details tab and select Remove from Management Group.
4. Click OK on the confirmation message.

In the navigation window, the storage node is removed from the management group and moved
to Available Nodes pool.

Deleting a management group

Delete a management group when you are completely reconfiguring your SAN and you intend to
delete all data on the SAN.

A CAUTION:

When a management group is deleted, all data stored on storage nodes in that management group
is lost.

Prerequisites
* log in o the management group.
* Remove all volumes and snapshots.
* Delete all clusters.

Delete the management group
1. In the navigation window, log in to the management group.

2. Click Management Group Tasks on the Details tab and select Delete Management Group.
3. In the Delete Management Window, enter the management group name and click OK.

After the management group is deleted, the storage nodes return to the Available Nodes pool.
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Setting the management group version

If instructed by customer support, you can set the management group version back to a previous
version of the software. Setting the version back requires using a special command line option before
opening the CMC. Customer support will instruct you on using the command line option.
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10 Using specialized managers

The SAN/iQ software provides two specialized managers that are used in specific situations. The
Failover Manager is used in 2-node and in Multi-Site SAN configurations to support automatic quorum
management in the SAN. A virtual manager is added to a management group but is not started on
a storage node until a failure in the system causes a loss of quorum. It is designed to be used in 2-node
or 2-site system configurations which are at risk for a loss of quorum.

Definitions

Terms used in this chapter:

Virtual manager—A manager which is added to a management group but is not started on a
storage node until a failure in the system causes a loss of quorum. The virtual manager is designed
to be used in specific system configurations which are at risk of a loss of quorum.

Failover Manager—A specialized manager running as a VMware guest operating system that can
act as a quorum tie-breaker node when installed into a 3rd location in the network to provide for
automated failover/failback of the Multi-Site SAN clusters.

Regular manager—A manager which is started on a storage node and operates according to the
description of managers found in “Managers overview” on page 171.

Manager—any of these managers.

Failover manager overview

The Failover Manager is a specialized version of the SAN/iQ software designed to run as a virtual
appliance in a VMware environment. The Failover Manager participates in the management group
as a real manager in the system; however, it does quorum operations only, not data movement
operations. It is especially useful in a Multi-Site SAN configuration to manage quorum for the multi-site
configuration without requiring additional physical hardware in a site.

Failover Manager requirements

Static IP address, or a reserved IP address if using DHCP.

Bridged connection through the VMware Console, or assigned network in VI Client.

Server on which to install the Failover Manager.

Only one Failover Manager per management group.

You cannot have a virtual manager and a Failover Manager in the same management group.

You cannot run the Failover Manager inside a virtual Windows machine with VMware Server
running.

Minimum system requirements for using with VMware server or player

10/100 ethernet
384 MB of RAM
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5 GB of available disk space
VMware Server 1.x

Minimum system requirements for using with VMware ESX Server

VMware ESX Server version 3.x
1024 MB of RAM

A CAUTION:

Do not install the Failover Manager on the HP LeftHand Storage Solution, since this would defeat the
purpose of the Failover Manager.

Planning the virtual network configuration

Before you install the Failover Manager on the network, plan the virtual network configuration, including
the following areas:

Design and configuration of the virtual switches and network adapters.
Failover Manager directory, host name and IP address.

The Failover Manager should be on the iSCSI network. If you do not have an existing virtual ma-
chine network configured on the iSCSI network/vswitch, create a new virtual machine network
for the Failover Manager.

Upgrading the 7.0 Failover Manager

The Failover Manager released with SAN/iQ software version 7.0 cannot be upgraded or patched.
To upgrade to the Failover Manager released with SAN/iQ software version 8.0 you must uninstall
the previous version. From version 8.0 on you will be able to upgrade the Failover Manager.

1.
2,

Remove the Failover Manager from the management group.

Uninstall the Failover Manager, as described in “Uninstalling the Failover Manager for VMware
Server or Player ” on page 194.

Install the new version of the Failover Manager.
Configure the name and IP address.

Add the new Failover Manager to the management group.

Using Failover Manager with VMware Server or VMware

Player

Installing and configuring the Failover Manager

Install the Failover Manager from the HP LefftHand VSA CD or download it from the HP LeftHand
Networks web site.

Failover Manager configuration

When the Failover Manager is installed, it is automatically configured as follows:
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e To auto-start in the event either the VMware Console or host server reboots.

¢ The virtual network adapters under the Failover Manager are configured as Bridged network ad-
apters.

After the Failover Manager is installed, it is started in the VMware Console. After it is started, you
use the Configuration Interface to set the IP address.

To install the Failover Manager

Install the Failover Manager onto a separate server on the network.

A CAUTION:

Do not install the Failover Manager on the HP LeftHand Storage Solution, since this would defeat the
purpose of the Failover Manager.

Using the HP LeftHand Management DVD
1. Using the HP LeftHand Management DVD, click Install on the opening window.

The install software window opens.
Click Failover Manager.

3. Continue through the installation wizard, following the instructions on each window.
After the installation wizard finishes, the default choice is to launch the Failover Manager.

4. Click Finish to exit the wizard and start the Failover Manager.

Using the HP LeftHand Networks web site download
1. Click download on the web site, and the installation wizard opens.

2. Continue through the installation wizard, following the instructions on each window.
After the installation wizard finishes, the default choice is to launch the Failover Manager.

3. Click Finish to exit the wizard and start the Failover Manager.

To configure the Failover Manager

The system pauses while the Failover Manager is installed, registered and then the VMware Console
opens, as shown in Figure 89.
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ﬂ Local host - Vidware Server Console Q@
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FailoverMgr

State: Powered off

Guest 05: Other Linux 2.6.x kernel

Configuration file: C:\Program Files\LeftHand Networks{SANIQ Failover Manager\Failoverbigr.vmx
Version: Current virtual machine for ViMware Server 1.0.2

Commands Devices

b Start this virual machine BMemory 256 MB

S Hard Disk (SCSI0:0)
SHard Disk 2 (SCSIO...
SHard Disk 3 (3CSI L.,

fid Editvirtual machine settings

EBEthernet Bridged
EBEthernet 2 Bridged
@UsB Controller Present
@ Processors 1
~
< >

ViMware Server 10,2

Figure 89 VMware Console opens with Failover Manager installed and registered

The Failover Manager then automatically powers on.

ﬂ Local host - Vidware Server Console Q@|

Fle Edt Vew Host VM Power Spapshot Windows Help

LRI -y < N« NE e @ s

x

Inventary
EFalovertgr

{3 FailoverMgr

HelcoMe to

boot :
Loading uMlinuz .
LOAding G0 G2, oot ettt ettt et

Uncompressing Linux... Ok, booting the kernel.

Type in "start™ and hit enter at the login prompt.
none login: _

Vivware Server 102 | @2 = E @

Figure 90 Failover Manager boots up

1. At the system login prompt, click in the window, type start and press Enter.
To get the cursor back from the VMware Console, press Crl+Al.
The Configuration Interface Login opens.
Press Enter to open the Configuration Interface main menu.

3. Tab to Network TCP/IP Settings and press Enter.

The Available Devices window opens.
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10.

11.

Make sure ethO is selected and press Enter.
The Network Settings window opens.

—[ Network Settings:

Specify the network settings for the unknown port. Be
sure the ethernet cable is plugged into the selected
port.

Hostname: FailoverManager _

( ) Disable Interface.
( ) Obtain IP address automatically using DHCP.
(%) Use the following IP address:

IP Address: 18.8.14.87
Mask: 255.255.8.8
Gateway: f.0.8.8

[ CANCEL 1

+
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1
]
1

Figure 91 Setting the host name and IP address

Tab to the choice that reflects how you want to set the IP address for the Failover Manager.
If you use DHCP to assign the IP address, be sure to reserve that IP.

Tab to OK and press Enter.

The Modify Network Settings confirmation window opens.

Tab to OK and press Enter to confirm the change.

After a minute or less, the IP address window opens.

+—[ Available Metwork Devices:

i [ ethd 1
—-[ Metwork Settings:

The IP Address of this Storage Server has been set to:
18.8.14.87

+
i
i
i
i
i
i
i
i

Figure 92 Confirming the new IP address

Make a note of the IP address and press Enter to close the IP address window.
The Available Network Devices window opens.

Tab to Back and press Enter.

The Configuration Interface main menu opens.

Tab to Log Out and press Enter.

The Configuration Interface login window opens.

Click File > Exit to close the VMware Console.
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Uninstalling the Failover Manager for VMware Server or Player

Use the SAN/iQ Management Software DVD to uninstall the Failover Manager.

1.
2.

Remove the Failover Manager from the management group.

Insert the SAN/iQ Management Software DVD into the CD/DVD drive and click Install on the

opening window.

Click Failover Manager.

The Failover Manager installation wizard opens.

Click through the wizard, selecting Uninstall from the Repair or Uninstall window when it opens.

The Failover Manager is removed from the server.

Troubleshooting the Failover Manager on VMware Server or

Player

Two issues may occur when running a Failover Manager.

The Failover Manager may not automatically restart upon a reboot. The default Startup/Shutdown
Options settings may have accidentally changed.

You cannot find the Failover Manager in the CMC, nor ping it on the network. The default config-
uration may bridge to an incorrect host adapter.

Use the following instructions to correct the VMware Server settings for either of these issues.

Fix startup/shutdown options

1.

2
3.
4

v

Open the VMware Server Console.

Select the Failover Manager virtual machine in the Inventory list.

Power off the Failover Manager.

From the menu, select VM > Settings, or right-click on the Failover Manager and select Settings.
The Virtual Machine Settings window opens.

Select the Options tab, and select Startup/Shutdown.

On the right side in the Virtual machine account section, select an account for the virtual machine,
such as Local system account.

On the right side in the Startup/Shutdown Options section, select the following options:

* On host startup:
Power on virtual machine

*  On host shutdown:
Power off virtual machine

When you are done, click OK to save your changes.

Power on the Failover Manager.
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Fix network settings to find Failover Manager

Determine which interface on the windows host server is configured for the SAN networks.
Open the VMware Server Console.

Select the Failover Manager virtual machine in the Inventory list.

From the menu, select Host > Virtual Network Settings.

Click the Automatic Bridging tab.

Ensure that the checkbox under Automatic Bridging is checked.

Click Add in the Excluded Adapters section.

A list of network adapters opens.

NowuawN -

Add all adapters in the list except the adapter identified in step 1.
Click OK when you are finished.

Using the Failover Manager on VMware ESX Server

A CAUTION:

Do not install the Failover Manager on the HP LeftHand Storage Solution, since this would defeat the
purpose of the Failover Manager.

Installing the Failover Manager on VMware ESX Server

Install the Failover Manager from the HP LefftHand Management DVD or obtain the Failover Manager
as a zip package downloaded from the HP LeftHand Networks web site.

When you install the Failover Manager for the first time, you will need to

¢ Start the VMware Infrastructure Client (VI Client).

¢ Transfer or upload the virtual machine to the ESX Server.

* Add the Failover Manager to inventory.

* Power on the Failover Manager.

* Set the IP address and host name of the Failover Manager.

B NOTE:

By default, ssh and scp commands are disabled for the root user. To enable access, see the VMware
documentation for ESX Server Basic Administration.

Using the HP LeftHand Management DVD
1. Using the HP LeftHand Management DVD, click Install on the opening window.

The install software window opens.

2. Click Failover Manager for ESX.
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3.

Continue through the installation wizard, following the instructions on each window.

Using the HP LeftHand Networks web site download

1.
2.

Click download on the web site, and the installation wizard opens.
Continue through the installation wizard, following the instructions on each window.

After the installation wizard finishes, the default choice is to launch the Failover Manager.
Click Finish.

Installing the Failover Manager Files on the ESX Server

Use one of the following methods, depending on your software.

For ESX 3.5+ or ESXi

1.

SR

Connect to ESXi host via VC or VI Client.

Click on ESXi host and go to the Configuration tab.

Select Storage.

Find the local VMFS datastore where the Failover Manager will be hosted.
Right-click and select Browse DataStore.

Create a new directory and click on the upload files icon.

For ESX Server 3.0 to 3.0.2

1.
2.

Upload unzipped folder for the Failover Manager.
Make a directory for the Failover Manager at
[ vnf s/ vol umes/ ”your _dat ast ore_nane”.

Copy the Failover Manager files into the directory you just created on the ESX Server using scp
(Linux) or pscp (Windows), as shown in the example below.

scp *.* <user>@l P address of the ESX Server>:/vnfs/vol unes/ dat astore

Open execute permissions on the .vmx file using the command chmod 755 FOM vnx.

Configuring the Failover Manager using the VI Client

After you have installed the Failover Manager files on the ESX Server, you configure the Failover
Manager using the VI Client.

Add Failover Manager to inventory

1.

2
3.
4
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In the Inventory Panel, select the VMware ESX Server.

In the Information Panel, select the Configuration Tab.

In the Hardware section, select Storage (SCSI, SAN, and NFS).

In the Storage section, right-click the datastore icon and select Browse Datastore.

The Datastore Browser opens.
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Right-click the FailoverMgr.vmx file and select Add to Inventory.

In the Add to Inventory Wizard, enter a name for the new Failover Manager and click Next.

Select the Inventory Locations to place the Failover Manager in the Add to Inventory wizard.

Verify the information and click Finish.

Close the DataStore Browser.

Select a network connection

1.
2.

Power on the Failover Manager and configure the IP address and host name
1.

In the Inventory Panel select the Failover Manager.

In the Information Panel select the Summary tab. In the Commands section, select Edit Settings.

The Virtual Machine Properties window opens.

On the Hardware tab, select Network Adapter 1.

Select the appropriate network connection from the Network label list on the right.

Click OK to exit the Virtual Machine Properties window.

In the Inventory panel, select the new Failover Manager and power it on using the Power On

command on the Information panel.

Click the Console Tab and wait for the Failover Manager to boot.

When the Failover Manager has finished booting, a log in prompt opens.

M[=/X

‘Q 10.20.64.135 - Vhware |
Fie Edt Vew Inventor

Inventory  Administition

€« » = 0|) 8B GRS

Name Target Statls Tnitatedby |~ Time | Start Time Complete Time

Figure 93 Logging in to the SAN/iQ Configuration Interface

Llog in and use the SAN/iQ Configuration Interface to configure an IP address and host name

for the Failover Manager.

Setting the IP address

Use the Configuration Interface to set the IP address for the Failover Manager.
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Enter start and press Enter.

Press Enter to log in.

Tab to Network TCP/IP Settings and press Enter.
Tab to the network interface and press Enter.

Tab to the Hostname field if necessary.

ok Db~

Press Backspace in the Hostname field to delete the default name and enter your own host name.

This host name displays in the CMC. It does not change the name of the original FOM.vmx file,
nor does it change the name in VMware.

7. Configure the IP Address one of two ways.

Using DHCP Configure IP address manually

1. Tab to the choice Obtain IP address automatic:
ally using DHCP and press Enter to select it.

2. Tab to OK and press Enter.
A message opens, asking you to verify the re-
quest.

3. Tab to OK and press Enter.

After a short pause, another message opens that
displays the new IP address. Record this IP ad-
dress for lafer use.

1. Tab to the choice Use the Following IP Ad-
dress and press Enter.

The IP Address, Netmask, and Gateway list
opens for editing.

2. Tab to each field and enter the appropriate
information.

Gateway is a required field. If you do not
have a gateway, enter 0.0.0.0.

8. Tab to OK and press Enter.
A confirmation message opens.
9. Press Enfer.

The network interface is now configured (wait a few seconds). The Available Network Devices
window opens.

10. On the Available Network Devices window, tab to Back and press Enter fo return to the
Configuration Interface menu.

11. Tab to Log Out and press Enter.
The Configuration Interface entry window is displayed again.

12. Press Cirl+Alt to get the cursor back from the Console.

Finishing up with VI Client
1. In the VI Client Information Panel, click the Summary tab.

2. In the General section on the Summary tab, verify that the IP address and host name are correct,
and that VMware Tools are running.
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B NOTE:

If VMware Tools show “out of date” then they are still running correctly. The “out of date”
status is not a problem. VMware tools are updated with each SAN/iQ software upgrade.

3. In the Inventory panel, right-click the Failover Manager and select Rename.
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4. Change the name of the Failover Manager to match the host name, if desired.
Your Failover Manager is ready fo use.
5. Minimize your VI Client session.

Next, use the Find function to discover the Failover Manager in the CMC and then add the Failover
Manager to a management group.

Uninstalling the Failover Manager from VMware ESX Server
1. Remove the Failover Manager from the management group.
2. Power off the Failover Manager virtual machine in the VI Client.

3. Right-click the powered off Failover Manager and select Delete from Disk.

Troubleshooting the Failover Manager on ESX Server

Use the following solutions to possible issues you encounter with the Failover Manager on an ESX
Server.

Table 42 Troubleshooting for ESX Server installation

Issue Solution
1. Close your CMC session.
2. In the VI Client, power off the Failover Manager.
) ) 3. Right-click and select Delete from Disk.
You want fo reinstall the Failover Manager o ] )
4. Copy fresh files into the virtual machine folder from the

downloaded zip file or distribution media.
5. Open the VI Client and begin again.

* The CMC displays the IP address of a node if it can be found.

You cannot find the Failover Manager with  * Open a VI Client session and select the Summary tab for the
the CMC, and cannot recall its IP address. node you want. The IP address and DNS name are displayed
in the General information section.

In Linux

If the installer does not start automatically  Run CMC_lInstaller.bin again.

In the VI Client

¢ If your cursor is missing, you are in console mode. Press Ctrl-
You don’t have the cursor available, or Alt to regain the cursor.

you don't have the keyboard available. If your keyboard is missing, move the mouse to the console
window and click once.

You want to see your Failover Manager,  Your console window has timed out. Click in the window with
but the window is black. your mouse, then press any key.
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Virtual manager overview

A virtual manager is a manager that is added to a management group, but is not started on a storage
node until it is needed to regain quorum. A virtual manager provides disaster recovery for one of two
configurations:

¢ Configurations with only 2 storage nodes. (A virtual manager will automatically be added when
creating a management group using 2 storage nodes.)

* Configurations in which a management group spans 2 geographic sites.

See “Managers and quorum” on page 172 for detailed information about quorum, fault tolerance,
and the number of managers.

Because a virtual manager is available to maintain quorum in @ management group when a storage
node goes offline, it can also be used for maintaining quorum during maintenance procedures.

When to use a virtual manager

Use a virtual manager in the following configurations:
* A management group across two sites with shared data
* A management group in a single location with two storage nodes

Use a virtual manager for disaster recovery in a two-site configuration, or a two-node configuration.
You can also use a virtual manager to maintain quorum during storage node maintenance procedures,
such as firmware upgrades.

Disaster recovery using a virtual manager

The virtual manager functions as an on-demand manager in a disaster recovery situation. As an
on-demand manager, it can be used to regain quorum and maintain access to data.

Management group across two sites with shared data

Using a virtual manager allows one site fo continue operating if the other site fails. The virtual manager
provides the ability to regain quorum in the operating site if one site becomes unavailable or in one
selected site if communication between the sites is lost. Such capability is necessary if volumes in the
management group reside on storage nodes in both locations.

Management group in a single location with two storage nodes

If you create a management group with only two storage nodes, that management group is not a
fault tolerant configuration. Using one manager provides no fault tolerance. Using two managers also
provides no fault tolerance, due to loss of quorum if one manager becomes unavailable. See “Managers
and quorum” on page 172 for more information.

Running two managers and adding a virtual manager to this management group provides the capability
of regaining quorum if one manager becomes unavailable.
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Storage node maintenance using a virtual manager

A virtual manager can also be used during maintenance to prevent loss of quorum. Adding a virtual
manager to a management group enables you to start the virtual manager when you need to take a
storage node offline for maintenance.

Benefits of a virtual manager

Running a virtual manager supports disaster tolerant configurations to support full site failover. The
virtual manager ensures that, in the event of either a failure of a storage node running a manager,
or of communication breakdown between managers (as described in the two-site scenario), quorum

can be recovered and, hence, data remains accessible.

Requirements for using a virtual manager

It is critical to use a virtual manager correctly. A virtual manager is added to the management group,
but not started on a storage node until the management group experiences a failure and a loss of

quorum. To regain quorum, you start the virtual manager on a storage node that is operating and in
the site that is operational or primary.

Table 43 Requirements for using a virtual manager

Requirement

What it means

Use a virtual manager with an
even number of regular managers
running on storage nodes

Disaster Recovery
Scenario

Number of regular
managers running

Total number of man-
agers, including the
virtual manager

2 separate sites with
shared data

5

2 storage nodes in
management group

Add a virtual manager when creat-
ing management group.

You cannot add a virtual manager after quorum has been lost. The virtual
manager must be added to the management group before any failure

occurs.

A virtual manager must run only
until the site is restored or commu-
nication is restored.

The virtual manager should run only until the site is restored and data is
resynchronized, or until communication is restored and data is resynchron-

ized.

lllustrations of correct uses of a virtual manager are shown in Figure 94.
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Sie A

/ Normal Operation — Virtual Manager Added and Not Started \

EX irtual Manager|

2 regular managers 2 regular managers

/ Scenario 1— Communication Link Lost \

2 regular managers /\ 2 regular managers
virtual Manager |
\ Start virtual manager on only one site. /
‘e Scenario 2 — Site A Fails ™

2 regular managers

Start virtual manager on site B.

2 regular managers

Scenario 2 — Site B Fails

aYa

Start virtual manager on site A.

= Examples of 2-site failure scenarios where a virtual manager is started
to regain quorum.

= In all the failure scenarios, only one site becomes primary with a virtual
manager started.

Figure 94 Two-site failure scenarios that are correctly using a virtual manager

Configuring a cluster for disaster recovery

In addition to using a virtual manager, you must configure your cluster and volumes correctly for
disaster recovery. This section describes how to configure your system, including the virtual manager.

Best practice

The following example describes configuring a management group with four storage nodes in one
cluster. The cluster spans two geographic sites with two storage nodes at each site. The cluster contains

a single volume with 2-way replication that spans both sites.

Configuration steps

The following configuration steps ensure that all the data is replicated at each site and the managers

are configured correctly to handle disaster recovery.
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1. Name storage nodes with site-identifying host names.

To ensure that you can easily identify which storage nodes reside at each site, use host names that
identify the storage node location. See “Changing the storage node hostname” on page 44 .

Management Group Name —TransactionData
Storage Node Names

* Boulder-1
* Golden-1
* Boulder2
* Golden-2

2. Create management group—plan the managers and virtual manager.

When you create the management group in the 2ssite scenario, plan to start two managers per site
and add a virtual manager to the management group. You now have five managers for fault folerance.
See “Managers overview” on page 171.

3. Add storage nodes to the cluster in alternating order.

Create the cluster. Add the storage nodes to the cluster in alternating order of site , as shown in the
bulleted list. The order in which the storage nodes are added to the cluster determines the order in
which copies of data is written to the volume. Alternating the addition of storage nodes by site location
ensures that data is written to each site as part of the 2-way replication you configure when you create
the volume. See “Creating additional clusters” on page 209.

Cluster Name —CreditData

Add storage nodes to cluster in the following order

* st storage node—Boulder-1

* 2nd storage node—Golden-1
¢ 3rd storage node—Boulder-2
*  4th storage node—Golden-2

A CAUTION:

If storage nodes are added to the cluster in any order other than alternating order by site, you will
not have a complete copy of data on each site.
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New Cluster ﬁ

General ISCE!

Cluster Hame: | |

Description: | |

Cluster Status: s
Cluster Type:  Standard
Create cluster with storage nodes:

Multi-Site clusters require that you have the same number of storage nodes in each
site within the cluster.

IP Acdress
Golden-1 10.0.25.18 Unassigned RAID O
Boulder-2 10.0.25.25 Unassigned RAID O
Golden-2 10.0.25.23 Unassigned RAID O
Remove Modes
Cancel

Figure 95 Adding storage nodes to cluster in alternating site order

4. Create the volume with 2-way replication.

Two-way replication causes two copies of the data to be written to the volume. Because you added

the storage nodes to the cluster in alternating order, a complete copy of the data exists on each site.
See “Planning data replication” on page 223.

(E HP LeftHand Metworks Centralized Management Console

File  Find Help
£q Geﬂn_jg Stgrted |/Details r ISCEl Sessions r Remcdte Snapst
¥ Configuration Summary x
% Exchangs Wolume
Servers (1 x
Administr[at::on Hame: @ HocirsLogs
B Sites | Description:
Wirtual Manager
= E ExchLogs Cluster: ExchlLogs
Perfarmance Monitar A status: Marmmal
== Storage Nodes (4)
EH &l volumes (1) and Snapshot Type: Primary
I_ﬁ i Sizes
ize: 5GB

| Replication Level: 2aMgy |

Provisioned Space: 10GEB

Lilization:

Figure 96 2-way replicated volume on 2-site cluster

Adding a virtual manager
1. Select the management group in the navigation window and log in.

2. Click Management Group Tasks on the Details tab and select Add virtual manager.

A confirmation message opens.
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3. Click OK to continue.

The virtual manager is added to the management group. The Details tab lists the virtual manager
as added, and the virtual manager icon appears in the management group.

|& HP LeftHand Netwuorks Centralized Management Console

File Find Tasks Help

=3 Getting Started : - [ Tine |
| Details Remote Snapshots | Time Registral
):+ Configurstion Summary ! |/ r
== Available Modes (1] Graup
£ Echange| 5
| Hame: Exchange
Virtual Managero : & g

| Servers (1) | Status: Motmal, Coordinsting manager
g, Admiristration q

@ Sites

-G Denver-2 Modes

& Denver-3 hame F Address Model | RAID

% Denver-1 || perver-s 1008117 DELLZE50  Morma

% Derver-1 1006116 DELL2950 Morma

& Derver-2 1006032 MEM4150 Marma

Special Manager: Virtual Manager

Clusters
1

1. Virtual manager added

Figure 97 Management group with virtual manager added

The virtual manager remains added to the management group until needed.

Starting a virtual manager to regain quorum

Only start a virtual manager when it is needed to regain quorum in a management group. Figure 94
(page 202) illustrates the correct way to start a virtual manager when necessary to regain quorum.

Two-site scenario, one site becomes unavailable

For example, in the 2-site disaster recovery model, one of the sites becomes unavailable. On the site
that remains up, all managers must be running. Select one of the storage nodes at that site and start
the virtual manager on it. That site then regains quorum and can continue to operate until the other
site recovers. When the other site recovers, the managers in both sites reestablish communication and
ensure that the data in both sites are resynchronized. When the data is resynchronized, stop the
virtual manager fo return to the disaster tolerant configuration.

B NOTE:

If the unavailable site is not recoverable, you can create a new site with new storage nodes and
reconstruct the cluster. Refer fo customer support for help with cluster recovery. You must have the
serial number of one of your storage nodes when making a support call.

Two-site scenario, communication between the sites is lost

In this scenario, the sites are both operating independently. On the appropriate site, depending upon
your configuration, select one of the storage nodes and start the virtual manager on it. That site then
recovers quorum and operates as the primary site. When communication between the sites is restored,
the managers in both sites reestablish communication and ensure that the data in both sites are
resynchronized. When the data is resynchronized, stop the virtual manager to return to the disaster
tolerant configuration.
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Starting a virtual manager

A virtual manager must be started on a storage node, ideally one that isn't already running a manager.
However, if necessary, you can start a virtual manager on a storage node that is already running a
manager.

1. Select the storage node on which you want to start the virtual manager.

2. Click Storage Node Tasks on the Details tab and select Start Virtual Manager.

[ HP LeftHand Networks Centralized Management Console =<

3 Getting Started

s Details | Feature Registration | Avaishilty
3°F Configuration Summary

Exchange Storage Node a
] Servers (1) t ~ l Model: NShi4150

8, Administration =

@ stes Software Version: 600016530

3 virtual Manager Hostname: & Derver-2 MAC Address: 004 3BSES 4AD1
-5 Exchious

Performancs Mentor IP Address: 1006032 Raw Space: 408716
i Storage Nodes (4)

site: B Usable Space: 321 T8
LoggedInUser:  adnin 10 LED: N onthis hardware
RAID: Normal, RAID 50

&l vonges (1) end Snapshot) | gapus; ‘Storage Server Normal, Manager Morml, Virtusl Menager Normal

Management Group

Hame: Exehange
Manager: Normal irtual Manager: Mormal
Migrating Date: o

7 dlerts Remaining

# | DatesTime | Hostrame | IP Acdress Alert Message ]
[7 09197200, %8 Denv... 10.061.16 Management Group: Exchange’; Storage Server: Denver-3 Status = storage down, . |+
6 03A9/200. & nsd1.. 1006024 Management Group: Exchange’ Storage Server: Denver-3' Status = manager down

' 0919/200... & Denv... 10.060.52 Management Group: Exchange’ Storage Server. Denver-3* Status = manager down...

4 0813/200... & Denv... 10.060.32 Management Groun: Exchanye’, Storage Server: Denver3 Status = storage notre... |—

1. Unavailable Manager

2. Virtual manager started

Figure 98 Starting a virtual manager when storage node running a manager becomes unavailable

B NOTE:

If you attempt to start a virtual manager on a storage node that appears to be normal in the CMC,
and you receive a message that the storage node is unavailable, start the virtual manager on a
different storage node. This situation can occur when quorum is lost because the CMC may still display
the storage node in a normal state, even though the storage node is unavailable.

Verifying virtual manager status

Verify whether a virtual manager has been started, and if so, which storage node it is started on.

*  Select the virtual manager icon in the navigation window.

The Details tab displays the location and status of the virtual manager.
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Stopping a virtual manager

When the situation requiring the virtual manager is resolved —either the unavailable site recovers or
the communication link is restored—you must stop the virtual manager. Stopping the virtual manager
returns the management group to a fault tolerant configuration.

1.
2.

Select the storage node with the virtual manager.
Click Storage Node Tasks on the Details tab and select Stop Virtual Manager.
A confirmation message opens.

Click OK.

The virtual manager is stopped. However, it remains part of the management group and part of
the quorum.

Removing a virtual manager

You can remove the virtual manager from the management group altogether.

1. Select the management group from which you want to remove the virtual manager and log in.
2. Click Management Group Tasks on the Details tab and select Delete Virtual Manager.
A confirmation window opens.
3. Click OK to continue.
The virtual manager is removed.
B NOTE:
The CMC will not allow you to delete a manager or virtual manager if that deletion causes a loss of
quorum.
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11 Working with clusters

Within @ management group, you create subgroups of storage nodes called clusters. A cluster is a
grouping of storage nodes from which you create volumes. Volumes seamlessly span the storage
nodes in the cluster.

Think of a cluster as a pool of storage. You add storage to the pool by adding storage nodes. You
then carve volumes and snapshots out of the pool.

Before creating a cluster, make sure you are familiar with the iSCSI information in Chapter

22 on page 335.

Clusters and storage node capacity

Clusters can contain storage nodes with different capacities. However, all storage nodes in a cluster
operate at a capacity equal to that of the smallest capacity storage node.

Prerequisites

* Before you create a cluster, you must have created a management group.

Creating additional clusters

When you create a management group, you create the first cluster in that management group. Use
the following steps to create additional clusters in existing management groups.

Prerequisites
* An existing management group

* At least one storage node in the management group that is not already in a cluster.

Number of storage nodes in clusters

For information about the recommended maximum number of storage nodes that can be added safely
to a cluster, see “Configuration summary overview” on page 174 or Chapter 9 on page 171.

To create additional clusters

1. Llog in to the management group for which you want to create a cluster.

2. Right-click on the storage node and select Add to Existing or New Cluster.
3. Select New Cluster and click Add.

4. Enter a meaningful name for the cluster.

A cluster name is case sensitive and must be from 1 to 127 characters. It cannot be changed
after the cluster is created.
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(Optional) Enter a description of the cluster.
6. Select one or more storage nodes from the list.

Use the up and down arrows on the left to promote and demote storage nodes in the list to set
the logical order in which they appear. For information about one specific disaster recovery
configuration when the order matters, see “Configuring a cluster for disaster recovery” on page 202.

7. Click the iSCSI tab.

Configure virtual IP and iSNS for iSCSI

VIPs are required for iSCSI load balancing and fault tolerance and for using HP LeftHand DSM for
MPIO. For more information, see Chapter 22 on page 335.

New for release 8.0
Virtual IP (VIP) addresses are required for all clusters in SAN/iQ software versions 8.0 and higher.
1. Click the iSCSI tab to bring it to the front.

Because a VIP is required in release 8.0 and greater, the choice to use a virtual IP is disabled
by default in the 8.0 CMC. If you have management groups that are running 7.0 or earlier
software, the choice to use a VIP remains enabled.

2. Add the IP address and subnet mask.

Adding an iSNS server
(Optional) Add an iSNS server.

B NOTE:

If you use an iSNS server, you may not need to add Target Portals in the Microsoft iSCSI Initiator.

1. In the iSCSI tab view, open the iSCSI Tasks menu and click Add iSNS Server.
The Add iSNS Server window opens.
Enter the IP address of the iSNS server.
Click OK.
4. Click OK when you have finished.
The cluster is created and displayed inside the management group.

5. Select the cluster to open the Clusters tab window.

Tracking cluster usage

The Use Summary, Volume Use and Node Use tabs provide detailed information about provisioning
of volumes and snapshots and space usage in the cluster. See “Ongoing capacity
management” on page 227 for information about the information reported on these tabs.
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B NOTE:

An overprovisioned cluster occurs when the total provisioned space of all volumes and snapshots is
greater than the physical space available on the cluster. This can occur when there are snapshot
schedules and/or thinly provisioned volumes associated with the cluster.

Editing a cluster

When editing a cluster, you can change the description, and add or remove storage nodes. You can
also edit or remove the virtual IP and iSNS servers associated with the cluster.

Prerequisite

You must log in to the management group before you can edit any clusters within that group.

Getting there
1. In the navigation window, select the cluster you want to edit.

2. Click Cluster Tasks and select Edit Cluster.

Adding a new storage node to an existing cluster

Add a new storage node to an existing cluster to expand the storage for that cluster.

B NOTE:

Adding a storage node to a cluster causes a restripe of the data in that cluster. A restripe may take
several hours or longer.

Adding a new storage node is not the same as replacing a repaired storage node with a new one.
It you have repaired a storage node and want to replace it in the cluster, see “Repairing a storage
node” on page 216.

Prerequisite
* Add the storage node to the management group that contains the existing cluster.

Storage nodes and cluster capacity

Be certain that the capacity of the storage node you add to the cluster matches, or is close to, the
capacity of those already in the cluster. All storage nodes in a cluster operate at a capacity equal to
that of the smallest capacity storage node. If you add a storage node with a smaller capacity, the
capacity of the entire cluster will be reduced.

While you can mix storage nodes with different RAID levels in a cluster, note that the capacity limitation
applies to the available capacity as determined by RAID, not the raw disk capacity.
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Example

If you have three storage nodes, two of which have a capacity of 1 terabyte, and one of which has
a capacity of 2 TB, all three storage nodes operate at the 1 TB capacity.

Adding storage to a cluster

1.
2.

o v s

Select the cluster in the navigation window.
Click Cluster Tasks and select Edit Cluster.

If there are no storage nodes in the management group available to add to the cluster, the Add
Nodes button will be greyed out.

Click Add Nodes.

Select one or more storage nodes from the list.
Click OK.

Click OK again in the Edit Clusters window.

A confirmation message opens, describing the restripe that happens when a storage node is
added to a cluster.

Click OK to finish adding the storage node to the cluster.

Removing a storage node from a cluster

You can remove a storage node from a cluster only if the cluster contains sufficient storage nodes to
maintain the existing volumes and their replication level. See “Guide for volumes” on page 238 for
details about editing volumes.

1. In the Edit Cluster window, select a storage node from the list.
2. Click Remove Nodes.
In the navigation window, that storage node moves out of the cluster, but remains in the
management group.
3. Click OK when you are finished.
B NOTE:

Changing the order of the storage node list causes a full cluster restripe.

Changing or removing the virtual IP

Anytime you add, change or remove the virtual IP address for iSCSI volumes, you are changing the
configuration that servers are using. You should re-balance the iSCSI sessions after making the change.

Preparing servers

* Quiesce any applications that are accessing volumes in the cluster.

Log off the active sessions in the iSCSI initiator for those volumes.
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Changing the virtual IP address

1.

2
3.
4

In the Edit Cluster window, click the iSCSI tab to bring it to the front.
Select the VIP you want to change.

Change the information in the Edit VIP and Subnet Mask window.
Click OK to return to the Edit Cluster window.

Removing the virtual IP address

You can only remove a VIP if there is more than one VIP assigned to the cluster.

1.
2.

Finishing up

1
2
3.
4

In the Edit Cluster window, click the iSCSI tab.
Select the VIP and click Delete.
A confirmation message opens.

Click OK to confirm the deletion.

Click OK when you are finished changing or removing the VIP.
Reconfigure the iSCSI initiator with the changes.
Reconnect fo the volumes.

Restart the applications that use the volumes.

Changing or removing an iSNS server

If you change the IP address of an iSNS server, or remove the server, you may need to change the
configuration that clients are using. Therefore, you may need to disconnect any clients before making
this change.

Preparing clients

* Quiesce any applications that are accessing volumes in the cluster.

Log off the active sessions in the iSCSI initiator for those volumes.

Changing an iSNS server

1.
2.

Select the iSNS server to change.
Click Edit.

The Edit iSNS Server window opens.
Change the IP address.

Click OK.

Deleting an iSNS server

1.

Select the iSNS server to delete.
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2. Click Delete.
A confirmation message opens.

3. Click OK.

Finishing up
1. Click OK when you are finished changing or removing an iSNS server.
2. Reconfigure the iSCSI initiator with the changes.
3. Reconnect to the volumes.
4

Restart the applications that use the volumes.

Troubleshooting a cluster

Auto Performance Protection monitors individual storage node health related to performance issues
that affect the volumes in the cluster.

Repairing a storage node provides a way to replace a failed disk in a storage node and minimize
the time required fo bring the storage node back to normal operation in the cluster with fully
resynchronized data.

Auto Performance Protection

If you notice performance issues in a cluster, a particular storage node may be experiencing slow
I/O performance, overload or latency issues. You can identify whether Auto Performance Protection
is operating by checking the storage server status on the storage node Details tab.

Auto Performance Protection is indicated by two unique statuses reported on the Details tab. You will
also receive alert notifications on these statuses.

* Storage Server Overloaded. The Overloaded status indicates that operations to the storage node
are completing too slowly. During the overloaded state, volume availability is maintained while
the storage node is quarantined in the cluster. While the storage node is quarantined it does not
participate in 1/O, which should relieve the performance degradation.

After the operations return to normal (in 10 minutes), the storage node is returned to active duty
and resynced with the data that has changed since its quarantine. Volumes that depend on this
storage node will then show “Resyncing” on the volume Details tab.

* Storage Server Inoperable. The Inoperable status indicates that the storage node is unable to repair
the slow 1/Os, which may indicate a potential hardware problem. Volumes that depend on this
storage node are unavailable. For information about how to determine volume availability, see
the section “Determining volume and snapshot availability” on page 51.

Rebooting the storage node may return the status to Normal.

Auto Performance Protection and the VSA

The VSA will not report the Overloaded status because there is no way to determine what may be
affecting I/O on the underlying hardware. However, the VSA can accurately report when 1/Os are
not completing, and can return the Inoperable status.

214 Working with clusters



Auto Performance Protection and other clusters

Auto Performance Protection operating on a storage node in one cluster will not affect performance
for other clusters in the management group.

Checking storage node status

You can easily identify whether Auto Performance Protection is active on a storage node in a cluster
with performance issues.

1. Select the affected storage node in the navigation window.

The storage node icon will be blinking in the navigation tree.

2. Check the Status line on the Details tab.

E HP LeftHand Networks Centralized Management Console g@

Eile  Find
7‘! Getting Started o Deteis | Feature Registration | awaiisbilty
(X" Configuration Summary N
B-m Available Nodes (2) ;| Storage hods H
B Chainsaw : l: : = ' Model: NSM4150
£ 13 Exchangs H - = .
= Sarvers 11 g Software Version: 800016590
s g:mi”‘s"a“m | Hostname: & Denver-2 MAC Address: 0019 B ES: 44,01
L3 H
-2 ExchLogs | 1P Address: 1006032 Raw Space: 408 TB
Performance Manitor g
=] Storage Modes (3) Site: tinassigned Usable Space: 31 TE
& Denver-1 A Lo . i :
H gged In User: acihin 1D LED: it on this hardware
7 Denver2|
& Derver-3 | RamD: Mormal, RAID 50
&) Wolumes (2) and Snagshots (107 ||
il Status: Storage Server Overloaded, Manager Mormal
[}E‘Z ExchangeHz g s o o
=) Management Group
Hame: Exchange
:| Manager: Normal Virtual Manager: Mo
Migrating Data: Mo

1. Status line

Figure 99 Checking the storage node status on the Details tab
If status is Storage Server Overloaded

Wait up to 10 minutes and check the status again. The status may return to Normal and the storage
node will be resyncing.

If status is Storage Server Inoperable

Reboot the storage node and see if it returns to Normal when it comes back up.

If these statuses recur

This may be an indication that the underlying hardware problem still exists.
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Repairing a storage node

Repairing a storage node allows you to replace a failed disk in a storage node that contains volumes
configured for 2-way or 3-way replication, and trigger only one resync of the data, rather than a
complete restriping. Resyncing the data is a shorter operation than a restripe.

Prerequisites
*  Volume must have 2-way or 3-way replication.
¢ Storage node must have the blinking red and yellow triangle in the navigation window.

* If the storage node is running a manager, stopping that manager must not break quorum.

How repair storage node works
Using Repair Storage Node to replace a failed disk includes the following steps:
¢ Using Repair Storage Node from the Storage Node Tasks menu to remove the storage node from
the cluster
* Replacing the disk in the storage node
* Returning the storage node to the cluster
Because of the replication level, removing and returning the storage node to the cluster would normally

cause the remaining storage nodes in the cluster to restripe the data twice—once when the storage
node is removed from the cluster and once when it is returned.

The Repair Storage Node command creates a placeholder in the cluster, in the form of a “ghost”
storage node. This ghost storage node keeps the cluster intact while you remove the storage node,
replace the disk, configure RAID, and return the storage node to the cluster. The returned storage
node only has to resynchronize with the other 2 storage nodes in the cluster.

Using the repair storage node command

When a storage node in a cluster has a disk failure, the navigation window displays the storage node
and the cluster with a blinking triangle next to them in the tree. An alert appears in the alert window,
and the Status label in the tab window shows the failure.

1. If the storage node is running a manager, stop the manager. See “Stopping
managers” on page 181.

2. Rightclick the storage node and select Repair Storage Node.
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3. From the Repair Storage Node window, select the item that describes the problem you want to

solve. Click More for more detail about each selection.

* Repair a disk problem
If the storage node has a bad disk, be sure to read “Replacing a disk” on page 80 before
you begin the process.

* Storage Node problem
Select this choice if you have verified that the storage node must be removed from the man-
agement group to fix the problem. For more information about using Repair Storage Node
with a disk replacement, see “Replacing disks” on page 328.

* Not sure

This choice allows you to confirm whether the storage node has a disk problem by taking
you directly to the Disk Setup window so that you can verify disk status. As in the first choice,
be sure plan carefully for a disk replacement.

4. Click OK.

The storage node leaves the management group and moves to the Available Nodes pool. A
placeholder, or “ghost” storage node remains in the cluster. It is labeled with the IP address

instead of the host name, and a special icon. %
5. Replace the disk in the storage node and perform any other physical repairs.

* Depending on the model, you may need to power on the disk and reconfigure RAID. See
“Replacing a disk” on page 80.
6. Return the repaired storage node to the management group.

The ghost storage node remains in the cluster.

B NOTE:

The repaired storage node will be returned to the cluster in the same place it originally occupied
to ensure that the cluster resyncs, rather than restripes. See Chapter 24 on page 347 for definitions
of restripe and resync.

7. [Optional] Start a the manager on the repaired storage node.
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To return the repaired storage node to the cluster

1. Right-click the cluster and select Edit Cluster window.

Edit Cluster ﬁ

General isCsl

Cluster Hame: |Lugs

Description: ”

Cluster Status: hormal
Cluster Type:  Stancard

Storage Modes in Cluster

Mutti-Site clusters reguire that you have the same number of storage nodes in each
site within the cluster.

@ HOTE: There is & ghost storage nods in this cluster. To avaid restriping the entire
cluster, exchange the placeholder node with & nevy or repaired node

Mame IP Address Site RAID Configuration|
% Denver-1 1006116 Unassigned RAID S
% 1006117 1006117 Unassighed Mot Availakle
@ Denver-3 1006032 Unassighed RAID 50
ES
W

Add MNodes.. Remove Nodes

Cancel
Figure 100 Exchanging ghost storage node

2. Select the ghost storage node (the IP address in the list) and click Exchange Node.

Exchange Node ﬁ

Exchange storage node: 1006117
With a node selected in the following table:

Mame P Address Site: RAID Configuration
%2 Denver-2 1006117 Unassigned

RAID 5

Cancel

Figure 101 Replacing the repaired storage node
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Select the repaired storage node to exchange for the ghost storage node and click OK.
The storage node returns to its original position in the cluster and volumes in the cluster proceed
to resync.

Edit Cluster

E3

General isCsl

Cluster Hame: |Lngs

Description: | ‘

Cluster Status: hormal

Cluster Type:  Standard

Storage Modes in Cluster:

Multi-Site clusters reguire that you have the same number of storage nodes in each

site within the cluster.

Mame IP Address Site: RAID Configuration)
%= Denver-1 10061 16 Lingssigned RAID S5
& Denver-2 1006147 Unassigned RAID S
@ Denver-3 1006032 Lnassigned RAID 50
Remove Nodes
cancel

Figure 102 Repaired storage node returns to proper place in cluster
Deleting a cluster

Volumes and snapshots must be deleted or moved to a different cluster before you can delete the
cluster. For more information, see “Deleting a volume” on page 243 and “Deleting a
snapshot” on page 261.
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12 Provisioning storage

The SAN/iQ software uses volumes and snapshots to provision storage to application servers and to
back up data for recovery or other uses. Before you create volumes or configure schedules to snapshot
a volume and related policies, plan the configuration you want for the volumes and snapshots.

Planning your storage configuration requires understanding how the capacity of the SAN is affected
by the RAID level of the platforms and the features of the SAN/iQ software.

For example, if you are provisioning storage for MS Exchange, you will be planning the number and
size of volumes you need for the databases and the log files. The capacity of the cluster that contains
the volumes and snapshots is determined by the number of storage nodes and the RAID level on them.

Understanding how the capacity of the SAN is used

The capacity of the SAN is a combination of factors.

¢ The first factor is the clustered capacity of the storage nodes which is determined by the disk ca-
pacity and the RAID level configured on the storage nodes.
See “Planning the RAID configuration” on page 67.

* The second factor is the effect of the replication level of the volumes and snapshots.
See “Planning data replication” on page 223.
¢ The third factor is the snapshot configuration, including schedules and retention policies.

See “Managing capacity using volume size and snapshots” on page 226.

*  The fourth capacity factor is the impact of using Remote Copy as part of your backup and recovery
strategy. Copying data to a remote cluster using remote snapshots, and then deleting that data
from the application cluster, allows you to free up space on the application cluster more rapidly.

See the chapter “Understanding and Planning Remote Copy” in the Remote Copy User Manual.

Provisioning storage
Provisioning storage with the SAN/iQ software entails first deciding on the size of the volume presented

to the operating system and to the applications. Next, decide on the configuration of snapshots,
including schedules and retention policies.
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Best practices

To take full advantage of the features of the HP LeftHand Storage Solution, use the appropriate
combination of RAID, volume and snapshot replication, and schedules to snapshot a volume and
related retention policies.

Table 44 Recommended SAN configurations for provisioning storage

RAID Replication Level
RAIDO 2-Way or 3-Way
RAID10 2Way

RAID5 2-Way

RAID6 2Way

Provisioning volumes

Configure volume size based on your data needs, how you plan to provision your volumes, and
whether you plan to use snapshots. The SAN/iQ software offers both full and thin provisioning for
volumes.

Table 45 Volume provisioning methods

Method Settings

. Volume size x replication level = amount of space allocated on the
Full provisioning SAN
Thin provisioning Volume size > amount of space allocated on the SAN

Full provisioning

Full provisioning reserves the same amount of space on the SAN as is presented to application servers.
Full provisioning ensures that the application server will not fail a write. When a fully provisioned
volume approaches capacity, you receive a warning that the disk is nearly full.

Thin provisioning

Thin provisioning reserves less space on the SAN than is presented to application servers. Use thin
provisioning when the application that is writing to the volume is effective at reusing disk space.
However, the SAN/iQ software warns you that the cluster is nearly full. You always know that a thin
volume may risk a write failure.

The SAN/iQ software allocates space as needed. However, thin provisioning carries the risk that an
application server will fail a write because the SAN has run out of disk space.

Best practice for setting volume size

Create the volume with the size that you currently need. Later, if you need to make the volume bigger,
increase the volume size in the CMC and then expand the disk on the server. In Microsoft Windows,
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you expand a basic disk using Windows Logical Disk Manager and Diskpart. For detailed instructions,
see “Changing the volume size on the server” on page 234.

Planning data replication

Data replication creates redundant copies of a volume on the SAN. You can create up to four copies
using 4-Way replication. Because these copies reside on different storage nodes, replication levels
are tied to the number of available storage nodes in a cluster.

The SAN/iQ software and the HP LeftHand Centralized Management Console provide flexibility
through two features when you are planning data replication.

* Replication levels allow you to choose how many copies of data you want to keep on the cluster.

*  Replication priority allows you to choose whether data availability or data redundancy is more
important in your configuration.

Replication level

Four replication levels are available depending upon the number of available storage nodes in the
cluster. The level of replication you choose also affects the Replication Priority you can set.

Table 46 Setting a replication level for a volume

With this number
of available stor-  Select this replication . .
X For this number of copies

age nodes in level

cluster

1 * None * 1 copy of data in the cluster. No replica is created.
* None * 1 copy of data in the cluster. No replica is created.

2 * 2Way * 2 copies of data in the cluster. One replica created.
* None * 1 copy of data in the cluster. No replica is created.

3 * 2Way * 2 copies of data in the cluster. One replica created
* 3Way * 3 copies of data in the cluster. Two replicas created.
* None * 1 copy of data in the cluster. No replica is created.
* 2Way * 2 copies of data in the cluster. One replica created

More than 3 . . .
* 3Way * 3 copies of data in the cluster. Two replicas created.
* 4-Way * 4 copies of data in the cluster. 3 replicas created.

How replication levels work

When you choose 2Way, 3-Way, or 4-Way replication, data is written to either 2, 3, or 4 adjacent
storage nodes in the cluster. The system calculates the actual amount of storage resources needed if
the replication level is greater than None.

2-way replication

A cluster with 4 storage nodes is configured for 2-Way replication. There have been 4 writes to the
cluster. Figure 103 illustrates the write patterns on the 4 storage nodes.
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Figure 103 Write patterns in 2-Way replication

3-Way replication

A cluster with 4 storage nodes is configured for 3-Way replication. There have been 4 writes to the
cluster. Figure 104 illustrates the write patterns on the 4 storage nodes.

Figure 104 Write patterns in 3-Way replication

4-Way replication

A cluster with 4 storage nodes is configured for 4-Way replication. There have been 4 writes to the
cluster. Figure 105 illustrates the write patterns on the 6 storage nodes.

Figure 105 Write patterns in 4-Way replication
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Replication priority

Set the replication priority according to your requirements for data availability or data redundancy
for the volume.

Redundancy Mode

Choose the redundancy mode if you require that the volume be replicated in order to be available.
The redundancy mode ensures fault-tolerance.

Availability Mode

Choose the availability mode (which is the default) if you want your data to be available even if it
cannot be replicated. The availability mode ensures that data may remain available to servers even
if a storage node becomes unavailable.

Table 47 Storage node availability and volume access by replication level and priority setting

Volume is available to a server with

a !arlorlty sefting | ond a replication level of:

of:
None 2-Way 3-Way 4-Way
1 of every 2 adjacent
storage nodes must )
be up. 1 ofevery 3 adja- | 4 ¢ every 4 adjo-
T All storage nodes . cent storage
Availability must be u Adjacent storage nodes must be cent storage nodes
P: nodes are those that v must be up.
are adjacent in the P:
cluster.
2 of every 3 adjo- .
All storage nodes cent storage 2 of every 4 adio-
Redundancy N/A must be u nodes must be cent storage nodes
P- op must be up.
A CAUTION:

A management group with 2 storage nodes and a Failover Manager is the minimum configuration
for automated fault tolerant operation. Although the SAN/iQ software allows you to configure 2-way
replication on 2 storage nodes, this does not guarantee data availability in the event that one storage
node becomes unavailable, due to the communication requirements between managers. See “Managers
overview” on page 171.

Best practice for setting replication levels and redundancy modes

For mission-critical data and using a 3-node cluster, choose 3-Way or 4-Way replication and
redundancy priority. This configuration sustains the first fault and ensures that the volume is redundant
and available.

If your volumes contain critical data, configure them for 2-Way replication and a priority of redundancy.
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Provisioning snapshots

Snapshots provide a copy of a volume for use with backup and other applications. You create
snapshots from a volume on the cluster.

Snapshots are always thin provisioned. Thin provisioning snapshots saves actual space in the SAN,
while letting you have more snapshots without the concern of running out of cluster space.

Snapshots can be used for multiple purposes, including:

*  Source volumes for data mining and other data use

*  Source volumes for creating backups

* Data or file system preservation before upgrading software
*  Protection against data deletion

* File-level restore without tape or backup software

Snapshots versus backups

Backups are typically stored on different physical devices such as tapes. Snapshots are stored in the
same cluster as the volume. Therefore, snapshots protect against data deletion, but not device or
storage media failure. Use snapshots along with backups to improve your overall data backup strategy.

At any time you can roll back to a specific snapshot. When you do roll back, you must delete all the
snapshots created after that snapshot. Also, using an iSCSI initiator, you can mount a snapshot fo a
different server and recover data from the snapshot to that server.

The effect of snapshots on cluster space

Snapshots take up space on the cluster. Because snapshots are a thin provisioned space, they save
space compared to a full provisioned space. Prior to this release, snapshots were full provisioned.

Plan how you intend to use snapshots, and the schedule and retention policy for schedules to snapshot
a volume. Snapshots record changes in data on the volume, so calculating the rate of changed data
in the client applications is important for planning schedules to snapshot a volume.

B NOTE:

Volume size, provisioning, and using snapshots should be planned together. If you intend to use
snapshots, review Chapter 14 on page 245.

Managing capacity using volume size and snapshots

How snapshots are created

When you create a snapshot of a volume, the original volume is actually saved as the snapshot, and
a new volume (the “writable” volume) with the original name is created to record any changes made
to the volume's data after the snapshot was created. Subsequent snapshots record only changes made
to the volume since the previous snapshot. Snapshots are always created as a thin provisioned space
no matter whether its original volume is full or thin provisioned.
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Volume size and snapshots

One implication of the relationship between volumes and snapshots is that the space used by the
writable volume can become very small when it records only the changes that have occurred since
the last snapshot was taken. This means that less space may be required for the writable volume.

Over time, you may find that space allocated for snapshots becomes larger and the volume itself
becomes relatively smalll.

Schedules to snapshot a volume and capacity

When you have schedules to snapshot a volume, the recurrence or frequency, and the retention policy
for the schedules affect the amount of space used in the cluster. For example, it is possible for a new
snapshot and one snapshot scheduled for deletion to coexist in the cluster for some period of time. If
there is not sufficient room in the cluster for both snapshots, the scheduled snapshot will not be created,
and the schedule will not continue until an existing snapshot is deleted. Therefore, if you want to retain
(n) snapshots, the cluster should have space for (n+1).

Deleting snapshots

Another factor to note in planning capacity is the fact that when a snapshot is deleted, that snapshot’s
data is added to the snapshot or volume directly above it (the next newer snapshot). The amount of
space allocated for the volume or snapshot directly above the deleted snapshot increases. The effect
of this data migration can be seen in the Max Provisioned Space and Used Space columns on the
Volume Usage tab of the cluster. See “Ongoing capacity management” on page 227 for detailed
information about reviewing capacity.

Ongoing capacity management

One of the critical functions of managing a SAN is monitoring usage and capacity. The CMC provides
detailed information about overall cluster capacity and usage, as well as detail about provisioning
and storage node capacity.

Number of volumes and snapshots

For information about the recommended maximum number of volumes and snapshots that can be
created in a management group, see “Configuration summary overview” on page 174 .

Reviewing SAN capacity and usage

You can review detailed information about the capacity of your cluster, the volumes it contains, and
the provisioning of the storage nodes in the cluster. This information is presented in a series of tab
windows presented at the cluster level.
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Figure 106 Cluster tab view

Cluster use summary

The Use Summary window presents information about the total space available in the cluster, the
amount of space provisioned for volumes and snapshots, and how much of that space is currently
used by volumes and snapshots.
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Figure 107 Reviewing the Use Summary tab

In the Use Summary window, the Storage Space section reflects the space available on the storage
nodes in the cluster. Storage space is broken down as shown in Table 48.

Table 48 Information on the Use Summary tab

Category Description

Table information

Storage space

Total Combined space available in the cluster for storage volumes and snapshots.
Amount of space allocated for storage, including both volumes and snapshots.

Provisioned This value increases as snapshots are taken, or as a thinly provisioned volume
grows.
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Category

Description

Not provisioned

Amount of space remaining in the cluster that has not been allocated for storage.
This value decreases as volumes and snapshots are created, or as thinly provi-
sioned volumes grow.

Provisioned space

Amount of space allocated for volumes. For fully provisioned volumes, this is the

Volumes size x the replication level. For thinly provisioned volumes, the amount of space
allocated is determined by the system.
Amount of space allocated for snapshots and temporary space, if required. This

Snapshots value is zero until at least one snapshot has been created. If all snapshots are
deleted, this value returns to zero.

Total Sum of the space allocated for volumes, snapshots, and temporary space.

Used space

1

Volumes Actual amount of space used by volumes.

Snapshots Actual amount of space used by snapshots, including temporary space.

Tofal Total of space used by volumes and snapshots. For more information, see Meas-

uring disk capacity and volume size (page 233).

Saved space

Thin provisioning

The space saved by thin provisioning volumes. This space is calculated by the
system.

SmartClone feature

Space saved by using SmartClone volumes is calculated using the amount of data
in the clone point. Only as data is added to an individual SmartClone volume
does it consume space on the SAN.

Total

Approximate total amount of space saved by using thin provisioning and Smart-
Clone volumes.

Graph information

Provisioned for volumes

Amount of space allocated for volumes. For fully provisioned volumes, this is the
size x the replication level. For thinly provisioned volumes, the amount of space
allocated is determined by the system.

Provisioned for snapshots

Amount of space allocated for snapshots and temporary space, if required. This
value is zero until at least one snapshot has been created. If all snapshots are
deleted, this value returns to zero.

Not provisioned

Amount of space remaining in the cluster that has not been allocated for storage.
This value decreases as volumes and snapshots are created, or as thinly provi-
sioned volumes grow.

Total space

Combined space available in the cluster for storage volumes and snapshots.
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Category

Description

Max provisioned space

Total space that volumes and snapshots can grow to fill. Note: In the case of
overprovisioning, this value can exceed the physical capacity of the SAN.

The used space decreases when you delete volumes, snapshots or temporary space from the SAN. The Cluster Summary
Used Space can also decrease when a volume is moved. Deleting files or data from client applications does not decrease the

used space.

Volume use summary

The Volume Use window presents detailed information about the volume characteristics that affect the
utilization of the cluster. The table lists the volumes and snapshots, and the space and utilization totals

for the cluster.

Table 49 Information on the Volume Use tab

Category Description

Name Name of the volume, snapshot or cluster.
Size of the volume or snapshot presented to the server. In the case of snapshots, the size is

Size automatically determined, and is set to the size of the parent volume at the time the snapshot
was created.

Replication Choices include None, 2Way, 3-Way, or 4-Way. Snapshots inherit the replication level of

level the parent volume.
Volumes can be either full or thin provisioned. Snapshots are always thin provisioned, unless
you are viewing a fully provisioned snapshot in SAN/iQ software version 6.6 or earlier. The
Provisioning Type column also details space saving options for the different types of volumes
and snapshots you can create on the SAN, as shown in Figure 108 on page 231. The space
calculations take into account both the type of volume and the replication level of the volume
or snapshot. Use this information to help you manage space use on the SAN.

Provisioni * Thin provisioning saves space on the SAN by only allocating a fraction of the configured

rovisioning volume size. Therefore, the space saved on the SAN is reflected in this column. As data
type is added to the volume, thin provisioning grows the allocated space. You can expect to

see the space saved number decrease as data on the volume increases.

*  Full provisioning allocates the full amount of space for the size of the volume. Reclaimable
space is the amount of space that would be on the SAN if this fully provisioned volume
was changed to thinly provisioned.

The totals at the cluster level, shown at the bottom of the list, show the total for both saved
and reclaimable space.
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Category

Description

Provisioned
space

The provisioned space is the amount of space reserved for data on the SAN. Temporary
space is space used by applications and operating systems that need to write to a snapshot
when they access it. Figure 109 on page 232 shows temp space that can be deleted or con-
verted to a volume.

*  Full provisioned volumes display the entire amount of allocated space in this column,
which is the volume size times the replication level. For example, 10 GB size x 2-Way
replication results in 20 GB of provisioned space.

¢ Thin provisioned volumes allocate a fraction of the total amount of space planned. The
provisioned space increases as needed, up fo the maximum provisioned space or until
the cluster is full.

* Snapshots are automatically thin provisioned. The provisioned space is that which is al-
located when the snapshot is created. The amount of provisioned space can change as
snapshots are deleted.

* The temporary space is equal to the size of the snapshot. For example, if a snapshot size
equals 2 GB, the temporary space is also 2 GB.

Max
provisioned
space

The total amount of space which can be allocated for the volume, assuming there is enough
space in the cluster.

*  Full provisioned volumes - this is the same as provisioned space described above.

¢ Thin provisioned volumes - this total reflects the size of the volume times the replication
level.

* Snapshots - this value is the same as snapshot provisioned space, unless there is temporary
space for the snapshot. In that case, the temporary space is also reflected in this total.

Used space

Amount of space used by actual data in the volume or snapshot. Used space only decreases
when you delete volumes, snapshots or temporary space from the SAN. The total of cluster
used space may decrease if volumes are deleted or moved to a different cluster. Deleting
files or data from client applications does not decrease the used space. For more information,
see “Measuring disk capacity and volume size” on page 233.

Utilization

Percentage of the Max Provisioned Space that has been written to. This value is calculated

by dividing the Used Space by the Max Provisioned Space.
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Figure 109 Provisioned space shows temp space used

Node use summary

The Node Use window presents a representation of the space provisioned on the storage nodes in
the cluster.
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Figure 110 Viewing the Node Use tab

Table 50 Information on the Node Use tab

Category Description

Name Hostname of the storage node.

Total amount of disk capacity on the storage node. The raw space column also shows
the effect of putting storage nodes of different capacities in the same cluster. For ex-
ample, in Figure 111 on page 233, Denver-3 shows the raw space value in bold and
the note that some storage space is stranded. Stranded storage occurs when storage

Raw space nodes in a cluster are not all the same capacity. Storage nodes with greater capacity
will only operate fo the capacity of the lowest capacity storage node in the cluster. The
remaining capacity is considered stranded and the Raw Space column shows a bolded
value for the higher-capacity storage nodes. The stranded storage space can be re-
claimed by equalizing the capacity of all the nodes in the cluster.

RAID configuration ~ RAID level configured on the storage node.
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Category Description

Usable space Space available for storage after RAID has been configured.

Provisioned space Amount of space allocated for volumes and snapshots.

Amount of space consumed by volume or snapshot data on this storage node. This

value never decreases, though the actual space available may grow and shrink as
Used space . . . ! X Y
data is manipulated through a file system, if one is configured on the volume. For more
information, see “Measuring disk capacity and volume size” on page 233.
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1. Denver-3 with stranded storage space

Figure 111 Stranded storage in the cluster

Measuring disk capacity and volume size

All operating systems that are capable of connecting to the SAN via iSCSI interact with two disk

space accounting systems—the block system and the native file system (on Windows, this is usually
NTFS).

Table 51 Common native file systems

os File System Names
Windows NTFS, FAT

Linux EXT2, EXT3
Netware NWFS

Solaris UFS

VMWare VMFS

Block systems and file systems

Operating systems see hard drives (both directly connected [DAS] and iSCSI connected [SAN]) as
abstractions known as “block devices”: arbitrary arrays of storage space that can be read from and
written to as needed.

Files on disks are handled by a different abstraction: the file system. File systems are placed on block
devices. File systems are given authority over reads and writes to block devices.

iSCSI does not operate at the file system level of abstraction. Instead, it presents the iSCSI SAN volume
to an OS such as Microsoft Windows as a block device. Typically, then, a file system is created on
top of this block device so that it can be used for storage. In contrast, an Oracle database can use
an iSCSI SAN volume as a raw block device.
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Storing file system data on a block system

The Windows file system treats the iSCSI block device as simply another hard drive. That is, the block
device is treated as an array of blocks which the file system can use for storing data. As the iSCSI
initiator passes writes from the file system, the SAN/iQ software simply writes those blocks into the
volume on the SAN. When you look at the CMC, the used space displayed is based on how many
physical blocks have been written for this volume.

When you delete a file, typically the file system updates the directory information which removes that
file. Then the file system notes that the blocks which that file previously occupied are now freed.
Subsequently, when you query the file system about how much free space is available, the space
occupied by the deleted files appears as part of the free space, since the file system knows it can
overwrite that space.

However, the file system does not inform the block device underneath (the SAN/iQ volume) that there
is freed up space. In fact, no mechanism exists to transmit that information. There is no SCSI command
which says “Block 198646 can be safely forgotten.” At the block device level, there are only reads
and writes.

So, to ensure that our iSCSI block devices work correctly with file systems, any time a block is written
to, that block is forever marked as allocated. The file system reviews its “available blocks” list and
reuses blocks that have been freed. Consequently, the file system view (such as Windows Disk
Management) may show you have X amount of free space, and the CMC view may show the Used

Space as 100% used.

A CAUTION:

Some file systems support 'defragmenting' which essentially re-orders the data on the block device.
This can result in the SAN allocating new storage to the volume unnecessarily. Therefore, do not
defragment a file system on the SAN unless the file system requires it.

Changing the volume size on the server

A CAUTION:

Decreasing the volume size is not recommended. If you shrink the volume in the CMC before shrinking
it from the server file system, your data will be corrupted or lost.

When you increase the size of the volume on the SAN, you must also increase the corresponding
volume, or LUN, on the server side.

Increasing the volume size in Microsoft Windows

After you have increased the volume size on the SAN, you must next expand the Windows partition
to use the full space available on the disk.

Windows Logical Disk Manager, the default disk management program that is included in any
Windows installation, uses a tool called Diskpart.exe to grow volumes from within Windows.
Diskpart.exe is an interactive command line executable which allows administrators to select and
manipulate disks and partitions. This executable and its corresponding documentation can be
downloaded from Microsoft if necessary.

Follow the steps below to extend the volume you just increased in the SAN.
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Launch Windows Logical Disk Manager to rescan the disk and present the new volume size.
Open a Windows command line and run diskpart.exe.

List the volumes that appear to this host by typing the command I i st vol ume.

A e

Select the volume to extend by typing sel ect vol une # (where # is the corresponding number
of the volume in the list).

5. Enter ext end to grow the volume to the size of the full disk that has been expanded.
Notice the asterisk by the volume and the new size of the volume. The disk has been extended

and is now ready for use.

All of the above operations are performed while the volumes are on-line and available to users.

Increasing the volume size in other environments

Some environments use alternative tools, such as Dell Array Manager and VERITAS Volume Manager.
Both of these disk management tools use a utility called Extpart.exe instead of Diskpart.exe. Extpart.exe
commands are similar to those of Diskpart.exe. The only major difference is that instead of selecting
the volume number, as in Diskpart.exe, you select the drive letter instead. Extpart.exe and corresponding
documentation can be downloaded from www.dell.com.

Changing configuration characteristics to manage space
Options for managing space on the cluster include

* Changing snapshot retention—retaining fewer snapshots requires less space

* Changing schedules to snapshot a volume—taking snapshots less frequently requires less space
* Deleting volumes or moving them to a different cluster

¢ Deleting snapshot temporary space

B NOTE:

Deleting files on a file system does not free up space on the SAN volume. For more information, see
“Block systems and file systems” on page 233. For file-level capacity management, use application or
file system-level tools.

Snapshot temporary space

When you mount a snapshot, additional space can be created in the cluster for use by applications
and operating systems that need to write to the snapshot when they access it. This additional space
is called the temporary space. For example, MS Windows performs a write when the snapshot is
mounted via iSCSI. Microsoft Volume Shadow Copy Service (VSS) and other backup programs write
to the snapshot when backing it up.

The amount of temporary space initially provisioned on the SAN is minimal. However, if you do write
data to the snapshot, it goes to the temporary space, which then grows as necessary to accommodate
the amount of data written. You can see how much temporary space is being used for a snapshot on
the Volume Use tab in the Cluster tab window.
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Managing snapshot temporary space

You can manage the temporary space two ways — delete it or convert it to a volume.

Delete the space to free up space on the cluster

The additional temporary space is deleted when the snapshot is deleted. If you need to free up the
extra space before the snapshot is deleted, you can do so manually in the CMC or through your
snapshot scripts. The next time an application or operating system accesses the snapshot, a new,
empty temporary space is created.

For instructions to delete snapshot temporary space, see “Delete the temporary space” on page 253.

Convert temporary space to a volume

If you have written data to a mounted snapshot and you need to permanently save or access that
data, you can convert the temporary space to a volume. That volume will contain the original snapshot
data plus any additional data written after the snapshot was mounted.

For instructions to convert snapshot temporary space, see “Convert the temporary space” on page 253.
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13 Using volumes

A volume is a logical entity that is made up of storage on one or more storage nodes. It can be used
as raw data storage or it can be formatted with a file system and used by a host or file server. Create
volumes on clusters that contain one or more storage nodes.

Before creating volumes, plan your strategies for using the volume: how you plan to use it, its size,
how servers will access it, and how you will manage backups of the data, whether through Remote
Copy or third-party applications, or both.

Volumes and server access

After you create a volume, assign it fo one or more servers to provide access to volumes by application
servers. For detailed information, see Chapter 17 on page 289.

Prerequisites

Before you create a volume, you must have created a management group and at least one cluster.
For more information, see the following:

Chapter 9 on page 171

* “Creating additional clusters” on page 209

Planning volumes

Planning volumes takes into account multiple factors.

How many volumes do you need?

What type of volume are you creating - primary or remote?
What size do you want the volume to be?

Do you plan to use snapshots?

Do you plan to use data replication?

Do you plan to grow the volume or to keep it the same size?

B NOTE:

If you plan to mount file systems, create a volume for each file system you plan to mount. Then grow
each file system independently.

Planning how many volumes

For information about the recommended maximum number of volumes and snapshots that can be
created in @ management group, see “Configuration summary overview” on page 174.
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Planning volume types

*  Primary volumes are volumes used for data storage.

* Remote volumes are used as targets for Remote Copy for business continuance, backup and recov-
ery, and data mining/migration configurations. See the Remote Copy User Manual for detailed
information about remote volumes.

* A SmartClone volume is a type of volume that is created from an existing volume or snapshot.
SmartClone volumes are described in Chapter 15 on page 263.

Guide for volumes

When creating a volume, you define the following characteristics.

Table 52 Characteristics for new volumes

Configur-
able for
Volume char- . .
. Primary or What it means
acteristic
Remote
Volume
Basic Tab
The name of the volume that is displayed in the CMC. A volume name is from
1 to 127 characters and is case sensitive. The volume name cannot be
Volume Name ~ Both X ) !
changed. You can enable and customize a default naming convention for
volumes. See “Setting naming conventions” on page 34 for more information.
Description Both [Optional] A description of the volume.
The logical block storage size of the volume. Hosts and file systems operate
as if storage space equal to the volume size is available in the cluster. This
volume size may exceed the true allocated disk space on the cluster for data
Size Primary storage, which facilitates adding more storage nodes to the cluster later for
seamless storage growth. However, if the volume size does exceed true alloc
ated disk space, the ability to make snapshots may be impacted. See Chapter
14 on page 245. Remote volumes contain no data and so do not have a size.
[Optional] Servers are set up in the management group to connect application
Servers Both hosts to volumes. Select the server that you want to have access fo the volume
you are creating.
Advanced Tab
If the management group contains more than one cluster, you must specify
Cluster Both . .
the cluster on which the volume resides.
Default value = 2. The number of copies of the data to create on storage
- nodes in the cluster. The replication level is, at most, the number of storage
Replication . . . D
Level Both nodes in the cluster or 4, whichever is smaller. If you select a replication level

of None, the replication priority is not used. See “Planning data replica-
tion” on page 223.
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Volume char-
acteristic

Replication Pri-
ority

Configur-
able for
Primary or
Remote
Volume

Both

What it means

Default value = Availability

Availability — These volumes remain available as long as at least one
storage node out of every n (n = replication level-adjacent storage nodes)
remains active. When the unavailable storage node returns to active status
in the cluster, then the volume re-synchronizes across the replicas.

Redundancy —This setting ensures that the volume becomes unavailable
if it cannot maintain 2 replicas. For example, if 2-way replication is selec-
ted, and a storage node in the cluster becomes unavailable, thereby pre-
venting 2-way replication, the volume becomes unavailable until the storage
node is again available.

Type

Both

Default value = Primary

Primary volumes are used for data storage.

Remote volumes are used for configuring Remote Copy for business con-
tinuance, backup and recovery, or data mining/migration.

Provisioning

Primary

Default value = Full

Fully provisioned volumes are the same size on the SAN as the size
presented to the application server.

Thinly provisioned volumes have less space reserved on the SAN than the
size presented to the application server. As data is stored on the volume,
the SAN/iQ software automatically increases the amount of space alloc

ated on the SAN.

The SAN/iQ software allocates space as needed. However, thin provisioning
carries the risk that an application server will fail a write because the SAN
has run out of disk space.

Creating a volume

A volume resides on the storage nodes contained in a cluster. You can easily create a basic volume,
or customize the Advanced settings. Both options are described in the following steps.

1.
2.

Log in fo the management group in which you want to create a volume.

In the navigation window, select the cluster in which you want to create a volume.

3. Click Cluster Tasks and select New Volume.

Creating a basic volume

You can create a basic volume simply by entering a name and a size for the volume.

1.

2
3.
4

Enter a name for the volume.

[Optional] Enter a description of the volume.
Designate a size for the volume.

[Optional] Assign a server to the volume.
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5. Click OK.

The SAN/iQ software creates the volume. The volume is selected in the navigation window and
the Volume tab view displays the Details tab.

To set advanced characteristics for a volume, continue on the Advanced tab of the New Volume
window.

Configuring advanced volume settings [optional]
Set additional characteristics for a volume in the Advanced tab in the New Volume window. Advanced
settings include the following:
¢ Cluster (changing the cluster is typically used to migrate volumes to a different cluster at some later
time)
*  Replication level
* Replication priority
* Volume type
*  Provisioning

Descriptions of these characteristics are found in Table 52 on page 238.

Configuring advanced volume settings

Configure the Advanced settings when you create the new volume if you do not want to use the default
settings.

1. Click the Advanced tab on the New Volume window.

2. Change the desired characteristics and click OK when you are finished.

B NOTE:

The system automatically factors replication levels into the settings. For example, if you create a 500
GB volume and the replication level is 2, the system automatically allocates 1,000 GB for the volume.

Editing a volume

When editing a primary volume, you can change the description, size, and advanced characteristics
such as the cluster, replication level, replication priority, type and provisioning.

B NOTE:

Moving the volume to a different cluster requires restriping the data in both clusters. Restriping can
take hours, or even days.

Table 53 Requirements for changing volume characteristics

ltem Requirements for Changing

Description Must be from O to 127 characters.
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ltem

Server

Requirements for Changing

Server must have already been created in the management group.

Cluster

The target cluster must
* Reside in the same management group.

* Have sufficient storage nodes and unallocated space for the size and replication level of
the volume being moved.

* Use a Virtual IP if the originating cluster has a Virtual IP

The volume resides on both clusters until all of the data is moved to the new cluster. This

causes a restripe of the data on both clusters. For example, you restructure your storage and

create an additional cluster. You want to migrate an existing volume to the new cluster as

part of the restructuring.

Replication
Level

The cluster must have sufficient storage nodes and unallocated space to support the new
replication level. For example, you just added more storage to a cluster and have more ca-
pacity. You decide to change the replication level for a volume from O to 2 to ensure you
have redundancy for your data.

Replication
Priority

To change the replication priority, the replication level must support the change. You can al-
ways go from Redundancy fo Availability. However, you cannot go from Availability to Re-
dundancy unless a sufficient number of storage nodes in the cluster are available. For example,
if you have 2-way replication with 3 storage nodes in the cluster, you can change from
Availability to Redundancy if all the storage nodes in the cluster are available. You can use
Redundancy to ensure data integrity if you know you are going to take a cluster offline. Re-
dundancy ensures that when any one storage node goes offline then the volume becomes
unavailable in order to protect the data.

Size

To increase the size of the volume:
* If you have enough free space in the cluster, simply enter the new size

* If you do not have enough free space in the cluster, delete volumes and/or snapshots, or
add a storage node to the cluster

To decrease the size of the volume
¢ If the volume has been or is mounted by any operating system, you must shrink the file
system on the volume before shrinking the volume in the CMC.

*  You also should not decrease the size of the volume below the size needed for data cur-
rently stored on the volume.

A CAUTION:

Decreasing the volume size is not recommended. If you shrink the volume in the CMC before shrinking
it from the server file system, your data will be corrupted or lost.

To edit a volume
1.

2,

In the navigation window, select the volume you want to edit.

Click Volume Tasks and select Edit Volume.

The Edit Volume window opens.

Changing the volume description

1.

In the Description field, edit the description.
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2. Click OK when you are finished.

Changing the cluster

Requirement

Either before or after changing the cluster, you must stop any applications that are accessing the
volume and log off all associated iSCSI sessions.

Even if using the HP LeftHand DSM for MPIO, log off the volumes from the server, add the VIP or the
individual IP addresses of the storage nodes in the other cluster, discover and mount volumes.

1. On the Edit Volume window, select the Advanced tab.

bl

In the Cluster drop-down list, select a different cluster.
Click OK.

o

Changing the replication level

1. In the Replication Level drop-down list, select the level of replication you want.
2. Click OK when you are finished.

Changing the replication priority
1. Select the replication priority you want.

2. Click OK when you are finished.

Changing the size

1. In the Size field, change the number and change the units if necessary.
2. Click OK when you are finished.

A CAUTION:

Decreasing the volume size is not recommended. If you shrink the volume in the CMC before shrinking
it from the server file system, your data will be corrupted or lost.

Making an unavailable redundancy volume available

If a storage node becomes unavailable and needs to be repaired or replaced, and a replicated
volume that is configured for redundancy becomes unavailable to servers, the following procedure
allows you to return the volume to fully operational status.

1. Stop any applications that are accessing the volume and log off all associated iSCSI sessions.
2. Select the volume in the navigation window.

3. Right-click and select Edit Volume.

4. On the Advanced tab, change the Replication Priority from Redundancy to Availability.

The Replication Level must be 2 or greater.
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5. Use the Repair Storage Node procedure, described in “Repairing a storage node” on page 216.

6. Reconnect the iSCSI sessions and restart the applications that access the volume.

Deleting a volume

Delete a volume to remove that volume's data from the storage node and make that space available.
Deleting a volume also deletes all the snapshots underneath that volume, except for clone points and
shared snapshots. For more information, see “Clone point” on page 272 and “Shared snapshot

" on page 274.

A CAUTION:

Deleting a volume permanently removes that volume’s data from the storage node.

Prerequisites
* Stop any applications that are accessing the volume and log off all associated iSCSI sessions

New in release 8.0

Deleting a volume automatically deletes all associated snapshots except those that are clone points
or shared snapshots as part of a SmartClone volume configuration. Releases before 8.0 required alll
associated snapshots to be deleted manually before deleting the volume.

To delete the volume
1. In the navigation window, select the volume you want to delete.

The Volume tab window opens.

2. Click Volume Tasks and select Delete Volume.
A confirmation window opens.

3. Click OK.

The volume is removed from the cluster.
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To delete multiple volumes

1. In the navigation window, select Volumes and Snapshots.
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Figure 112 Viewing multiple volumes and snapshots

2. Shift+click or Ctrl+click to select the volumes and snapshots you want to delete.
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Figure 113 Deleting multiple volumes in one operation
3. Rightclick and select Delete Volumes.

A warning message opens, asking you to verify that you want to delete the volumes and all the
data on them.

4. Select the check box to confirm the deletion and click Delete.

. The volumes, their associated snapshots (except for clone points and shared snapshots) are
deleted from the cluster.

244 Using volumes



14 Using snapshots

Using snapshots overview

Snapshots are a copy of a volume for use with backup and other applications. Snapshots are one of
the following types:

* Application-managed — Snapshot of a volume that is taken while the application that is serving
that volume is quiesced. Because the application is quiesced, the data in the snapshot is consistent
with the application's view of the data. That is, no data was in flight or cached waiting to be
written. This type requires the use of the HP LeftHand P4000 VSS Provider (VSS Provider). For
more information, see “Requirements for application-managed snapshots” on page 248.

*  Pointin-time consistent — Snapshots that are taken at a specific point in time, but an application
writing to that volume may not be quiesced. Thus, data may be in flight or cached and the actual
data on the volume may not be consistent with the application's view of the the data.

Snapshots versus backups

Backups are typically stored on different physical devices, such as tapes. Snapshots are stored in the
same cluster as the volume. Therefore, snapshots protect against data deletion, but not device or
storage media failure. Use snapshots along with backups to improve your overall data backup strategy.

Prerequisites
Before you create a snapshot, you must create a management group, a cluster, and a volume to
receive it. Use the Management Groups, Clusters and Volumes wizard to create them.
For information, see
e “Creating a management group” on page 177
¢ “Creating additional clusters” on page 209
* Creating a volume (page 239)
*  “The effect of snapshots on cluster space” on page 226

Using snapshots

You create snapshots from a volume on the cluster. At any time you can roll a volume back to a
specific snapshot. You can mount a snapshot to a different server and recover data from the snapshot
to that server. You can also create a SmartClone volume from a snapshot.

Snapshots can be used for these cases:

* Source for creating backups
* Data or file system preservation before upgrading software
* Protection against data deletion

* File-level restore without tape or backup software
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*  Source volumes for data mining, test and development, and other data use.

Best practice: use SmartClone volumes. See Chapter 15 on page 263 .

Single snapshots versus scheduled snapshots

Some snapshot scenarios call for creating a single snapshot and then deleting it when it is no longer
needed. Other scenarios call for creating a series of snapshots up to a specified number or for a
specified time period, after which the earliest snapshot is deleted when the new one is created
(snapshots created from a schedule).

For example, you plan to keep a series of daily snapshots for one week, up to five snapshots. After
creating the sixth snapshot, the earliest snapshot is deleted, thereby keeping the number of snapshots
on the volume at five.

Guide for snapshots

Review “Planning volumes” on page 237 to ensure that you configure snapshots correctly. When
creating a snapshot, you define the following characteristics or options.

Table 54 Snapshot characteristics

Snapshot Parameter What it means

This option quiesces VSS-aware applications on the server before SAN/iQ creates
the snapshot. This option requires the use of the VSS Provider. For more inform-
ation, see “Requirements for application-managed snapshots” on page 248. If
the VSS Provider is not installed, SAN/iQ will let you create a point-in-time
consistent snapshot (not using VSS).

Application-managed
Snapshot

The name of the snapshot that is displayed in the CMC. A snapshot name must
be from 1 to 127 characters and is case sensitive. Snapshots have a default
naming convention enabled when the CMC is installed. You can change or
disable this naming convention. See “Setting naming conventions” on page 34
for information about this naming convention. The following are illegal characters:

v,
’ LA

Snapshot Name

Description (Optional) A description of the snapshot.

Assign and Unassign Serv-

ors (Optional) Configure server access to the snapshot.

Planning snapshots

When planning to use snapshots, consider their purpose and size. If you are planning to use schedules
to snapshot a volume, see “Storage nodes and cluster capacity” on page 211 and Table 55 on page
246 for approximate data change rates for some common applications.

Table 55 Common applications’ daily change rates

Application Daily Change Rates
Fileshare 1-3%
Email/Exchange 10-20%
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Application Daily Change Rates

Database 10%

B NOTE:

When considering the size of snapshots in the cluster, remember that the replication level of the volume
is duplicated in the snapshot.

Source volumes for tape backups

Best practice

Plan to use a single snapshot and delete it when you are finished. Consider the following question in
your planning.

* s space available on the cluster to create the snapshot?
Data preservation before upgrading software

Best practice

Plan to use a single snapshot and delete it when you are finished. Consider the following questions
in your planning.

* s space available on the cluster to create the snapshot?
Automated backups

Best practice

Plan to use a series of snapshots, deleting the oldest on a scheduled basis. Consider the following
questions in your planning.

* s space available on the cluster to create the snapshots?

* What is the optimum schedule and retention policy for this schedule to snapshot a volume? See
“Planning snapshots” on page 246 for the average daily change rates for some common applica-
tions.

For example, if you are using these backups as part of a disaster recovery plan, you might
schedule a daily snapshot of the volume and retain 7 copies. A second schedule would run weekly
and retain 5 copies. A third schedule would run monthly and keep 4 copies.

Planning how many snapshots

For information about the recommended maximum number of volumes and snapshots that can be
created in a management group, see “Configuration summary overview” on page 174 and Chapter

9 on page 171.
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Creating a snapshot

Create a snapshot to preserve a version of a volume at a specific point in time. For information about
snapshot characteristics, see “Guide for snapshots” on page 246.

1.

N o v oa

Log in to the management group that contains the volume for which you want to create a new
snapshot.

Right-click on the volume and select New Snapshot.

If you want to use VSS to quiesce the application before creating the snapshot, select the
Application-Managed Snapshot option.

This option requires the use of the VSS Provider. For more information, see “Requirements for
application-managed snapshots” on page 248. If the VSS Provider is not installed, SAN/iQ will
let you create a point-in-time consistent snapshot (not using VSS).

This option quiesces VSS-aware applications on the server before SAN/iQ creates the snapshot.
The system fills in the Description and Servers fields automatically.

Type a name for the snapshot.

(Optional) Enter a description of the snapshot.

(Optional) Assign a server to the snapshot.

Click OK when you are finished.

B NOTE:

In the navigation window, snapshots are listed below the volume in descending date order, from
newest fo oldest.

Requirements for application-managed snapshots

For single snapshots, you can create application-managed snapshots. Application-managed snapshots
use the VSS Provider to quiesce VSS—aware applications before creating the snapshot. The following
are required for application-managed snapshots:

SAN/iQ version 8.0 or later
CMC or ClI latest update

HP LeftHand P4000 Solution Pack, specifically the HP LeftHand P4000 VSS Provider (latest update)
installed on the application server (refer to the HP LefftHand P4000 Windows Solution Pack User
Manual)

Management group authentication set up for the VSS Provider (refer to the HP LeftHand P4000
Windows Solution Pack User Manual)

Application on the server that is VSS-aware
Server set up in SAN/iQ with iSCSI connection (see Chapter 17 on page 289)

Creating an application-managed snapshot using SAN/iQ is the same as creating any other snapshot.
However, you must select the Application-Managed Snapshot option. For information about creating
snapshots, see “Creating a snapshot” on page 248.
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Creating snapshots for volume sets

The snapshot creation process for application-managed snapshots differs only when an application
has associated volumes. Associated volumes are two or more volumes used by an application (volume
set).

For example, you may set up Exchange to use two volumes to support a StorageGroup: one for
mailbox data and one for logs. Those two volumes make a volume set.

When you create an application-managed snapshot of a volume in a volume set, the CMC recognizes
that the volume is part of a volume set. SAN/iQ then prompts you to create a snapshot for each
volume in the volume set. This creates a snapshot set that corresponds to the volume set. A future
release will identify snapshot sets in the CMC.

B NOTE:

After you create snapshots for a volume set, typically you do not want to delete individual snapshots
from the snapshot set. You want to keep or delete all snapshots for the volume set. If you need to roll
back to a snapshot, typically you want to roll back each volume in the volume set fo its corresponding
snapshot.

The procedure below assumes that you select a volume that is part of a volume set for the snapshot.

1. log in to the management group that contains the volume for which you want to create a new
snapshot.

Right-click on the volume and select New Snapshot.
3. Select the Application-Managed Snapshot option.

This option requires the use of the VSS Provider. For more information, see “Requirements for
application-managed snapshots” on page 248.

This option quiesces VSS-aware applications on the server before SAN/iQ creates the snapshot.
The system fills in the Description and Servers fields automatically. You cannot edit them.
4. Type a name for the snapshot.

Click OK.

The New Snapshot — Associated Volumes window opens with a list of all volumes in the volume
set.

6. (Optional) Edit the Snapshot Name for each snapshot.

B NOTE:

Be sure to leave the Application-Managed Snapshots option selected. This option maintains the
association of the volumes and snapshots and quiesces the application before creating the
snapshots. If you deselect the option, the system creates a point-in-time consistent snapshot of
each volume listed.

7. Click Create Snapshots to create a snapshot of each volume.

The snapshots all display in the CMC. A future release will identify snapshot sets in the CMC.
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Editing a snapshot

You can edit both the description of a snapshot and its server assignment. The description must be
from O to 127 characters.

1. Llog in to the management group that contains the snapshot that you want to edit.
In the navigation window, select the snapshot.

Click Snapshot Tasks on the Details tab and select Edit Snapshot.

Change the description as necessary.

Change the server assignment as necessary.

Click OK when you are finished.

The snapshot Details tab refreshes.

SR

Mounting or accessing a snapshot

A snapshot is a copy of a volume. To access data in the snapshot, you have two choices:

* Create a SmartClone volume from the snapshot to use for data mining, development and testing,
or creating multiple copies. See “Create a new SmartClone volume from the snapshot” on page 259.

*  Mount the snapshot for backing up or data recovery. You assign the snapshot to a server as a
read/write volume and connect to it with an iSCSI initiator.

Mounting a snapshot on a server adds temporary space to the snapshot. See “Managing snapshot
temporary space” on page 253 for more detailed information about temporary space.

Mounting the snapshot on a host

You can add a server to the snapshot when it is created, or add the server later. For information about
creating and using servers, see Chapter 17 on page 289.

1. Ifitis not already added, add the server on which you want to mount the snapshot to the
management group.

Assign the snapshot to the server and configure the snapshot for read/write access.
Configure server access to the snapshot

4. If you mount an application-managed snapshot as a volume, use diskpart.exe to change the
resulting volume's attributes.

For more information, see “Making an application-managed snapshot available” on page 250.

When you have mounted the snapshot on a host, you can do the following:

e Recover individual files or folders and restore to an alternate location
¢ Use the data for creating backups

Making an application-managed snapshot available

If you do any of the following using an application-managed snapshot, you must use diskpart.exe to
make the resulting volume available:

*  Convert temporary space
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Create a SmartClone
Promote a remote volume to a primary volume

* Failover/Failback Volume Wizard and selecting the “Failover the Primary Volume to the Selected
Remote Volume Below” option

* Edit Volume and changing a remote snapshot to a primary volume

Making an application-managed snapshot available on a stand-alone server

Use this procedure to make an application managed snapshot available on a stand-alone server (not
part of a Microsoft cluster).

1.
2.

® N o oA oW

10.

11.
12.
13.
14.

15.

16.

17.

Disconnect the iSCSI sessions.
Do one of the following (based on what you want to do with the application-managed snapshot):

* Convert temporary space.
* Create a SmartClone.
* Promote a remote volume to a primary volume using:

* Failover/Failback Volume Wizard and selecting the “Failover the Primary Volume to the
Selected Remote Volume Below” option.

* Edit Volume and changing a remote snapshot to a primary volume.
Connect the iSCSI sessions to the new target volume.
Launch Windows Logical Disk Manager.
Bring the disk online.
Open a Windows command line and run di skpart . exe.
List the disks that appear to this server by typing the command | i st di sk.

Select the disk you are working with by typing sel ect di sk # (where # is the corresponding
number of the disk in the list).

Display the options set at the disk level by typing det ai | di sk.
If the disk is listed as read-only, change it by typing att di sk cl ear readonly.

Select the volume you are working with by typing sel ect vol ume # (where # is the
corresponding number of the volume in the list).

Display the volume's attributes typing att vol .

The volume will show that it is hidden, read-only, and shadow copy.

Change these attributes by typing att vol clear readonly hidden shadowcopy.
Exit diskpart by typing exi t .

Reboot the server.

Verify that the disk is available by launching Windows Logical Disk Manager.

You may need to assign a drive letter, but the disk should be online and available for use.

If the server is running Windows 2008 or later and you promoted a remote application-managed
snapshot to a primary volume, start the HP LeftHand Storage Solution CLI and clear the VSS
volume flag by typing cl ear vssvol unefl ags vol unenane=[drive_| etter] (where
[drive_letter] is the corresponding drive letter, such as G:).

Reboot the server.
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Making an application-managed snapshot available on a server in a Microsoft cluster

Use this procedure to make an application-managed snapshot available on servers that are in a
Microsoft cluster.

B NOTE:

We recommend contacting Customer Support before performing this procedure.

o v kW

10.

11.

12.

13.

14.

15.
16.
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Disconnect the iSCSI sessions.
Do one of the following (based on what you need to do with the application-managed snapshot):

* Convert temporary space.
* Create a SmartClone.
* Promote a remote volume to a primary volume.

* Failover/Failback Volume Wizard and selecting the “Failover the Primary Volume to the
Selected Remote Volume Below” option.

* Edit Volume and changing a remote snapshot to a primary volume.
Connect the iSCSI sessions to the new target volume.
Launch Windows Logical Disk Manager.
Bring the disk online.
Open the system event log and find the IDs for the disks you are working with.

The disks will have new disk IDs. The log will show errors for the disks, along with the IDs the
cluster was expecting to see for each disk.

Open a Windows command line and run diskpart.exe.
List the disks that appear to this server by typing the command | i st di sk.

Select the disk you are working with by typing sel ect di sk # (where # is the corresponding
number of the disk in the list).

Display the options set at the disk level by typing det ai | di sk.
If the disk is listed as read-only, change it by typing att di sk cl ear readonly.

The details show the expected ID for each disk. If the server is running Windows 2003, refer to
Microsoft KB 280425 for how to change the disk IDs.

On Windows 2008 and later, change the disk ID to the expected ID by typing uni quei d di sk
| D=[ expect ed_I D] (where [expected_ID] is the corresponding number of the disk in the list).

Select the volume you are working with by typing sel ect vol ume # (where # is the
corresponding number of the volume in the list).

Display the volume's attributes typing att vol .

The volume will show that it is hidden, read-only, and shadow copy.

Change these attributes by typing att vol cl ear readonly hidden shadowcopy.
Exit diskpart by typing exi t .

Reboot the server.
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17.

18.

19.

Verify that the disk is available by launching Windows Logical Disk Manager.
You may need to assign a drive letter, but the disk should be online and available for use.

If the server is running Windows 2008 or later and you promoted a remote application-managed
snapshot to a primary volume, start the HP LeftHand Storage Solution CLI and clear the VSS
volume flag by typing cl ear vssvol umef | ags vol unename=[dri ve_l etter] (where
[drive_letter} is the corresponding drive letter, such as G:).

Reboot the server.

Managing snapshot temporary space

You can either delete the temporary space to free up space on the cluster, or, if you need data that
may have been written to the temporary space, convert that temporary space to a SmartClone volume.

Convert the temporary space

Convert the snapshot temporary space if you have written data to a mounted snapshot and you need
to permanently save or access that data. Converting the temporary space creates a SmartClone volume
that contains the original snapshot data plus any additional data written after the snapshot was
mounted.

Prerequisites

Stop any applications that are accessing the snapshot and log off all related iSCSI sessions

1.

2.
3.
4

Right-click the snapshot for which you want to save the additional data.
Select Convert Temporary Space from the menu.
Type a name for the volume and an optional description.

Click OK.

The temporary space becomes a volume with the name you assigned. The original snapshot
becomes a clone point under the new volume. For more information about clone points, see
“Rolling back a volume to a snapshot or clone point” on page 257.

If you converted temporary space from an application-managed snapshot, use diskpart.exe to
change the resulting volume's attributes.

For more information, see “Making an application-managed snapshot available” on page 250.

Delete the temporary space

The snapshot temporary space is deleted when the snapshot is deleted. However, you can manually
delete the snapshot temporary space if you need to free up space on the cluster.

Prerequisite

* Stop any applications that are accessing the snapshot and log off all related iSCSI sessions.

Note that if you have written any data to the snapshot, that data will be deleted along with the
temporary space. If you want to save that data, convert the temporary space to a volume.

1.

In the navigation window, select the snapshot for which you want to delete the temporary space.
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2. Rightclick and select Delete Temporary Space.
A warning message opens.

3. Click OK to confirm the delete.

Creating a schedule to snapshot a volume

You can schedule recurring snapshots of a volume. Recurring snapshots of volumes can be scheduled
in a variety of frequencies and with a variety of retention policies. You can schedule a snapshot of a
volume every 30 minutes or more, and retain up to 50 snapshots.

If you need to, you can pause and resume any schedule o snapshot a volume. Currently, you cannot
create scheduled, application-managed snapshots from SAN/iQ. This function will be available in a
future release.

B NOTE:

Scripting snapshots can also take place on the server side. Scripted snapshots offer greater flexibility
for quiescing hosts while taking snapshots, and for automating tasks associated with volumes and
their snapshots.

Best practices for scheduling snapshots of volumes
¢ Schedules o snapshot a volume require particular attention to capacity management. See “Under-
standing how the capacity of the SAN is used” on page 221.

* If you do not have an NTP server configured, before you create the schedule, you should refresh
the time setting of the management group to ensure that the storage nodes are all set to the correct
time.

¢ Configure schedules to snapshot a volume during off-peak hours. If setting schedules for multiple
volumes, stagger the schedules with at least an hour between start times for best results.

Table 56 Requirements for scheduling snapshots

Requirement What it means

Scheduling snapshots should be planned with careful consideration for capacity
management as described in “Managing capacity using volume size and snap-
shots” on page 226. Pay attention to how you want fo retain snapshots and the ca-
pacity in the cluster. If you want to retain <n> snapshots, the cluster should have
space for <n+1>.

Plan for capacity
management

It is possible for the new snapshot and the one to be deleted to coexist in the cluster
for some period of time.

If there is not sufficient room in the cluster for both snapshots, the scheduled snapshot
will not be created, and the snapshot schedule will not continue until an existing
snapshot is deleted or space is otherwise made available.

The minimum recurrence you can set for snapshots is 30 minutes. The maximum
number of snapshots (scheduled and manual combined) you can retain is 50
Plan scheduling and  snapshots per volume. There are practical limits to the number of snapshots that a
retention policies particular SAN can support and still maintain adequate performance. For information
on optimum configuration limits, performance and scalability, see “Configuration
summary overview” on page 174.
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Creating schedules to snapshot a volume

Editing

You can create one or more schedules to snapshot a volume. For example, your backup and recovery
plan might include three schedules: one schedule for daily snapshots, retained for seven days; the
second schedule for weekly snapshots, retained for four weeks; the third schedule for monthly snapshots,
retained for five months.

Table 57 Characteristics for creating a schedule to snapshot a volume

Item Description and requirements

The name of the snapshot created by the schedule that is displayed in the CMC. A scheduled
snapshot name must be from 1 fo 127 characters and is case sensitive. Snapshots created
by a schedule have a default naming convention enabled when the CMC is installed. You
can change or disable this naming convention. See “Setting naming conventions” on page

Name 34 for information about this naming convention. The name you enter in the Create
Schedule to Snapshot a Volume window will be used with sequential numbering. For ex-
ample, if the name is Backup, the list of snapshots created by this schedule will be named
Backup.1, Backup.2, Backup.3.

Description [Optional] Must be from 0 to 127 characters.

Start at The date and time can occur in the past.

Refenti The retention criteria can be for a specified number of snapshots or for a designated period

efention

of time.

Currently, you cannot create scheduled, application-managed snapshots from SAN/iQ. This function
will be available in a future release.

1.

vk LN
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In the navigation window, select the volume for which you want to create a schedule for snapshots.
The Volume tab window opens.

Click Volume Tasks on the Details tab and select New Schedule to Snapshot a Volume.

Type a name for the snapshots.

(Optional) Enter a snapshot description.

Click Edit o specify a start date and time.

The Date and Time Configuration window opens. Use this window to set the date and time for
the first snapshot created by this schedule.

Click OK when you are finished setting the date and time.
Select a recurrence schedule.

Specify the retention criteria for the snapshot.

Click OK when you have finished creating the schedule.

To view the schedule just created, select the Schedules tab view.

scheduled snapshots

You can edit everything in the scheduled snapshot window except the name.

1.
2.

In the navigation window, select the volume for which you want to edit the scheduled snapshot.

In the tab window, click the Schedules tab to bring it to the front.
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Select the schedule you want to edit.
Click Schedule Tasks on the Details tab and select Edit Schedule.
Change the desired information.

Click OK.

Pausing and resuming scheduled snapshots

At times it may be convenient to prevent a scheduled snapshot from taking place. Use these steps to
pause and then resume a snapshot schedule.

When you pause a snapshot schedule the snapshot deletions for that schedule are paused as well.
When you resume the schedule, both the snapshots and the snapshot deletions resume according to
the schedule.

Pause a schedule

1.

DAl

In the navigation window, select the volume for which you want to pause the snapshot schedule.
Click the Schedules tab to bring it to the front.

Select the schedule you want.

Click Schedule Tasks on the Details tab and select Pause Schedule.

In the Confirm window, click OK.

In the Next Occurrence column of the Schedules tab window, this snapshot schedule is marked
as paused.

Make a note to resume this snapshot schedule at a convenient time.

Resume a schedule

1.

vk 0PN

In the navigation window, select the volume for which you want to resume the snapshot schedule.
Click the Schedules tab to bring it to the front.

Select the schedule you want.

Click Schedule Tasks on the Details tab and select Resume Snapshot Schedule.

In the Confirm window, click OK.

In the Next Occurrence column of the tab window, this snapshot schedule shows the date and
time the next snapshot will be created.

Deleting schedules to snapshot a volume

B NOTE:

After you delete a snapshot schedule, if you want to delete snapshots created by that schedule, you
must do so manually.

1.
2,
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In the navigation window, select the volume for which you want to delete the snapshot schedule.

Click the Schedules tab to bring it to the front.
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Select the schedule you want to delete.

4. Click Schedule Tasks on the Details tab and select Delete Schedule.
To confirm the deletion, click OK.
The Schedules tab refreshes without the deleted snapshot schedule.

6. [Optional] To delete snapshots related to that schedule, select the Volumes and Snapshots node
where you can delete multiple snapshots from a list.

[Z HP LeftHand Networks Centralized Management Console g@
)?f g::r;u?::: iummary @) volumes (1) and Snapshots (2): 7]
¥ Exchiangs 3 Mame | Descrigtion | Status  |Replication L rovisioned S| UMiization | Pravisioning | Created

&) Servers (1) | & sdmlgdaily 1 Daily lngs back.. Normal (Tem__ | 2-WWay 1GB Thin 08A 072008 0

", Administration | |& AdmLgdsily.2 Daily logs back... Normal (Tem... 2-¥ay 1GE Thin 08A020080...
Eg Sites D LogsAdmin Administrative .. Normal 2-Way 10GEB [ 0% JFul 0805/2008 0...
= Logs i

Performance Monitor
&/ Storage Moces 13)
B & olumes (1) and Snapshots (2)
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Figure 114 Delete multiple snapshots from the volumes and snapshots node

Scripting snapshots

Application-based scripting is available for taking snapshots. Using application-based scripts allows
automatic snapshots of a volume. For detailed information, see Chapter 16 on page 287 and the Clig
User Manual, found in the Documentation directory under the CMC Program Files, for information
about the SAN/iQ command line interface.

Rolling back a volume to a snapshot or clone point

Rolling back a volume to a snapshot or a clone point replaces the original volume with a read/write
copy of the selected snapshot. Rolling back a volume to a snapshot deletes any new snapshots that
may be present, so you have some options to preserve data in those snapshots.

* Instead of rolling back, use a SmartClone volume to create a new volume from the target snapshot.
This volume gets a new name and the target snapshot becomes a clone point, shared between
the original volume and the new SmartClone volume. For detailed information about SmartClone
volumes, see “What are SmartClone volumes2” on page 263.

* Use Remote Copy to copy the newer snapshots that you want to keep, before performing the
rollback. See the Remote Copy User Manual for more information about copying data.

New in release 8.0

When rolling back a volume to a snapshot, the volume retains the original name. Releases before
8.0 required a new name for the rolled back volume.
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Requirements for rolling back a volume
Best Practices

* Stop any applications that are accessing the volume and log off all related iSCSI sessions.

* If a volume is part of a volume set, typically you want to roll back each volume using its corres-
ponding snapshot. A future release will identify snapshot sets in the CMC. For more information,
see “Creating snapshots for volume sefs” on page 249.

Prerequisite

¢ If you need to preserve the original volume, or any snapshots that are newer than the one you will

use for rolling back, use Remote Copy to create a copy of the volume or snapshots before beginning
the roll back operation.

A CAUTION:

When performing a roll back, snapshots that are newer than the one you intend to roll back are
deleted. You will lose all data stored since the rolled back snapshot was created. Consider creating
a SmartClone volume, or a Remote Copy, before the roll back to preserve that data.

Rolling back a volume from a snapshot or clone point

You can roll back a specific volume from a clone point. The clone point selected will roll back to the
parent volume it is listed under in the navigation view.

1. log in o the management group that contains the volume that you want to roll back.
2. In the navigation window, select the snapshot to which you want to roll back.

Review the snapshot Details tab to ensure you have selected the correct snapshot.
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3. Click Snapshot Tasks on the Details tab and select Roll Back Volume.

A warning message opens. This message illustrates all the possible consequences of performing
a roll back, including

* Existing iSCSI sessions present a risk of data inconsistencies.
* All newer snapshots will be deleted.
* Changes to the original volume since the snapshot was created will be lost.

If you do not have connected iSCSI sessions or newer snapshots, those issues will not be re-
flected in the message.

Centralized Management Console

WARNING: There iz &t least one connected iSC5] session azsociated with volume
'CH'. To avoid possible data inconsistencies, you must stop any applications and

log off these sessions from the inttistors before proceeding.

All changes to volume 'C#' since snapshot 'CF _backupd was crested will ke lost.
The following snapshots will be permanently deleted:

C#_bhackup3, C_backup2.

To continue «with the operation, click OK.

To creste & new SmartClone volume instead, click Mew SmartClone Walume.

To exit the operation without making changes, click Cancel.

| Ok | | Mewr SmartClone Yolume | | Cancel

Figure 115 Rolling back a volume

Choosing a roll back strategy

You have three choices for continuing from this message window.

Continue with standard roll back

The following steps result with the original volume, with its original name, returned to the state of the
rolled back snapshot.

1. Click OK to continue.

The volume rolls back to the snapshot, deleting any newer snapshots. The rolled back snapshot
remains intact underneath the volume and retains the data. Any data that had been added to
the volume since the snapshot was created is deleted.

2. If you rolled back an application-managed snapshot, use diskpart.exe to change the resulting
volume's attributes.

For more information, see “Making an application-managed snapshot available” on page 250.

3. Reconnect iSCSI sessions to the volume and restart the applications.

Create a new SmartClone volume from the snapshot

Instead of continuing with a standard roll back, you can create a new SmartClone volume, with a

new name, from the selected snapshot. This choice preserves any newer snapshots and any new data
in the original volume.

1. Click New SmartClone Volume.
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2. Enter a name and configure the additional settings.

For more information about characteristics of SmartClone volumes, see “Defining SmartClone
volume characteristics” on page 267.

3. Click OK when you have finished setting up the SmartClone volume and updated the table.

The new volume appears in the navigation window with the snapshot now a designated clone
point for both volumes.

4. Assign a server and configure hosts to access the new volume, if desired.
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1. Original volume
2. New SmartClone volume from snapshot

3. Shared clone point

Figure 116 New volume with shared clone point

5. If you created the SmartClone from an application-managed snapshot, use diskpart.exe to change
the resulting volume's attributes.

For more information, see “Making an application-managed snapshot available” on page 250.

Cancel the roll back operation

If you need to log off iSCSI sessions, stop application servers, or other actions, cancel the operation,
perform the necessary tasks, and then do the roll back.

1. Click Cancel.
2. Perform necessary actions.

3. Start the roll back again.
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Deleting a snapshot

When you delete a snapshot, the data necessary to maintain volume consistency are moved up to
the next snapshot or to the volume (if it is a primary volume), and the snapshot is removed from the
navigation window. The temporary space associated with the snapshot is deleted.

A CAUTION:

Typically, you do not want to delete individual snapshots that are part of a snapshot set. A future
release will identify snapshot sets in the CMC. For information about snapshot sets, see “Requirements
for application-managed snapshots” on page 248. Typically, you want keep or delete all snapshots
for a volume set. If you need to roll back to a snapshot, you want to roll back each volume in the
volume set fo its corresponding snapshot.

Prerequisites
* Stop any applications that are accessing the snapshot and log off all related iSCSI sessions

Delete the snapshot
1. log in to the management group that contains the snapshot that you want to delete.

2. In the navigation window, select the snapshot that you want to delete.
3. Review the Details tab to ensure you have selected the correct snapshot.
4. Click Snapshots Tasks on the Details tab and select Delete Snapshot.

A confirmation message opens.
5. Click OK.

261



262 Using snapshots



15 SmartClone volumes

Overview of SmartClone volumes

SmartClone volumes are space-efficient copies of existing volumes or snapshots. They appear as
multiple volumes that share a common snapshot, called a clone point. They share this snapshot data
on the SAN. SmartClone volumes can be used to duplicate configurations or environments for
widespread use, quickly and without consuming disk space for duplicated data. Use the SmartClone
process to create up to 25 volumes in a single operation. Repeat the process to create more volumes,
or use the ClLI fo create larger quantities in a single scripted operation.

What are SmartClone volumes?

SmartClone volumes can be created instantaneously and are fully featured, writable volumes. The
only difference between regular volumes, snapshots, and SmartClone volumes is that SmartClone
volumes are dependent on the clone point, that is, the snapshot they are created from. Additionally,
they may minimize space used on the SAN. For example, you create a volume with a specific OS
configuration. Then, using the SmartClone process, you create multiple volumes with access to that
same OS configuration, and yet you only need a single instance of the configuration. Only as additional
data is written to the different SmartClone volumes do those volumes consume additional space on
the SAN. The space you save is reflected on the Use Summary tab in the Cluster tab window, described
in “Cluster use summary” on page 228.

Multiple SmartClone volumes can be individually managed just like other volumes. SmartClone volumes
can be used long term in production environments. Examples of common uses for SmartClone volumes:
* Deploy large quantities of virtual machine clones, including virtual servers and virtual desktops

*  Copy production data for use in test and development environments

¢ Clone database volumes for data mining

* Create and deploy boot-from-SAN images

Prerequisites

*  You must have created a management group, cluster and at least one volume.
* You must have enough space on the SAN for the configuration you are planning.
* You must be running SAN/iQ software version 8.0 or later.
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Glossary

Table 58 lists terms and definitions used for the SmartClone volumes feature. The illustration in Figure
117 on page 264 shows how the SmartClone volumes and related elements look in the CMC.

Table 58 Terms used for SmartClone features

Term Definition

A volume created using the SmartClone process. In Figure 117, the volume

SmartClone Volume C#class_1 is a SmartClone volume.

Clone point The snapshot from which the SmartClone volumes are created. The clone point
8 cannot be deleted. In Figure 117, the snapshot C#_SCsnap is the clone point.
Shared snapshot Shared snapshots occur when a clone point is created from a newer snapshot that
S has older snapshots below it in the tree. Shared snapshots can be deleted.In Figure
117, the snapshots C#_snap1 and C#_snap?2 are shared snapshots.
Ma vi Tab that displays the relationships between clone points and SmartClone volumes.
ap view

See the map view in Figure 131 on page 280 and Figure 132 on page 280.

In Figure 117 you can see a regular volume with 3 snapshots on the left and on the right, a regular
volume with 1 SmartClone volume, 1 clone point and 2 shared snapshots.

J:'I— @/ Yolumes (2) and Snapshots (3) Iél— @ Yolumes (B) and Snapshots (3)

gﬁ BkupLags (0] i

ﬁ _ 3 CH_SC=nap
@ Hdogtrslogs_S5_3 o CR_snap?
@ Hdogtraslogs_S5_2 o CR_snapl

@ HdogtrzLogs_S5_1 ﬁ Clclass_1(3)
3 CH_SC=nap
&‘C#_sna;ﬂ
&‘C#_snam
Regular valumes and SmartClone volumes, with clone
snapshots points and shared snapshots

Figure 117 How SmartClone volumes, clone points and shared snapshots appear in the CMC

Example scenarios for using SmartClone volumes

The following examples are just a few of the most typical scenarios for using SmartClone volumes.

Deploy multiple virtual or bootfrom-SAN servers

You can save significant space in environments with multiple virtual or boot-from-SAN servers that use
the same base operating system. A server’s operating system takes up considerable storage but does
not change frequently. You can create a master image of the operating system on a volume and
prepare it for duplication. Then you can create large quantities of SmartClone volumes from that
master image without using additional storage capacity. Each SmartClone volume you create from
the master image is a full read/write version of the operating system and has all the same management
features as a regular HP LeftHand Storage Solution volume.
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Computer training lab

You run a computer lab for a technical training company. You routinely set up training environments
for classes in programming languages, database development, web design and other applications.
The classes are anywhere from 2 days to 1 week long and your lab can accommodate 75 students.

On your HP LeftHand Storage Solution, you maintain master desktop images for each class offering.
These desktop images include all the software applications the students need for each class, in the
default configuration required for the start of the class.

To prepare for an upcoming class with 50 students, you clone the 50 student desktops from the master
image, without consuming additional space on the SAN. You configure the iSCSI connections and
the students are ready to start working. During the class, the only additional data added to the SAN
is the trainees’ class work. When the class is finished, you can roll back all 50 SmartClone volumes
to the clone point, and recreate the desktops.

Safely use production data for test, development and data mining

Use SmartClone volumes to safely work with your production environment in a test and development
environment, before going live with new applications or upgrades to current applications. Or, clone
copies of your production data for data mining and analysis.

Test and development

Using the SmartClone process, you can instantly clone copies of your production LUNs and mount
them in another environment. Then you can run new software, install upgrades, and perform other
maintenance tasks. When the new software or upgrades testing is complete, either redirect your
application to the SmartClone volume you have been using, or delete the SmartClone volume and
proceed with the installation or upgrades in the production environment.

Data mining

Say you want to track monthly trends in web requests for certain types of information. Monthly you
create a SmartClone volume of the web server transaction, mount the volume to a different server,
and analyze and track usage or other trends over time. This monthly SmartClone volume takes minimal
additional space on the SAN, while providing all the data from the web server database.

Clone a volume

In addition to the cases described above, SmartClone volumes can be created as needed for any
purpose. These volumes provide exact copies of existing volumes without the need to provision
additional space, until and unless you want to write new data.

Planning SmartClone volumes

Planning SmartClone volumes takes into account multiple factors, such as space requirements, server
access, and naming conventions for SmartClone volumes.

Space requirements

SmartClone volumes inherit the size and replication level of the source volume and snapshot. (When
creating a SmartClone volume, you first create a snapshot of the source volume and create the
SmartClone volumes from that snapshot, which is then called the “clone point.”) You can select the
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provisioning method when creating SmartClone volumes. See Chapter 12 on page 221 for a complete
discussion of volume and snapshot characteristics and space planning.

Naming ¢

The space required for the volumes created using the SmartClone process is the same as for any
other volumes on the SAN. SmartClone volumes can have schedules to snapshot a volume and
remote snapshot a volume, just like other volumes, so the space requirements for SmartClone
volumes should take into account the space needed for their local and remote snapshots.

Number of SmartClone volumes - Plan the total number of SmartClone volumes you intend to create
as part of your space requirements.

Note that you can create up to 25 SmartClone volumes as one operation in the HP LeftHand
Centralized Management Console, and then repeat the process to create the desired number of
SmartClone volumes.

Use the Cll to create larger quantities of SmartClone volumes in a single operation.
Thin or Full Provisioning - The type of provisioning you select affects the amount of space required
on the SAN, just as it does for regular volumes.

Replication level - The replication level of the source volume must be retained when creating
SmartClone volumes, though you can change the replication level after the SmartClone volumes
are created. However, if you change the replication level for any SmartClone volume, the replic-
ation level for all replicated volumes automatically changes.

onvention for SmartClone volumes

A well-planned naming convention helps when you have many SmartClone volumes. Plan the naming

ahead of time, since you cannot change volume or snapshot names after they have been created.
You can design a custom naming convention when you create SmartClone volumes.

Naming and multiple identical disks in a server

Mounting multiple identical disks to servers typically requires that serves write new disk signatures to
them. For example, VMware ESX servers require resignaturing be enabled and will automatically
name duplicate datastores. Most servers allow the duplicate disks to be renamed.
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Figure 118 Duplicate names on duplicate datastores in ESX Server
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Server access

Plan the servers you intend to assign to the SmartClone volumes. Configure the servers before creating
the volumes and you can then assign the servers when you create the volumes. See Chapter

17 on page 289.

Detining SmartClone volume characteristics

When creating SmartClone volumes, you define the following characteristics.

Table 59 Characteristics for new SmartClone volumes

SmartClone volume
characteristic

What it means

Quantity

The number of SmartClone volumes you want to create. You can create up to 25
as one operation in the CMC, and then repeat the process to create the desired
number of SmartClone volumes. Use the CLI to create larger quantities of SmartClone
volumes in a single operation.

SmartClone Name

The name of the SmartClone volume that is displayed in the CMC. A volume name
is from 1 to 127 characters and is case sensitive. The name cannot be changed
after the volume is created.

Provisioning

SmartClone volumes default to Thin Provisioning. You can select Full Provisioning
when you create them. You can also edit the individual volumes after they are created
and change the type of provisioning.

Server

Server assigned to the volume. While you can only assign one server when you
create SmartClone volumes, you can go back and add additional clustered servers
later. For more information, see “Assigning server connections access to

volumes” on page 292.

Permission

Type of access to the volume: Read, Read/Write, None

Naming SmartClone volumes

Because you may create dozens or even hundreds of SmartClone volumes, you need to plan the
naming convention for them. For information about the default naming conventions built into the
SAN/iQ software, see “Setting naming conventions” on page 34.

When you create a SmartClone volume, you can designate the base name for the volume. This base
name is then used with numbers appended, incrementing to the total number of SmartClone volumes
you create. For example, Figure 119shows a SmartClone volume with the base name of “C#” and
10 clones. (The number in parenthesis indicates how many snapshots are under that volume.)
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Figure 119 Example of using a base name with 10 SmartClone volumes

After you designate a base name for the SmartClone volumes while you are creating them, you can
then edit individual names of SmartClone volumes in the table list, before you finish creating them.

B NOTE:

Rename the SmartClone volume at the bottom of the list. Then the numbering sequence won't be
disrupted.
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New SmartClone Volumes

Original Yolume Setup
Management Group: TraningQS
Volume Hame: C#
Snapshot Hame: C#_SCsnap
SmartClone Yolume Setup
Base Hame: CHolass | Provisioni Thin -
Server: [Mo Server] hd Permission: Readidrite hd
Quantity (Max of 25) 1055
SmartClone Volume Mame | Provigioning \ Server MName \ Permission

CHclazs_1 Thin ¥ [Mo Server] i hd
CH#class_2 Thin (Mo Server] - -
Ci#class_3 Thin ¥ [Mo Server] hd hd
Ciclass_4 Thin ¥ [Mo Server] 5 ~7
CHclass S Thin ¥ [Mo Server] i hd
C#class_B Thin (Mo Server] - -
Ci#class_7 Thin ¥ [Mo Server] hd hd
Ciclass_& Thin ¥ [Mo Server] 5 ~7
CHclass 9 Thin ¥ [Mo Server] i hd

#class_Beginner ‘_

1. Rename SmartClone volume in list

Figure 120 Rename SmartClone volume from base name

Shared versus individual characteristics

Characteristics for SmartClone volumes are the same as for regular volumes. However, certain

characteristics are shared among all the SmartClone volumes and snapshots created from a common
clone point. If you want to change one of these shared characteristics for one SmartClone volume,
that change will apply to all related volumes and snapshots, including the original volume and snapshot
from which you created the SmartClone volumes. Simply use Edit Volume on the selected volume,
and make the change to the volume. A message opens, stating that the change will apply to all of

the associated volumes, which are noted in the message.

For example, in Figure 121, in the cluster, Programming, there are 10 SmartClone volumes created
from one source volume and its clone point. You want to move the first of the SmartClone volumes,

Ctclass_1, to the cluster SysAdm.
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Figure 121 Programming cluster with 10 SmariClone volumes, 1 clone point, and the source volume

So you edit the volume C#class_1 and on the Advanced tab you change the cluster to SysAdm. A
confirmation message window opens. This message lists all the volumes and snapshots that will have
their cluster changed as a result of changing C#class_1. In this case there are 12 volumes and
snapshots that will move to cluster SysAdm, the original C# volume and the 10 SmartClone volumes,
plus the clone point.
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Centralized Management Console ﬁ

WARMING: Migrating wolume 'CRclass_1'to cluster "Sysidm'
may require that you modify the virtual IP (%IP) and/for the
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Are you sure you want to migrate this volume?

Changing the cluster association of valume 'Clclass_1" will
alzo change the cluster azsociation of the follovwing volumes
and their aszociated snapshots, if any:

CR, Chclass_2, Clclass_3, Clclass_4, Clclass_5, C#class_§,
CRclass_7, Clclass_3, CHclass_9, CRclass_10.

To continue with the aperation, click OK.

To exit the operation without making changes, click Cancel.

Figure 122 Changing one SmartClone volume changes all associated volumes and snapshots

When you click OK on the message, the 12 volumes and snapshots move to the cluster SysAdm.
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Figure 123 SysAdm cluster now has the 10 SmartClone volumes, 1 clone point, and the source volume
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Table 60 shows the shared and individual characteristics of SmartClone volumes. Note that if you
change the cluster or the replication level of one SmartClone volume, the cluster and replication level
of all the related volumes and snapshots will change.

Table 60 Characteristics of SmartClone volumes

Shared characteristics Individual characteristics
Cluster Name

Replication level Description

Replication priority Size

Type (Primary or Remote)
Provisioning (Thin or Full)

Server

B NOTE:

Snapshot schedules and remote copy schedules are also individual to a single SmartClone volume.

Clone point
H

The icon shown above represents the clone point in the navigation window. The clone point is the
snapshot from which the SmartClone volumes are created. The clone point contains the snapshot data
that is shared among the multiple volumes. Because the SmartClone volumes and their snapshots
depend on the clone point, it cannot be deleted until it is no longer a clone point. A clone point ceases
to be a clone point when only one SmartClone volume remains that was created from that clone point.
That is, you can delete all but one of the SmartClone volumes, and then you can delete the clone
point.
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Figure 124 Navigation window with clone point

In Figure 124, the original volume is “C#.”

* Creating a SmartClone volume of C# first creates a snapshot, C#_SCsnap.
*  After the snapshot is created, you create at least one SmartClone volume, C#class_1.

Table 61 How it works - clone point

First, a volume C#

Next, a snapshot C#_SCsnap
Next, SmartClone from the snapshot Cclass_1
Snapshot becomes a clone point 8

Because the SmartClone volumes depend on the clone point from which they were created, the clone
point appears underneath each SmartClone volume in the navigation window. While the clone point
may appear many times, it only exists as a single snapshot in the SAN. Therefore, it only uses the
space of that single snapshot. The display in the navigation window depicts this by the multiple
highlights of the clone point underneath each SmartClone volume that was created from it.
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Figure 125 Clone point appears under each SmartClone volume

B NOTE:

Remember! A clone point only takes up space on the SAN once.

Shared snapshot

Shared snapshots occur when a clone point is created from a newer snapshot that has older snapshots
below it in the tree. They are designated in the navigation window with the icon shown above.

274 SmartClone volumes



I HP LeftHand N ks Centralized M Console g@

g_ g::‘ﬂ”;u?;:g:iummw ("Detals | 1SCSI Sessions | Remole Snapshats | Assigned Servers | Snapshols | Schedules | Map View |
=] Awailable Nodes (1) Volume 7]
B-% FailoverManager Hame: & o
B Trainingos )
-] Servers (1) Description:
-5, administration )
& sies Cluster: Frogramming
B Programming Status: Hormal
Performance Monitor
= Storage Nodes (3) Type: Frimary Created by: Manual
E-ia] volumes (SJG”E“SW‘S @ Size: 5GE Created: 05/05/2008 12:17:56 PW MDT
& c#_gcﬂ,ee Replication Level:  Hons Replication Priority: Avaiiabity
&' CF_srap2 Provisioned Space: 512 ME Provisioning: Thin
& C#_snapl
B[ ciclass_1 (3) lizati I %
& c#_sCenap
&' C#_sm Target Information
@ CE':C Iz:i; 13 iSCSI Hame: ign 2003-10.com lefthandnetworks:trainingos:1 2:c-
@ ciclass_3(3)
@ ciclass_4 (3)
@ ciclass_s(3)
B2 systdm

57 Alerts Remaining

# | DatefTime | Hostname |IP Address| 2lert Message |
57 0Bi05/20... 9 Gold .. 10.0.14.90 Management Group: TrainingOS', Snapshot: C#_SCsnap' Restripe Complete. |~
|56 08/05120... & Denv... 10.0.60.32 Management Group: TrainingOS', Snapshot. 'C#_SCsnap’ Restripe Complete.

155 0BM05/20... @ Denv... 10.0.51.16 Management Group: ‘TrainingOS', Snapshet: 'C#_SCsnap' Restripe Complete
|54 08105/20... & Denv... 10.0.61.17 Management Group: ‘TrainingOS', Valume: 'Ciéclass 10" Restripe Complete

Py

1. Original volume
2. Clone point

3. Shared snapshots
Figure 126 Navigation window with shared snapshots

In Figure 126, the original volume is C#. Three snapshots were created from C#

e C#_snapl
e C#_snap?2
* C#_SCsnap

Then a SmartClone volume was created from the latest snapshot, C#_SCsnap. That volume has a
base name of C#_class. The older two snapshots, C#_snap1 and C#_snap2, become shared snapshots,
because the SmartClone volume depends on the shared data in both those snapshots.

Table 62 How it works - shared snapshots

First, a volume C#

Next, 3 snapshots Ci#_snap1C#_snap2C#_SCsnap
Finally, SmartClone volumes from the latest snapshot Ciclass_x

Latest snapshot becomes clone point &

Older two snapshots become shared between clone point and SmartClone

(o)
volume.

The shared snapshots also display under all the volumes which share them. In Figure 126 on page 275,
they are displayed under the original volume from which they were created, and under the single
SmartClone volume that shares them. The selected shared snapshot is highlighted in the navigation
window, under both the volumes with which it is shared. Shared snapshots can be deleted.
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Creating SmartClone volumes

You create SmartClone volumes from existing volumes or snapshots. When you create a SmartClone
volume from another volume, you first take a snapshot of the original volume. When you create a
SmartClone volume from a snapshot, you do not take another snapshot.

To create a SmartClone volume

When you create SmartClone volumes, you set the characteristics for the entire group, or set them

New SmartClone Volumes
Criginal Volume Setup

Management Group: TrainingoS

Volume Ciclass_1

Snapsh: C#_sCsnap

SmartClone Volume Setup

Bas s lc#_scsnap | icioni Thin -
server: o Mo Server] ~ | Permission: |Reacavt: v
Quantity (Max of 25% 1=

SmartClone Yolume Hame | Provisionin g | Server Mame | Permission

C#_SCsnap_1 e Thi ¥ Moserver] ¥ A
p—

1. Set characteristics for multiples here

2. Edit individual clones here
Figure 127 Setting characteristics for SmartClone volumes

For details about the characteristics of SmartClone volumes, see “Defining SmartClone volume
characteristics” on page 267.

1. log in to the management group in which you want to create a SmartClone volume.
2. Select the volume or snapshot from which to create a SmartClone volume.

* From the main menu you can select Tasks > Volume > New SmartClone, or Tasks > Snapshot
> New SmartClone.

Select the desired volume or snapshot from the list that opens.

* In the navigation window, select the cluster and volume or snapshot from which to create a
SmartClone volume.

3. Right-click on the volume or snapshot and select New SmartClone Volumes.

4. If you are creating a SmartClone volume from a volume, click New Snapshot to first create a
snapshot of the volume.

For more information, see “Creating a snapshot” on page 248.

If you are creating a SmartClone volume from a snapshot, you do not create another snapshot.
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5. Next you select the following characteristics:

* Base name for the SmartClone volumes

* Type of provisioning

Server you want connected to the volumes, and
* Appropriate permission.

6.

In the Quantity field, select the number of SmartClone volumes you want to create.
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7. Click Update Table to populate the table with the number of SmartClone volumes you selected.

r -
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Base Hame: |C#c|ass | Provisionil Thin -
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- |
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SmartClone Yolume Mame | Provisioning | Server Name | Petrission |
C#_SCzanap_1 Thin ¥ [Mo Server] v il

1. Enter # desired in Quantity field, and click Update Table

Figure 128 Creating multiple SmartClone volumes
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1. List of SmartClone volumes created after clicking Update Table

Figure 129 Creating multiple SmartClone volumes

8. If you want to modify any individual characteristic, do it in the list before you click OK to create
the SmartClone volumes.

For example, you might want to change the assigned server of some of the SmartClone volumes.
In the list you can change individual volumes’ server assignments.

278  SmartClone volumes



9. Click OK to create the volumes.

The new SmartClone volumes appear in the navigation window under the volume folder.
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Figure 130 New SmartClone volumes in Navigation window

Viewing SmartClone volumes

As you create multiple SmartClone volumes, you can view them and their associated volumes and
snapshots in both the navigation window and in the Map View tab, shown in Figure 131 on page 280.

Because a SmartClone volume is the same as any other volume, the icon is the standard volume icon.

However, the clone point and the shared snapshot have unique icons, as illustrated in Figure
124 on page 273.

Map view

The Map View tab is useful for viewing the relationships between clone point snapshots, shared
snapshots, and their related volumes. For example, when you want to make changes such as moving
a volume to a different cluster, or deleting shared snapshots, the Map View tab allows you to easily
identify how many snapshots and volumes are affected by such changes.

279



[ HP LeftHand Networks Centralized Management Console =]

£ Getting started
3" Configuration Sumimary
) avalable Nodes (1)

Detalls | (SC3|Sessions | Remote Snapshots | Assigned Servers | hap View

Layout: | Tree |l @aQ Q@& o 7]

- Training0s
BTl Servers (1) [
", Administration C#_tngrm1 _§
[~ stes
-5 Programiing L a
Performance Moritor C#_frngrm1 _4
] =14 —
Storage Nodes (3) C#_snapt Ci_srap?
E-{a] volumes (18) and Snap

a
C#_tmgrm1 3

- cr ) @
E-& c#_SCsnap2 C#_oniine_+
B8 C#_SCsnap - a
- Gt _oniine_1 (3) g 2 @
& c#_scsnap C#_onine_3
& c#_snap2 - a ]
L c_snapt C# trngrm _1 @ CH_remote_d4
@ c#_oniine_2 (3) = c#_oniine_2
B8 C#_SCsnap = .38 ck Em 3
@ c#_onine 3 (3) _SCsnap _remate,
B8 C#_SCsnap c#_oniine_1 &
@ c_onine_4 (3)
B8 C#_SCsnap - Ch_remote_2
5@ c#_onine 5 (3) C#_SCanap2 =
- c_remicts_1 (4) cx v#me 1

C#_SCsnap2
& cr_scsnap
B & C¥_snap2
@ c#_remicts_2 (4)
-l c#_remicts_3 (4)
- c#_remicts_4 (4)
-l c#_remicts_5 (4)
- G trrgrmi_1 (2)
- c#_trrgrmi_2 (2)
- c#_trrgrmi 3 (2)
< [

0 Alerts Remaining

#| DatefTime | Hostrame | IP Address Alert Message

Figure 131 Viewing SmartClone volumes and snapshots as a tree in the Map View

Using views

The default view is the tree layout, displayed in Figure 131. The tree layout is the most effective view
for smaller, more complex hierarchies with multiple clone points, such as clones of clones, or shared
snapshots.

You may also display the Map view in the organic layout. The organic layout is more useful when
you have a single clone point with many volumes, such as large numbers in a virtual desktop
implementation. In such a case, the tree quickly becomes difficult to view, and it is much easier to
distinguish the multiple volumes in the organic layout.
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Figure 132 Viewing the organic layout of SmartClone volumes and associated snapshots in the Map
View

Manipulating the Map View

The Map View window contains display tools to control and manipulate the view of SmartClone
volumes using either the Tree or the Organic view. The display tools are available from the Map View
Tasks menu or from the tool bar across the top of the window. The tools function the same from either
the tool bar or the Map View tasks menu.
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Figure 133 Toolbar with display tools in the Map View window

Using the display tools

Use these tools, described in Table 63 , to select specific areas of the map to view, zoom in on, rotate,
and move around the window. If you have a complex configuration of SmartClone volumes, use the
Map View tools to easily view and monitor the configuration. Figure 134 (page 281) shows an example
of the Magnify tool.

Table 63 Map View display tools

Tool Icon Function
C} Zoom In - incrementally magnifies the Map View window.
Q Zoom Out - incrementally reduces the Map View window.

Magnify - creates magnification areaq, like a magnifying glass, that you can move
Q over sections of the map view. Note that the magnify tool toggles on and off. You
must click the icon to use it, and you must click the icon fo turn it off.

& Zoom to Fit - returns the map view to its default size and view.

s Select to Zoom - allows you to select an area of the map view and zoom in on just
= that area.

o Rotate - turns the map view 90 degrees at a time.

Click and drag You can left-click in the Map View window and drag the map around the window

Detalls | SCSISessions | Remote Snapshots | Assigned Servers | Map View

Layout: | Tree ~|| & Q@@ B O g

Figure 134 Using the Magnify tool with Map View tree
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Viewing

Viewing

clone points, volumes and snapshots

The navigation window view of SmartClone volumes, clone points and snapshots includes highlighting
that shows the relationship between related items. For example, in Figure 135, the clone point is
selected in the tree. The clone point supports the 7 C# training class SmartClone volumes so it is
displayed under those 7 volumes. The highlight shows the relationship of the clone point to the original
volume plus the 7 SmartClone volumes created from the original volume.
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Figure 135 Highlighting all related clone points in navigation window

utilization of clone points and SmartClone volumes

Multiple SmartClone volumes share data from the clone point without requiring that data be duplicated
for each SmartClone volume. On the Details tab of the clone point and the SmartClone volumes, there
is a Utilization graph. Compare the Utilization graph for the clone point, and then for the SmartClone
volumes. Note that the clone point contains data that is shared by SmartClone volumes, and the
volumes themselves do not contain separate copies of that data. That is why the volumes’ Utilization
graphs show 0%.

In the example below, the clone point is at 90% of its 5 GB capacity with the C# training class desktop
configuration. The 5 SmartClone volumes shared out for the 5 individual users contain no data at the
time they are created for use by those 5 individuals. Only as each user writes data to his or her
individual volume through the file share system mounted on that volume, do those volumes fill up on

the SAN.

Figure 136 shows the utilization graph of the clone point on the Details tab.
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Figure 136 Clone point Details tab showing utilization graph

Figure 137 shows the utilization of the SmartClone volume created from the clone point.
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Figure 137 SmartClone volume Details tab showing utilization graph

Editing SmartClone volumes

Use the Edit Volume window to change the characteristics of a SmartClone volume.

Table 64 Requirements for changing SmartClone volume characteristics

Shared or Indi-

Irem vidual

Requirements for Changing

Description Individual May be up to 127 characters.

Size Individual Available space on cluster.

Servers Individual Existing server defined.
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ltem

Cluster

Shared or Indi-
vidual

Shared

Requirements for Changing

All associated volumes and snapshots will move automatically to the target
cluster. The target cluster must

* Reside in the same management group.

* Have sufficient storage nodes and unallocated space for the size and
replication level of the volume and all the other associated volumes
and snapshots being moved.

When moving volumes to a different cluster, those volumes temporarily
exist on both clusters.

Replication
Level

Shared

All associated volumes and snapshots must change fo the same replication
level. The cluster must have sufficient storage nodes and unallocated
space to support the new replication level for all related volumes.

Replication Pri-

ority

Shared

All associated volumes and snapshots must change to the same replication
priority. To change the replication priority, the replication level must
support the change. You can always go from Redundancy to Availability.
However, you cannot go from Availability to Redundancy unless a suffi-
cient number of storage nodes in the cluster are available. For a detailed
explanation, see Table 53 (page 240). For example, if you have 2-way
replication with 3 storage nodes in the cluster, you can change from
Availability to Redundancy if all the storage nodes in the cluster are
available. For a detailed explanation about, see Replication priority (page
225).

Type

Individual

Whether the volume is primary or remote.

Provisioning

Individual

Whether the volume is fully provisioned or thinly provisioned.

To edit the SmartClone volumes

1. In the navigation window, select the SmartClone volume for which you want to make changes.

2. Click Volume Tasks and select Edit Volume.

The Edit Volume window opens. See Table 64 on page 283 for detailed information about making
changes to the SmartClone volume characteristics.

3. Make the desired changes to the volume and click OK.

If you change a SmartClone volume characteristic that will change other associated volumes and
snapshots, a warning opens that lists the volumes that will be affected by the change. If there are
too many volumes to list, a subset will be listed with a note indicating how many additional

volumes will be affected.

Deleting SmartClone volumes

Any volumes or snapshots that are part of a SmartClone network can be deleted just like any other
volumes or snapshots. The only exception is the clone point, which cannot be deleted, until such time

that it is no longer a clone point.

284  SmartClone volumes



A CAUTION:

Before deleting any volumes or snapshots, you must first stop any applications that are accessing the
volumes and log off any iSCSI sessions that are connected to the volumes.

Deleting the clone point

You can delete a clone point if you delete all but one volume that depend on that clone point. After
you delete all but one volume that depend on a clone point, the clone point returns to being a standard
snapshot, and can be managed just like any other snapshot.

For example, in Figure 138, you must delete any four of the five C#class_x volumes before you can
delete the clone point.
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Figure 138 Viewing volumes that depend on a clone point

Deleting multiple SmartClone volumes

Delete multiple SmartClone volumes in a single operation from the Volume and Snapshots node of
the cluster. First you must stop any application servers that are using the volumes, and log off any
iSCSI sessions.

1. Select the Volumes and Snapshots node to display the list of SmartClone volumes in the cluster.
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Figure 139 List of SmartClone volumes in cluster

2. Use Shift+Click to select the SmartClone volumes to delete.
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Right-click and select Delete Volumes and Snapshots.

A confirmation message opens.

When you are certain that you have stopped applications and logged off any iSCSI sessions,
check the box to confirm the deletion and click Delete.

It may take a few minutes to delete the volumes and snapshots from the SAN.
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16 Working with scripting

Scripting in the SAN/iQ software through release 7.0 was accomplished by the
j ava. command! i ne. CommandLi ne scripting tool.

In SAN/iQ software release 8.0, the j ava. commandl i ne. CommandLi ne scripting tool is replaced
by SAN/iQ CLIQ, the HP LeftHand Storage Solution command-line interface (CLI). The CLI takes
advantage of the new SAN/iQ API that provides comprehensive coverage of SAN/iQ software
functionality to support scripting, integration and automation.

The j ava. commandl i ne. CommandLi ne scripting tool will be supported affer the 8.0 release to
allow time for converting existing scripts that use j ava. command! i ne. CommandLi ne to the new
CLI syntax.

Scripting documentation
e The Command-line Interface User Manual is available from the HP LeftHand Networks website,
and it is installed with the CLI.

* A SAN/iQ 8.0 Readme is available that describes the changes from j ava. conmandl i ne. Com
mandLi ne fo the new CLI syntax.

* Sample scripts using the CLI are also available on the HP LeftHand Networks website.
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17 Controlling server access to volumes

Application servers (servers), also called clients or hosts, access storage volumes on the SAN using
the iSCSI protocol. You set up each server that needs to connect to volumes in a management group
in the SAN/iQ software. We refer to this setup as a “server connection.”

You can set up servers to connect fo volumes three ways. All three ways use the virtual IP (VIP) for
discovery and to log in to the volume from a server’s iSCSI initiator:

¢ iSCSI with VIP and load balancing—use the load balancing option when you set up a server
connection in the SAN/iQ software to balance connections to the SAN.

* HP LeftHand DSM for MPIO (if using)—automatically establishes multiple connections to the SAN.

* iSCSI with VIP only.

B NOTE:

Before setting up a server connection, make sure you are familiar with the iSCSI information in Chapter
22 on page 335.

Setting up server connections to volumes requires the general tasks outlined below.

Table 65 Overview of configuring server access to volumes

Do This For More Information

If you are using HP LeftHand DSM for MPIO, ensure that
1. Ensure that an iSCSI initiator is installed on the Microsoft MPIO and the SAN/iQ HP LeftHand DSM for
the server. MPIO are installed on the server also. Refer to the HP

LeftHand P4000 Windows Solution Pack User Manual.

2. In the CMC, add the server connection to the
management group and configure iSCSI access
for that server.

See “Adding server connections to management
groups” on page 290.

See “Assigning server connections access to

3. In the CMC, assign volumes to the server. "
volumes” on page 292.

4. In the iSCSI initiator on the server, log onto  See “Completing the iSCSI Initiator and disk
the volume. setup” on page 294.

5. On the server, configure the volume using disk ~ See “Completing the iSCSI Initiator and disk
management fools. setup” on page 294.

Former terminology (release 7.0 and earlier)

Before release 8.0, you controlled server access to volumes using authentication groups and volume
lists. Starting with release 8.0, you work with server and volume connections.
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With release 8.0 and later, you add each server to a management group and assign server connections
to volumes or snapshots. You can make the assignment from either the volume or the server.

[Z HP LeftHand Centralized M Console m=X]
Eile Find Tasks Help
Getting Started Delails | Velumes and Snapshats
& Avalable Modules (2)
il
[ Exchange
e ZErvers (11
% _ — o Mame | Status | Size | Lttilization | Permizsion | Gatevway Connection
‘},ﬂ Administration ﬁ ExStore2 Mol 4 GB 4% Readiite 10.061.16
Shes @ Exstoret Normal 4GB Readivirite 1006117

= Stores
Performance Montoring
= Storage Modules (3)
% Denver-1
S Denver-2 e
6 Denver-3
&/ Yolumes (21

[ Exstoret ()
I Exstore2 ()

1. Server connection in the navigation window with one server

2. Volumes and Snapshots tab shows two assigned volumes that the server can access

Figure 140 Server assignments in the navigation window and the Volumes and Snapshots tab

Adding server connections to management groups

Add each server connection that needs access to a volume to the management group where the
volume exists. Afteryou add a server connection fo a management group, you can assign the server
connection fo one or more volumes or snapshots. For more information, see “Assigning server
connections access to volumes” on page 292.

Prerequisites
e Each server must have an iSCSI initiator installed.

*  You know where to find the initiator node name in the iSCSI initiator. See “iSCSI| and CHAP ter-
minology” on page 338.

1. In the navigation window, log in to the management group.
Click Management Group Tasks and select New Server.
Entera name and description (optional) for the server connection.

The server connection name is case sensitive. It cannot be changed later, unless you delete and
recreate the connection.

4. Select the check box to allow access via iSCSI.

If you plan to use iSCSI load balancing, click the link in the window to review the list of compliant
iSCSl initiators.

Scroll down to see the entire list. If your initiator is not on the list, do not enable load balancing.
For more information about iSCSI load balancing, see “iSCSI load balancing” on page 336.

A CAUTION:

Using a non-compliant iSCSI initiator with load balancing can compromise volume availability
during iSCS! failover events.

6. If you want to use iSCSI load balancing and your initiator is compliant, select the check box to
enable load balancing.
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7. Select the authentication method, either CHAP not required or CHAP required.
For more information, see “Authentication (CHAP)” on page 337.
8. In the Initiator Node Name field, enter the ign string.

Open your iSCSI initiator and look for the string there. You can copy the string and paste it into
the field.

For more information, see “iSCSI and CHAP terminology” on page 338.

9. If you are using CHAP, complete the fields necessary for the type of CHAP you intend to configure,
as shown in Table 66.

Table 66 Entering CHAP information in a new server

For this CHAP Mode Complete these fields
*  CHAP name

Tway CHAP ¢ Target secret—minimum of 12 characters
*  CHAP name

2-way CHAP * Target secret—minimum of 12 characters

¢ Initiator secret—minimum of 12 characters; must be alphanumeric

10. Click OK.
The server connection displays in the management group in the navigation window.

You can now assign this server connection to volumes, giving the server access to the volumes.
For more information, see “Assigning server connections access fo volumes” on page 292.

Editing server connections
You can edit the following fields for a server connection:
¢ Description

* load balancing
e CHAP options

You can also delete a server connection from the management group. For more information, see
“Deleting server connections” on page 292.

A CAUTION:

Editing a server may inferrupt access to volumes. If necessary, or if the server is sensitive to
disconnections, stop server access before editing a server.

1. In the navigation window, select the server connection you want to edit.

2. Click the Details tab.
3. Click Server Tasks and select Edit Server.
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4,

Change the appropriate information.

If you change the Enable Load Balancing option, a warning message opens when you finish
filling out this window. After changing the iSCSI load balancing configuration, you have to log
your servers off, then log them back on to the volumes.

A CAUTION:

If you change the load balancing or CHAP options, you must log off and log back on to the
target in the iSCSI initiator for the changes to take effect.

Click OK when you are finished.
If you have changed the Enable Load Balancing option, you must log servers off the volumes.

This may entail stopping the applications, disconnecting them, reconnecting the applications to
the volumes, and then restarting them.

-

Load Balancing Setting Changed

The Enable Load Balancing setting has been changed.

For the change to take effect, you must first
dizzonnect the volumes from the spplication servers.
“ou may need to first stop the spplications and then
dizconnect them. Then, reconnect the servers, restart
the applications, and log back on to the volumes.

Figure 141 Warning after changing load balancing check box

Deleting server connections

Deleting a server connection stops access to volumes by servers using that server connection. Access
to the same volume by other servers continues.

1.

2
3.
4

In the navigation window, select the server connection you want to delete.
Click the Details tab.
Click Server Tasks and select Delete Server.

Click OK to delete the server.

Assigning server connections access to volumes

Afteryou add a server connection fo your management group, you can assign one or more volumes
or snapshots to the server connection, giving the server access to those volumes or snapshots.

A CAUTION:

Without the use of shared storage access (host clustering or clustered file system) technology, allowing
more than one iSCSI application server to connect fo a volume at the same time, without cluster-aware
applications and /or file systems in read/write mode, could result in data corruption.

You can make the assignments two ways:
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* “Assigning server connections from a volume ” on page 293
* “Assigning volumes from a server connection” on page 293

Prerequisites

¢ The server connections you want to assign must already exist in the management group. See
“Adding server connections to management groups” on page 290.

¢ The volumes or snapshots you want assign must already exist in the management group. See
“Creating a volume” on page 239.

When you assign the server connections and volumes or snapshots, you set the permissions that each
server connection will have for each volume or snapshot. The available permissions are described in

Table 67.

Table 67 Server connection permission levels

Type of Access Allows This

No Access Prevents the server from accessing the volume or snapshot.

Restricts the server to read-only access to the data on the volume or

Read Access
snapshot.

Read/Write Access Allows the server read and write permissions to the volume.

B NOTE:

Microsoft Windows requires read/write access to volumes.

Assigning server connections from a volume

You can assign one or more server connections to any volume or snapshot. For the prerequisites, see
“Assigning server connections access to volumes” on page 292.

1. In the navigation window, right-click the volume you want to assign server connections to.
Select Assign and Unassign Servers.

3. Click the Assigned check box for each server connection you want to assign to the volume or
snapshot.

4. From the Permission drop-down list, select the permission each server connection should have to
volume or snapshot.

5. Click OK.

You can now log on to the volume from the server’s iSCSI initiator. See “Completing the iSCSI
Initiator and disk setup” on page 294.

Assigning volumes from a server connection

You can assign one or more volumes or snapshots to any server connection. For the prerequisites,
see “Assigning server connections access to volumes” on page 292.

1. In the navigation window, right-click the server connection you want to assign.

2. Select Assign and Unassign Volumes and Snapshots.
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3. Click the Assigned check box for each volume or snapshot you want to assign to the server
connection.

4. From the Permission drop-down list, select the permission the server should have.
Click OK.

You can now connect to the volume from the server’s iSCSI initiator. See “Completing the iSCSI
Initiator and disk setup” on page 294.

Editing server connection and volume assignments
You can edit the assignment of volumes and server connections to:

* Unassign the volume or server connection
* Change the permissions

Editing server connection assignments from a volume

You can edit the assignment of one or more server connections to any volume or snapshot.

A CAUTION:

If you are going to unassign a server connection or restrict permissions, stop any applications from
accessing the volume or snapshot and log off the iSCSI session from the host.

1. In the navigation window, right-click the volume whose server connection assignments you want
to edit.

Select Assign and Unassign Servers.

Change the settings, as needed.
4. Click OK.

Editing server assignments from a server connection

You can edit the assignment of one or more volumes or snapshots to any server connection.

A CAUTION:

If you are going fo unassign a server connection or restrict permissions, stop any applications from
accessing the volume or snapshot and log off the iSCSI session from the host.

In the navigation window, right-click the server connection you want to edit.
Select Assign and Unassign Volumes and Snapshots.

Change the settings, as needed.

Click OK.

P W=

Completing the iSCSI Initiator and disk setup

After you have assigned a server connection to one or more volumes, you must configure the
appropriate iSCSI settings on the server. For information about iSCSI, see Chapter 22 on page 335.
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Refer to the operating system-specific documents in the Resource Center for more information about
setting up volumes and iSCSI.

Persistent targets or favorite targets

After you configure the iSCSI initiator, you can log on to the volumes. When you log on, select the

option to automatically restore connections. This sets up persistent targets that automatically reconnect
after a reboot.

For persistent targets, you also need to set up dependencies to ensure that the applications on the
server start only after the iSCSI service starts and the sessions are connected.

HP LeftHand DSM for MPIO settings

If you are using HP LeftHand DSM for MPIO and your server has two NICs, select the “Enable
multi-path” option when logging on to the volume and log on from each NIC.

For more information about HP LeftHand DSM for MPIO, refer to the HP LeftHand P4000 Windows

Solution Pack User Manual.

Disk management

You must also format, configure, and label the volumes from the server using the operating system’s
disk management tools.
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18 Monitoring performance

The Performance Monitor provides performance statistics for iSCSI and storage node 1/Os to help
you and HP LeftHand Networks support and engineering staff understand the load that the SAN is
servicing.

The Performance Monitor presents realtime performance data in both tabular and graphical form as
an integrated feature in the CMC. The CMC can also log the data for short periods of time (hours or
days) to get a longer view of activity. The data will also be available via SNMP, so you can integrate
with your current environment or archive the data for capacity planning. See Chapter 7 on page 129.

As a realtime performance monitor this feature helps you understand the current load on the SAN to
provide additional data to support decisions on issues such as the following:

¢ Configuration options (Would network bonding help me?)

* Capacity expansion (Should | add more storage nodes?), and

* Data placement (Should this volume be on my SATA or SAS cluster?).

The performance data do not directly provide answers, but will let you analyze what is happening
and provide support for these types of decisions.

These performance statistics are available on cluster, volume, and storage node basis, letting you
look at the workload on a specific volume and providing data like throughput, average /O size,
read/write mix, and number of outstanding I/Os. Having this data helps you better understand what
performance you should expect in a given configuration. Storage node performance data will allow
you to easily isolate, for example, a specific storage node with higher latencies than the other storage
nodes in the cluster.

Prerequisites

* You must have a cluster with one or more storage nodes and one or more volumes connected via
iSCSI sessions.

* All storage nodes in the management group must have SAN/iQ software version 8.0 or later in-
stalled. The management group version on the Registration tab must show 8.0.

* A server must be accessing a volume to read data, write data, or both.

Introduction to using performance information

The Performance Monitor can monitor dozens of statistics related to each cluster.

The following sections offer some ideas about the statistics that are available to help you manage
your SAN effectively. These sections cover just few examples of common questions and issues, but
they are not an exhaustive discussion of the possibilities the Performance Monitor offers.

For general concepts related to performance monitoring and analysis, see “Performance monitoring
and analysis concepts” on page 309.
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What can | learn about my SAN?

If you have questions such as these about your SAN, the Performance Monitor can help:

*  What kind of load is the SAN under right now?

* How much more load can be added to an existing cluster?

* What is the impact of my nightly backups on the SAN?

* | think the SAN is idle, but the drive lights are blinking like crazy. What's happening?
Generally, the Performance Monitor can help you determine:

e Current SAN activities

*  Workload characterization

e Fault isolation

Current SAN activities example

This example shows that the Denver cluster is handling an average of more than 747 IOPS with an
average throughput of more than 6 million bytes per second and an average queue depth of 31.76.

Performance Monitor: Denver

21530 PM 211600 PM 2:18:30 PM 211700 PM 217:30 PM 21800 PW 2:18:30 M 21900 PM 2:19:30 PM 2:20:00 PM
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E Denver IOPS Total 10/s 7255916 B9 372 1,009 545 47 139 Auto (0.01) ™
————— E Denver Queue Depth Total 32.000 30.000 32.000 31.760 Auto (1) 7

Figure 142 Example showing overview of cluster activity

Workload characterization example

This example lets you analyze the workload generated by a server (ExchServer-1) including IOPS
reads, writes, and total and the average 10 size.

Performance Monitor: Denver

N - A e ST r.__v_«‘..._/n/nx—\’/u.-—,_.-«‘_—-L,\ o

B e A A A AN A

50 e N e T e e T A e P g A N T e e e —

10
30

e I B s — U S K S S
20
10
o

2:30:00 PM 2:31:00 PM 2:32:00 FM 2:33:00 PM 2:34:00 PM 2:35:00 PM 2:36:00 FM 2:37:00 PM
Mourtain Standard Time {AmericaDenver)
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ﬁ DE1 % ExchServer-1 IOPS Reads )5 485674 455 469 529.330 485.101 Auto(01) ¥

I DB (&5 ExchServer-1 IOPS Total 10z 726025 £91.373 776.894 T2BIST Aulo(01) ¥
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Figure 143 Example showing volume's type of workload
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Fault isolation example

This example shows that the Denver-1 storage node (dotted line pegged at the top of the graph) has
a much higher 10 read latency than the Denver-3 storage node. Such a large difference may be due
to a RAID rebuild on Denver-1. To improve the latency, you can lower the rebuild rate.
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Figure 144 Example showing fault isolation

What can | learn about my volumes?
If you have questions such as these about your volumes, the Performance Monitor can help:

* Which volumes are accessed the most?
* What is the load being generated on a specific volume?

The Performance Monitor can let you see the following:

*  Most active volumes
*  Activity generated by a specific server

Most active volumes examples

This example shows two volumes (DB1 and Log1) and compares their total IOPS. You can see that
Llog1 averages about 2 times the IOPS of DB1. This might be helpful if you want to know which volume

is busier.

Performance Monitor: Denver
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32030 PM 3:21:00 PM 3:21:30 PM 3:22:00 PM  322:30 PM  3:23:.00 PM  3:23:30 PM  3:24.00 PM  3:24:30 PM  3:25.00 |
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Figure 145 Example showing IOPS of two volumes
This example shows two volumes (DB1 and Log1) and compares their total throughput. You can see

that Log1 averages nearly 18 times the throughput of DB1. This might be helpful if you want to know
which volume is busier.
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Performance Monitor: Denver
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Figure 146 Example showing throughput of two volumes

Activity generated by a specific server example

This example shows the total IOPS and throughput generated by the server (ExchServer-1) on two
volumes.

Performance Monitor: Denver
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Figure 147 Example showing activity generated by a specific server

Planning for SAN improvements

If you have questions such as these about planning for SAN improvements, the Performance Monitor
can help:
* Would enabling NIC bonding on the storage nodes improve performance?
e s the load between two clusters balanced? If not, what should | do?
* | have budget to purchase two new storage nodes.
*  Which volumes should | move to them to improve performance?

*  Which cluster should | add them to?
The Performance Monitor can let you see the following:

*  Network utilization to determine if NIC bonding on the storage nodes could improve performance
* Load comparison of two clusters

* Load comparison of two volumes
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Network utilization to determine if NIC bonding could improve performance

example

This example shows the network utilization of three storage nodes. You can see that Denver-1 averages
more than 79% utilization. You can increase the networking capacity available to that storage node

by enabling NIC bonding on the storage node. You can also spread the load out across the storage
nodes using iSCSI load balancing.
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Performance Monitor: Denver
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Figure 148 Example showing network utilization of three storage nodes

Lload comparison of two clusters example

This example illustrates the total IOPS, throughput, and queue depth of two different clusters (Denver
and Boulder), letting you compare the usage of those clusters. You can also monitor one cluster in a
separate window while doing other tasks in the CMC.
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Performance Monitor: Denver
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Performance Monitor: Boulder
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Figure 149 Example comparing two clusters

Load comparison of two volumes example

This example shows the total throughput for a cluster and the total throughput of each volume in that

cluster. You can see that the Log1 volume generates most of the cluster’s throughput.

Performance Moniter: Boulder
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Figure 150 Example comparing two volumes
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Accessing and understanding the Performance Mo
window

The Performance Monitor is available as a tree node below each cluster.
To display the Performance Monitor window:

1.
2.

In the navigation window, log in to the management group.

Select the Performance Monitor node for the cluster you want.

The Performance Monitor window opens. By default, it displays the cluster total IOPS, cluster

total throughput, and cluster total queue depth.
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Figure 151 Performance Monitor window and its parts

You can set up the Performance Monitor with the statistics you need. The system
those statistics until you pause monitoring or change the statistics.

The system maintains any changes you make to the statistics graph or table only for your current CMC

session. It reverts to the defaults the next time you log in to the CMC.

For more information about the performance monitor window, see the following:

continues to monitor

* “Performance Monitor toolbar” on page 304
* “Performance monitoring graph” on page 305
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* “Performance monitoring table” on page 306

Performance Monitor toolbar

The toolbar lets you change some settings and export data.

0000600 O 9@?@

\ A\

\ |
]

Status: Mormal =P | 0 O | 5= |secs w | Export: 5zecsfor60secs |0 O | 2|

Button or Status

Definition

1. Performance Monitor status

*  Normal—Performance monitoring for the cluster is

OK.

*  Warning—The Performance Monitor is having
difficulty monitoring one or more storage nodes.
Click the Warning text for more information.

Figure 153 on page 305

2. Add Statistics

Opens the Add Statistics window.

3. Hide Graph/Show Graph

Toggles the graph display on or off.

4. Resume Monitoring

Restarts monitoring after pausing.

5. Pause Monitoring

Temporarily stops monitoring.

6. Sample Interval

Numeric value for the data update frequency.

7. Sample Interval Units

Unit of measure for the data update frequency, either
minutes or seconds.

8. Export status

* N/A—No export has been requested.

* Sample interval and duration—If you have expor-
ted data, sample interval and duration display.

*  Paused—You paused an export.
*  Stopped—You stopped an export.

* Warning— System could not export data. Click the
Warning text for more information.

*  Error—System stopped the export because of a file
IO error. Try the export again.

9. Start Export Log/Resume Export Log

Displays window to set up exporting of data to a
comma separated values (CSV) file. Button changes
to Resume Export Log when export is paused.

10. Pause Export Log

Temporarily stops exporting of data.

11. Stop Export Log

Stops the exporting of data.

12. Export Log Progress

Shows the progress of the current data export, based
on the selected duration and elapsed time.

Figure 152 Performance Monitor toolbar
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Centralized Management Console f x|

WARMIMNG: The Centralized Management Console is having
trouble monitoring the performance of the follovwing nodes:

® ENShT (1001231
* EpShZ (10.0.12.35)

Performance monitoring statistics marked as ™A' are not
available. The izzue may be caused by monitoring too many
statistics at one time or due to a momentary communication
interruption with the netwoark or software component.

Reduce the the number of performance statistics being
monitored, or wait several seconds and try again.

Figure 153 Example of a warning message

Performance monitoring graph

The performance monitor graph shows a color-coded line for each displayed statistic.
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Figure 154 Performance Monitor graph
The graph shows the last 100 data samples and updates the samples based on the sample interval

setting.
The vertical axis uses a scale of 0 to 100. Graph data is automatically adjusted to fit the scale. For

example, if a statistic value was larger than 100, say 4,000.0, the system would scale it down to
40.0 using a scaling factor of 0.01. If the statistic value is smaller than 10.0, for example 7.5, the
system would scale it up to 75 using a scaling factor of 10. The Scale column of the statistics table
shows the current scaling factor. If needed, you can change the scaling factor. For more information,

see “Changing the scaling factor” on page 315.

The horizontal axis shows the either local time or Greenwich Mean Time. The default setting is the
local time of the computer that is running the CMC. You can change this default to GMT. See
“Changing the sample interval and time zone” on page 309. (This time zone setting is not related to

the management group time zone.)
For information about controlling the look of the graph, see “Changing the graph” on page 313.
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Performance monitoring table

The performance monitor table displays a row for each selected statistic.

[ Display | Line | Name | Server | Statistic [Unts | vale %7 | Minimum | Madmum | Average | Soale
Vi ----Z Stores Throughput Tatsl Bz 72487172206 72,187,172 1685342657 75522,128656 Auto (0.000001) ¥
Ml —— = stores 10PS Tetal 105 1101489 1,101.489 1,246.429 1,169.161 Auto (0.013 ¥
Vi | —— = stores Queus Depth Total £.000 0.000 .000 1619 Auta (10) ¥

Figure 155 Performance Monitor table

The table shows information about the statistics selected for monitoring. The table values update based

on the sample interval setting.
To view the statistic definition, hold your mouse pointer over a table row.
Table 68 on page 306 defines each column of the Performance Monitor table.

Table 68 Performance Monitor table columns

Column Definition
Display Toggles the display of the graph line on or off.
Line Shows the current color and style for the statistic’s line on the graph.
Name Name of the cluster, storage node, or volume being monitored.
Server For volumes and snapshots, shows the server that has access.
Statistic The statistic you selected for monitoring.
Units Unit of measure for the statistic.
Value Current sample value for the statistic.
Minimum Lowest recorded sample value of the last 100 samples.
Maximum Highest recorded sample value of the last 100 samples.
Average Average of the last 100 recorded sample values.
Scaling factor used to fit the data on the graph’s 0 to 100 scale. Only the line on
Scale the graph is scaled; the values in the table are not scaled. The values in the log

file, if you export the file, are also not scaled.

For information about adding statistics, see “Adding statistics ” on page 310.

Understanding the performance statistics

You can select the performance statistics that you want to monitor.

For clusters, volumes and snapshots, the statistics being reported are based on client 1O. This is the
iSCS| traffic and does not include other traffic such as replication, remote snapshots, and management

functions.

For storage nodes and devices the statistics report the total traffic, including iSCSI traffic along with
replication, remote snapshots and management functions.
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The difference between what the cluster, volumes, and snapshots are reporting and what the storage
nodes and devices are reporting is the overhead (replication, remote snapshots, and management

iSCSI statistics for
clusters, volumes
and snapshots.

Cluster, volume and
snapshot reads and
writes occur at this

ics for storage
nodes and devices.

functions).
Client IO
layer.
Storage Node Storage Node Storage Node
] ||I I 7] 7] ] |II I 7] 7] ] |II
w W L] el w w L] 1] w W
w " el t1] m tl ] el u w Ry
NSM IOPs

] —

Physical Disks

e =)

Physical Disks

Physical Disks

Figure 156 Performance statistics and where they are measured

The following statistics are available:

Table 69 Performance Monitor statistics

Includes replication,
remote snapshot and
management functions,
such as manager
communications.

Volume
Statistic Definition Cluster o NSM
Snap-
shot
IOPS Reads Averctge read requests per second for the sample X X X
interval.
IOPS Writes Average write requests per second for the sample X X X
interval.
IOPS Total Average read-+write requests per second for the X X X
sample interval.
Throughput Reads Average read bytes per second for the sample in- X X X
terval.
Throughput Writes Average write bytes per second for the sample in- X X X
terval.
Throughput Tofal Average read and write bytes per second for the X X X
sample interval.
Average Read Size Average read transfer size for the sample interval. X X X
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Volume
r

Statistic Definition Cluster O NSM
Snap-
shot

Average Write Size Average write transfer size for the sample interval. X X X

Average /O Size Average read and write transfer size for the sample X X X
interval.

Queue Depth Reads Number of outstanding read requests. X X

Queue Depth Writes Number of outstanding write requests. X X

Queue Depth Total Number of outstanding read and write requests. X X X

IO Latency Reads Average time, in milliseconds, to service read re- X X X
quests.

. Average time, in milliseconds, to service write re-

IO Latency Writes X X X
quests.

IO Latency Tofal Avgroge time, in milliseconds, to service read and X X X
write requests.

Cache Hits Reads Percent of reads served from cache for the sample X X
interval.

CPU Utilization Percent of processor used on this storage node for X
the sample interval.

Memory Uilization Percent of tofal memory used on this storage node X
for the sample inferval.
Percent of bi-directional network capacity used on

Network Utilization this network interface on this storage node for the X
sample interval.

Network Bytes Read Bytes read from the network for the sample interval. X

Network Bytes Write Bytes written to the network for the sample interval. X

Network Bytes Total Bytes regd and written over the network for the X
sample interval.

Storage Server Total Average time, in milliseconds, for the RAID control- X

Latency

ler to service read and write requests.

Monitoring and comparing multiple clusters

You can open the Performance Monitor for a cluster in a separate window. This lets you monitor and
compare multiple clusters at the same time. You can open one window per cluster and rearrange the
windows to suit your needs.

1. From the Performance Monitor window, right-click anywhere and select Open in Window.
The Performance Monitor window opens as a separate window.

Use the Performance Monitor Tasks menu to change the window settings.
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2. When you no longer need the separate window, click Close.

Performance monitoring and analysis concepts

The following general concepts are related to performance monitoring and analysis.

Workloads

Access

Access

Access

Queue

A workload defines a specific characterization of disk activity. These characteristics are access type,
access size, access pattern, and queue depth. Application and system workloads can be analyzed,
then described using these characteristics. Given these workload characterizations, test tools like
iometer can be used fo simulate these workloads.

type
Disk accesses are either read or write operations. In the absence of disk or controller caching, reads
and writes operate at the same speed.

size

The size of a read or write operation. As this size increases, throughput usually increases because a
disk access consists of a seek and a data transfer. With more data to transfer, the relative cost of the
seek decreases. Some applications allow tuning the size of read and write buffers, but there are
practical limits to this.

pattern

Disk accesses can be sequential or random. In general, sequential accesses are faster than random
accesses because every random access usually requires a disk seek.

depth

Queue depth is a measure of concurrency. If queue depth is one (gq=1), it is called serial. In serial
accesses, disk operations are issued one after another with only one outstanding request at any given
time. In general, throughput increases with queue depth. Usually, only database applications allow
the tuning of queue depth.

Changing the sample interval and time zone

You can set the sample interval to any value between 5 seconds and 60 minutes, in increments of
either seconds or minutes.

The time zone comes from the local computer where you are running the CMC.
You can change the sample interval the following ways:

¢ Using the toolbar
* In the Edit Monitoring Interval window, where you can also change the time zone

To change the sample interval from the toolbar:

1. In the navigation window, log in to the management group.
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2. Select the Performance Monitor node for the cluster you want.
The Performance Monitor window opens.
In the toolbar, change the Sample Interval value.

4. In the toolbar, select the Sample Interval Units you want.

The Performance Monitor starts using the new interval immediately.

To change the sample interval and time zone:

1. In the navigation window, log in to the management group.

2. Select the Performance Monitor node for the cluster you want.
The Performance Monitor window opens.

3. Click Performance Monitoring Tasks and select Edit Monitoring Interval.
The Edit Monitoring Interval window opens.

4. In the Sample Every fields, enter the interval and select the units you want.
Select Local or Greenwich Mean Time.
Click OK.

The Performance Monitor starts using the new interval and time zone immediately.

Adding statistics

You can change the monitored statistics for the Performance Monitor, as needed. To limit the
performance impact on the cluster, you can add up to 50 statistics.

The system maintains any changes you make to the statistics only for your current CMC session. It
reverts to the defaults the next time you log in to the CMC.

For definitions of the available statistics, see “Understanding the performance statistics” on page 306.
1. In the navigation window, log in to the management group.
2. Select the Performance Monitor node for the cluster you want.

The Performance Monitor window opens.
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3.

Click =+
The Add Statistics window opens.

I Add Statistics
H

Chooze the statistics that wou want for each object or group of ohjects,
then add them to the 'Added Statistics' table below.
Select Statistics

Select Object: |=
Al Connected YWolumes and Snapshots
% Finsnceserver - Connected Volumes and Snapshod

ﬁ Finance
Al Modes

Select Statistics:
(@) a)l Statistics

) Selected Statistics from List

1]

Add Statistics

Mame I Statistic

Added Statistics

Cancel

Figure 157 Add Statistics window

From the Select Object list, select the cluster, volumes, and storage nodes you want to monitor.
Use the CTRL key to select multiple objects from the list.
From the Select Statistics options, select the option you want.

* All Statistics—Adds all available statistics for each selected object.

* Selected Statistics from List—Lets you select the statistics you want from the list below. The list
is populated with the statistics that relate to the selected obijects.

Use the CTRL key to select multiple statistics from the list.

If you selected the Selected Statistics from List option, select the statistics you want to monitor.
Click Add Statistics.

The statistics you selected are listed in the Added Statistics list.

If you selected a statistic that is already being monitored, a message displays letting you know
that the statistics will not be added again.

Click OK.
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Viewing statistic details

In addition to what you see in a table row, you can see all of the details for a specific statistic in the
table, including the statistic definition.

1.
2.

In the navigation window, log in to the management group.
Select the Performance Monitor node for the cluster you want.
The Performance Monitor window opens.

Right-click a row in the table and select View Statistic Details.

The Statistic Details window opens, with all of the information for the selected statistic that is in
the table, plus the statistic definition.

Click Close.

Removing and clearing statistics

You can remove or clear statistics any of the following ways:

Remove one or more statistics from the table and graph

* Clear the sample data, but retain the statistics in the table

¢ Clear the graph display, but retain the statistics in the table

Reset to the default statistics

Removing a statistic

You can remove one or more statistics from the table and graph.

1.
2.

In the navigation window, log in to the management group.
Select the Performance Monitor node for the cluster you want.
The Performance Monitor window opens.

Right-click a row in the table and select Remove Statistics.
Use the CTRL key to select multiple statistics from the table.

A message displays confirming that you want to remove the selected statistics.

Click OK.

Clearing the sample data

You can clear all the sample data, which sets all table values to zero and removes all lines from the
graph. This leaves all of the statistics in the table and selected for display. The graph and table data
repopulate with the latest values after the next sample interval elapses.

1.
2.

In the navigation window, log in to the management group.
Select the Performance Monitor node for the cluster you want.
The Performance Monitor window opens.

Right-click anywhere in the Performance Monitor window and select Clear Samples.
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Clearing the display

You can clear the display, which removes all lines from the graph and deselects the Display option
for each statistic in the table. This leaves all of the statistics in the table, along with their data, which
continue to update.

1.
2.

In the navigation window, log in to the management group.
Select the Performance Monitor node for the cluster you want.
The Performance Monitor window opens.

Right-click anywhere in the Performance Monitor window and select Clear Display.

Resetting defaults

You can reset the statistics to the defaults, which removes all lines from the graph and sets the three
default statistics (cluster total IOPS, cluster total throughput, and cluster total queue depth) to zero in
the table. The default statistics are set to display and their data update when the next sample interval

elapses.
1. In the navigation window, log in to the management group.
2. Select the Performance Monitor node for the cluster you want.
The Performance Monitor window opens.
3. Right-click anywhere in the Performance Monitor window and select Reset to Defaults.

Pausing and restarting monitoring

If you are currently monitoring one or more statistics, you can pause the monitoring and restart it. For
example, you may want to pause monitoring during planned maintenance windows or production
downtime.

1.

From the Performance Monitor window, click i 4, pause the monitoring.

All data remain as they were when you paused.

To restart the monitoring, click b

Data update when the next sample interval elapses. The graph will have a gap in the time.

Changing the graph

You can change graph and its lines in the following ways:

“Hiding and showing the graph” on page 314
“Displaying or hiding a line” on page 314
“Changing the color or style of a line ” on page 314
“Highlighting a line” on page 315

“Changing the scaling factor” on page 315
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Hiding and showing the graph

By default, the performance monitor graph displays in the Performance Monitor window. If you want
more space fo display the performance monitor table, you can hide the graph.

From the Performance Monitor window, click = to hide the graph.

To redisplay the graph, click @ to show the graph.

Displaying or hiding a line

When you add statistics to monitor, by default, they are set to display in the graph. You can control
which statistics display in the graph, as needed.

1. From the Performance Monitor window, deselect the Display check box for the statistic in the
table.

2. To redisplay the line, select the Display check box for the statistic.

If you want to display all of the statistics from the table, right-click anywhere in the Performance
Monitor window and select Display All.

Changing the color or style of a line
You can change the color and style of any line on the graph.

1. From the Performance Monitor window, select one or more statistics in the table that you want
to change.

2. Right-click and select Edit Line.

The Edit Line window opens.

Edit Line

o X1

Statistics:

Statistic

Color: _ - Width: ’:
Style: ’:v Shape: ’:
Cancel

Figure 158 Edit Line window

Select the color and line style options you want.
4. To see the changes and leave the window open, click Apply.

When you finish the changes, click OK.
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Highlighting a line

You can highlight one or more lines on the graph to make them easier to distinguish.

1.

From the Performance Monitor window, right-click the statistic in the table that you want to highlight
and select Highlight.

The line turns white.

To remove the highlight, right-click the statistic and select Remove Highlight.

Changing the scaling factor

The vertical axis uses a scale of 0 to 100. Graph data is automatically adjusted to fit the scale. For
example, if a statistic value was larger than 100, say 4,000.0, the system would scale it down to
40.0 using a scaling factor of 0.01. If the statistic value is smaller than 10.0, for example 7.5, the
system would scale it up to 75 using a scaling factor of 10. The Scale column of the statistics table
shows the current scaling factor. If needed, you can change the scaling factor. For example, if you
are looking at similar items, you might change the scaling factor to change the emphasis on one item.

From the statistics table on the Performance Monitor window, select the scaling factor you want
from Scale drop-down list for the statistic you want to change.

The line moves up or down the graph based on the new scaling factor.

If the line is at the very top or bottom of the graph, the scaling factor is too large or too small to
fit on the graph. It is possible for more than one line to be “pegged” to the top or bottom of the
graph in this way, resulting in one or more lines being hidden behind another line. Set the Scale
back to Auto to display the line.

Exporting data

You can export performance statistics to a CSV file or save the current graph to an image file.

Exporting statistics to a CSV file

You can export performance statistics to a CSV file. You select which statistics to export.They can be
different from the statistics you are currently monitoring.

You also select the sample interval and the duration of the sampled data for export. Typical durations
are from 10 minutes to 24 hours. The maximum duration is 999 hours, which is about 41 days.

1.

2.

From the Performance Monitor window, click P 1o start the export.
In the Log File field, enter the name of the file.

By default, the system saves the file to the My Documents folder (Windows) or your home directory
(Linux) with a file name that starts with Performance and includes the cluster name, along with
the date and time.

To select a different location, click Browse.

Set the Sample Every fields to the value and units you want for the sample interval.

Set the For Duration Of fields to the value and units you want for the monitoring period.
Click Add Statistics.

The Add Statistics window opens.
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10.

11.

From the Select Object list, select cluster, volumes, and storage nodes you want to monitor.
Use the CTRL key to select multiple objects from the list.
From the Select Statistics options, select the option you want.

* All Statistics—Adds all available statistics for each selected object.

* Selected Statistics from List—Lets you select the statistics you want from the list below. The list

is populated with the statistics that relate to the selected objects.
Use the CTRL key to select multiple statistics from the list.

If you selected the Selected Statistics from List option, select the statistics you want to monitor.
Click Add Statistics.

The statistics you selected are listed in the Added Statistics list.

Click OK.

The File Size field displays an estimated file size based on the sample interval, duration, and
selected statistics.

When the export information is set the way you want it, click OK to start the export.

The export progress displays in the Performance Monitor window based on the duration and
elapsed time.

To pause the export, click 0 then click P to resume the export.

To stop the export, click ™. Data already exported is saved in the CSV file.

Saving the graph to an image file

You can save the graph and the currently visible portion of the statistics table to an image file. This
may be helpful if you are working with technical support or internal personnel to troubleshoot an
issue.

1.
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From the Performance Monitor window, make sure the graph and table display the data you
want.

Right-click anywhere in the Performance Monitor window and select Save Image.
The Save window opens.
Navigate to where you want to save the file.

Change the file name, if needed.

The file name defaults to include the name of the object being monitored and the date and time.

Change the file type, if needed.
You can save as a .png or .jpg.

Click Save.

Monitoring performance



19 Registering advanced features

Advanced features expand the capabilities of the SAN/iQ software. All advanced features are
available when you begin using the SAN/iQ software. If you begin using a feature without first
registering, a 30-day evaluation period begins. Throughout the evaluation period you receive reminders
to register and purchase a license for the advanced features you want to continue using.

The advanced features are listed below.

*  Multi-Node Virtualization and Clustering; clustered storage nodes that create a single pool of
storage.

* Managed Snapshots; recurring scheduled snapshots of volumes.
* Remote Copy; scheduled or manual asynchronous replication of data to remote sites.
¢ Multi-Site SAN; automatic synchronous data mirroring between sites.

Evaluating advanced features

Advanced features are active and available when you install and configure your system.

30—Day evaluation period

When you use any feature that requires registration, a message opens, asking you to verity that you
want to enter a 30-day evaluation period.

Centralized Management Console ﬁ

WARRING: You are about to use an unlicensed festure. ¥ou may
oo evaluate this feature without a license for upto 30 days

It you do not register the festure within that time, any

volumes or snapshots created using this featurs will becoms

unavailahle.

Click O to continue with the operation.

Click Cancel to exit the operation without making changes.

Figure 159 Verifying the start of the 30-day evaluation period

During this evaluation period you may configure, test, and modify any feature. At the end of the
30-day evaluation period, if you do not purchase a license key, then all volumes and snapshots
associated with the feature become unavailable to any clients. The data is safe and you can continue
to manage the volumes and snapshots in the CMC. Also, the entire configuration can be restored to
availability when a license key is purchased and applied to the storage nodes in the management
group that contains the configured advanced features.

B NOTE:

If you know you are not going to purchase the feature, plan to remove any volumes and snapshots
created by using the feature before the end of the 30-day evaluation period.
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Tracking the time remaining in the evaluation period

Track the time left on your 30-day evaluation period by using either the management group Registration
tab or the reminder notices that open periodically.

Viewing licensing icons

You can check the status of licensing on individual advanced features by the icons displayed. Note
that the violation icon displays throughout the 30-day evaluation period.

Registration Information

(Details r Remote Snapshots rTime r Registration |

=
é!— &= Node Golden-1

Provisioning server version is 5.1.00.0018.0
Management server version is 8.1.00.0018
Storage server version is 8.1.00.0015, LSMD (no replication, no J+M space)
Licensed for Managed Snapshat
Mot licensed for Mutti-Mods Virtualization and Clustering (in vickation because of virtual manager)
"k Mat licensed for Multi-Site SAN
“s& Mot licensed for Remote Copy

Figure 160 lIcons indicating license status for advanced features

Starting the evaluation period

You start the evaluation period for an advanced feature when you configure that feature in the CMC.

Table 70 Descriptions of advanced features

Advanced Feature

Provides This Functionality

And Enters the License Evaluation
Period When

Multi-Node Virtualiza-
tion and Clustering

Remote Copy

Managed Snapshot

Multi-Site SAN

Clustering multiple storage nodes to
create pools of storage.

Creating secondary volumes and snap-

shots in remote locations.

Creating schedules to snapshot volumes.

Multi-site clusters which synchronously
and automatically mirror data between
sites.

You add 2 or more storage nodes to a
cluster in @ management group.

You create a remote volume in prepara-
tion for making a remote snapshot.

You create a schedule fo snapshot a
volume.

You create a cluster with multiple sites.

Backing out of Remote Copy evaluation

If you decide not to purchase Remote Copy, you must delete any remote volumes and snapshots you
have configured. However, you can save the data in the remote snapshots before you delete them.

1. First, back up any volumes you plan to retain.
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2. Next safely back out of the Remote Copy evaluation as described in Table 71, according to how
you want to handle the data.

Table 71 Safely backing out of Remote Copy evaluation

Fate of Data in Remote Snapshots Steps to Back Out

* Delete the remote snapshots.
Removing data from the remote target
Delete the remote volume.

*  Make the remote volume info a primary volume.

Refaining the data on the remote target  * Disassociate the primary and remote management groups,
if the remote copy was between management groups.

Scripting evaluation

Application-based scripting is available for volume and snapshot features. You can create scripts to:

* Create snapshots

¢ Create remote volumes and snapshots

Because using scripts with advanced features starts the 30-day evaluation period without requiring
that you use the CMC, you must first verify that you are aware of starting the 30-day evaluation clock
when using scripting. If you do not enable the scripting evaluation period, any scripts you have running
(licensed or not) will fail.

Turn on scripting evaluation
To use scripting while evaluating advanced features, enable the scripting evaluation period.
1. In the navigation window, select a management group.
2. Select the Registration tab.
3. Click Registration Tasks and select Feature Registration from the menu.
4. Select the Scripting Evaluation tab.

1. Read the text and check the box to enable the use of scripts during a license evaluation period.
2. Click OK.

Turn off scripting evaluation

Turn off the scripting evaluation period when you take either one of these actions:

* You purchase the feature you were evaluating.
*  You complete the evaluation and decide not to purchase any advanced features.

To turn off the scripting evaluation:

1. Select the management group.

2. Select the Registration tab.

3. Click Registration Tasks and select Feature Registration from the menu.
4

Select the Scripting Evaluation tab.

319



Clear the check box.
6. Click OK.
Table 72 describes additional steps to safely back out of the scripting evaluation.

Table 72 Safely backing out of scripting evaluation

Feature Being Evaluated Steps to Back Out

* Back out of any remote copy operation.
* Delete any scripts.

Remote copy volumes and snapshots = Delete any primary or remote snapshots created by the scripts,
as indicated by viewing “Created By:” on the snapshot Details

tab.
B NOTE:
Turning off the scripting evaluation ensures that no scripts continue to push the 30-day evaluation
clock.

Registering advanced features

When registering storage nodes for advanced features, you must have your license entitlement
certificate and submit the appropriate storage node feature key(s) to purchase the license key(s). You
then receive the license key(s) and apply them to the storage node(s).

Using license keys

License keys are assigned to individual storage nodes. License keys can be added to storage nodes
either when they are in the Available Nodes pool or after they are in a management group. One
license key is issued per storage node and that key licenses all the advanced features requested for
that storage node. Therefore, you register each storage node for which you want to use advanced
features.

For example, if you wanted to configure 3 storage nodes in two locations to use with Remote Copy,
you license the storage nodes in both the primary location and the remote location.

B NOTE:

If you remove a storage node from a management group, the license key remains with that storage
node. See for more information about removing storage nodes from a management group.

Registering available storage nodes for license keys

Storage nodes that are in the Available Nodes pool are licensed individually. You license an individual
storage node on the Feature Registration tab for that node.

The Feature Registration tab displays the following information:

¢ The storage node feature key, used to obtain a license key
¢ The license key for that storage node, if one has been purchased
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e The license status of all the advanced features

Submitting storage node feature keys

1. In the navigation window, select the storage node from the Available Nodes pool for which you
want to register advanced features.

Select the Feature Registration tab.

Select the Feature Key.

Right-click and select copy.

Use Ctrl+V to paste the feature key into a text editing program, such as Notepad.

SR

Go to https://webware.hp.com to register and generate the license key.

Entering license keys to storage nodes
When you receive the license keys, add them to the storage nodes.
1. In the navigation window, select the storage node from the Available Nodes pool.
2. Select the Feature Registration tab.
3. Click Feature Registration Tasks and select Edit License Key from the menu.
4

Copy and paste the Feature Key into the Edit License Key window.

B NOTE:

When you paste the license key into the window, be sure there are no leading or trailing spaces in
the box. Such spaces prevent the license key from being recognized.

e Click OK.

The license key appears in the Feature Registration window.

Figure 161 Storage node with a license key

Registering storage nodes in a management group

Storage nodes that are in a management group are licensed through the management group. You
license the storage nodes on the Registration tab for the management group.

The Registration tab displays the following information:

¢ The license status of all the advanced features, including the progress of the 30-day evaluation
period and which advanced features are in use and not licensed.
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* Version information about software components of the operating system

e Customer information

Submitting storage node feature keys
Submit the feature keys of all the storage nodes in the management group.

1. In the navigation window, select the management group for which you want to register advanced
features.

2. Select the Registration tab.

The Registration tab lists purchased licenses. If you are evaluating advanced features, the time
remaining in the evaluation period is listed on the tab as well.

Detals || Remte Snapshets | Tme | Regististion

Registration Information

ouhave 23 days, 23 hours, and 23 minutes left in your evaluation period.
—After

containing liense violtions will become Lnavaiiabl.
8.0 ger auto upgrade is on

-

- Commuricat

w2
Provisioning server version is 8.10000180
Management server version is 51000018 =

Figure 162 Registering advanced features for a management group

1. Click Registration Tasks and select Feature Registration from the menu.

The Feature Registration window lists all the storage nodes in that management group.

[ Feature Registration =]

Registration is required

Go o hitps:/iwsbware hp.com to register and receive your license
keys. Have your lcense entitiement certificate and the feature key(s)
provided below available. Use Edit License IKey... to addiedit the
license key

[ Feature Registration || Seripting Evalution |

& Goldlen-1

License Key none sat
2 Golden-2
tFea‘ure Key 00:19:B9:D4FECE
License Key none set
& Golden-3
tFea\ure Key 00:19.B0.ES.4268
License ey none szt

Edt Licensz Key.
Cancel

Figure 163 Selecting the feature key

For each storage node listed in the window, select the Feature Key.

Right-click and press Crtl+C to copy the Feature Key.

Use Cirl+V to paste the feature key info a text editing program, such as Notepad.

oA W N

.

Go to hitps://webware.hp.com to register and generate the license key.
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B NOTE:

Record the host name or IP address of the storage node along with the feature key. This record will
make it easier to add the license key to the correct storage node when you receive it.

Entering license keys

When you receive the license keys, add them to the storage nodes in the Feature Registration window.

1. In the navigation window, select the management group.
2. Select the Registration tab.
3. Click Registration Tasks and select Feature Registration from the menu.
4. Select a storage node and click Edit License Key.
Edit License Key
Edit License Key for Denver-1: E
0425-3CF3-A854-B5C5-01 58-1 5BC-5616-7YF5-ECEA-907 A-7EGC-040 C-FOES-06
B0-4AD07-4215-6686-5259-C034-066A-8579-C4F 9-9226-DE1 8-4832-ED0A-CAF1
HEE20-A53E-E200-761 3-C1 TD—4F|
Cancel
Figure 164 Entering a license key
5. Copy and paste the appropriate license key for that storage node into the window.
)39,
B NOTE:
When you cut and paste the license key into the window, ensure that there are no leading
or trailing spaces in the box. Such spaces prevent the license key from being recognized.
6. Click OK.
The license key appears in the Feature Registration window.
T =
a
o
tEZZ‘:;Z?ZE?EgifciiéiZs,aam,gzamns,gm
Figure 165 Viewing license keys
7. Click OK again to exit the Feature Registration window.
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Saving license key information

For record-keeping, save the license information to a file when you have entered all the license keys.
1. Click Registration Tasks on the management group Registration tab.

2. Select Save Information to File from the menu.

3. Navigate to the location where you want to save the license key information.

4. Enter a name for the registration information file and click Save.

The license information is saved to a .xt file.

Saving and editing your customer information

Editing

Saving

This section explains how to save your customer profile, registrations, and licensing information. If
you have this saved as a text file, and lose a storage node, it can help in the rebuild of a new storage
node.

Make a customer information file for each management group in your system.

*  First, create or edit your customer profile.

* Save the file o a computer that is not part of your storage system.

your customer information file

Occasionally, you may want to change some of the information in your customer profile. If your
company moves, or contact information changes for example.

1. In the navigation window, select a management group.

2. Click on the Registration tab to open that window.

1. Click Registration Tasks and select Edit Customer Information from the menu.
Fill in or change any of the information on this window.
Click OK when you are finished.

your customer information

Be sure you have filled in the customer profile window correctly before saving this file. In addition to
the customer information, the file you save contains registration and licence key information.

Save a customer information file for each management group in your storage system.
1. In the navigation window, select a management group.

2. Click the Registration tab.

1. Click Registration Tasks and select Save Information to File from the menu.

2. In the Save window, navigate to the directory where you want to save the license key and customer
information file.

3. In the File Name field, enter a name for the file, which defaults to a .txt file.

4. Click Save.

Verify the information by viewing the saved .txt file.
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20 SNMP MIB information

The SNMP Agent resides in the storage node. The agent takes SNMP network requests for reading
or writing configuration information and translates them into internal system requests. Management
Information Base (MIB) files are provided which can enable the system administrator to use their
favorite SNMP tool to view or modify configuration information. The SNMP Agent supports versions
1 and 2c of the protocol.

B NOTE:

To ensure that all items display properly in your SNMP tool, use version 2c or later of the protocol.

The supported MIBs

The following are the supported MIBs, though not every function in each MIB is supported.

¢ DISMAN-EVENT-MIB

¢ HOST-RESOURCES-MIB

* IF-MIB

e [P-FORWARD-MIB

* IP-MIB

* NET-SNMP-AGENT-MIB

¢ NET-SNMP-EXTEND-MIB
*  NOTIFICATION-LOG-MIB
¢ RFC1213-MIB

*  SNMP-TARGET-MIB

*  SNMP-VIEW-BASED-ACM-MIB
* SNMPv2-MIB

e SNMPv2-SMI

¢ UCD-DLMOD-MIB

¢ UCD-SNMP-MIB
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21 Replacing disks appendix

This document describes the disk replacement procedures for cases in which you do not know which
disk to replace and/or you must rebuild RAID on the entire storage node. For example, if RAID has
gone off unexpectedly, you need Customer Support to help determine the cause, and if it is a disk
failure, to identify which disk must be replaced.

Replacing disks and rebuilding data

Single disk replacements in storage nodes where RAID is running, but may be degraded, can be
accomplished by following the procedures described in “Replacing disks” on page 328.

The following situations may require consulting with Customer Support to identify bad disks and then
following the procedures below to rebuild the data (when replicated) on the storage node.

RAIDO (Stripe) — RAID is off due to a failed disk.

RAID5, 5+spare (Stripe with parity), and 50 — if multiple disks need to be replaced, then those
disks must be identified and replaced, and the data on the entire storage node rebuilt.
RAID10/1+0 (Mirror and Stripe) — can sustain multiple disk replacements. However, Customer
Support must identify if any two disks are from the same mirror set, and then the data on the entire
storage node needs to be rebuilt.

RAID6 (Stripe with dual parity) — if multiple disks need to be replaced, then those disks must be
identified and replaced, and the data on the entire storage node rebuilt.

Before you begin

1.
2,
3.

Know the name and physical location of the storage node that needs the disk replacement.
Know the physical position of the disk in the storage node.
Have the replacement disk ready and confirm that it is the right size and has the right carrier.

For confirmation on which disks need to be replaced, contact customer support.

Prerequisites

All replicated volumes and snapshots should show a status of Normal. Non-replicated volumes
may be blinking.
If volumes or snapshots are not replicated, change them to 2-way replication before replacing the

disk.

If the cluster does not have enough space for the replication, take a backup of the volumes or
snapshots and then delete them from the cluster. After the disk replacement is complete, recreate
the volumes and restore the data from the backup.

Any volumes or snapshots that were being deleted should have finished deleting.

Write down the order in which the storage nodes are listed in the Edit Cluster window. You must
ensure that they are all returned to that order when the repair is completed.
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Replacing disks
Use this procedure for any one of the listed cases.

* RAIDO goes off.

* When multiple disks needs to be replaced on a storage node with RAID5, RAID50, or RAID6.
* When multiple disks on the same mirror set need to be replaced on a storage node with RAID10.

Verify storage node not running a manager

Verify that the storage node that needs the disk replacement is not running a manager.

1. log in to the management group.

2. Select the storage node in the navigation window and review the Details tab information. If the
Storage Node Status shows Manager Normal, and the Management Group Manager shows
Normal, then a manager is running and needs to be stopped.

Stopping a manager

1. To stop a manager, right-click the storage node in the navigation window and select Stop
Manager.

When the process completes successfully, the manager is removed from the Status line in the
Storage Node box and the Manager changes to “No” in the Management Group box.

2. If you stop a manager, the cluster will be left with an even number of managers. To ensure the
cluster has an odd number of managers, do one of these tasks:

* Start a manager on another storage node or

* Add a virtual manager to the management group by right-clicking on the management group
name in the navigation window and select Add Virtual Manager.

Repair the storage node
Prerequisite

If there are non-replicated volumes that are blinking, you must either replicate them or delete them
before you can proceed with this step. You see the message shown in Figure 166 in this case.
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Power Off Disk 5

The follovving wolumes and snapshots will lose data if you power off disk 5.

This table iz updated every 5 seconds.

Matme | Type | Status | Replication Lewvel Contributing Factors IZCE Session
v 2-500-MONE “olume Marmal Mane not replicated [ix}

The volumes are not replicated o in & data process (e.g., Deleting, Restriping, or Resyncing), and powering off this
dizk will causze the above volumes and snapshots to lose data. The steps belowe provide actions you can take to try to
ensure your data iz not lost.

® First, if the volume is in a data process, wait for the process to finish. Then click the Power Off Disk button belowy.

® Second, if there is enough space on the cluster, change the replication level to 2-weay by right-clicking on the volumes
ahove, zelecting Edit in the menu and selecting 2-weay replication. Wat for the restripe to finish. Then click the Povwer
Off Dizk buttan belowy.

#® Third, if you don't have enough space on the cluster, but do have space on another cluster, move the volume to the other
cluster by right-clicking on the volume above, zelecting Edit in the menu, and select the other cluster from the cluster
lizt. Wit for the restripe to finish. Then click the Powveer Off Disk button below.

® Finzlly, if none of the above actions are possible, back up the volumes and snapshats and delete them by right-clicking
on each one and selecting Delete from the menu. Then click the Power Off Disk button below .

Do you wwart to poveer off dizk 57

Cancel

Figure 166 Warning if volumes are not replicated

*  Right-click on the storage node in the navigation window and select Repair Storage Node. A
“ghost” image takes the place of the storage node in the cluster with the IP address serving as a
place holder. The storage node itself moves from the management group to the Available Nodes
pool.

B NOTE:

If the storage node does not appear in the Available Nodes pool, use the “Find” menu option to
re-locate it.

Replace the disk

In the NSM 160 or the NSM 260

When these platforms are configured in RAIDO, the menu choices for powering on and powering off
disks are enabled.

1. Reconfigure the storage node for RAIDO if it is not already in RAIDO.
2. In the CMC, power off the disk (you may power off up to 3 disks), one at a time.

See the procedures for powering off a disk in RAIDO in “Manually power off the disk in the CMC
for RAIDO” on page 83

3. Physically replace the disks in the storage node.
4. Inthe CMC, power each disk back on, one at a time.

After the last disk is powered on, RAID becomes Normal.
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In the DL380 or the IBM x3650

A CAUTION:

You must always use a new drive when replacing a disk in an IBM x3650. Never reinsert the same
drive and power it on again.

1. Reconfigure the storage node for RAIDO if it is not already in RAIDO.
2. Power off 1 disk.

See the procedures for powering off a disk in RAIDO in “Manually power off the disk in the CMC
for RAIDO” on page 83.

Physically replace the disk in the storage node.
4. Power on the disk.

Repeat Step 2 through Step 4 until all necessary disks are replaced.

In the DL320s (NSM 2120), Dell 2950, NSM 2060, NSM 4150, HP LeftHand
P4500, HP LeftHand P4300

For the DL320s (NSM 2120), Dell 2950, NSM 2060, NSM 4150, and HP LeftHand P4500, use the
disk replacement procedures in “Replacing a disk in a hot-swap platform (NSM 160, NSM 260,
DL380, DL320s [NSM 2120], Dell 2950, NSM 2060, NSM 4150, HP LeftHand P4500, HP LeftHand
P4300)” on page 86.

A CAUTION:

You must always use a new drive when replacing a disk in an Dell 2950, NSM 2060, or NSM 4150.
Never reinsert the same drive or another drive from the same Dell 2950, NSM 2060, or NSM 4150.

Rebuilding data

The following steps take you through the steps to first rebuild RAID on the storage node and then to
rebuild data on the storage node after it is added to the management group and cluster.

Re-create the RAID array
1. Select the Storage category and then select the RAID Setup tab.

2. Click RAID Setup Tasks and select Reconfigure RAID.
The RAID Status changes from Off to Normal.

B NOTE:

If RAID reconfigure reports an error, reboot the storage node and try reconfiguring the RAID again.
If this second attempt is not successful, call customer support.

330  Replacing disks appendix



Checking progress for RAID array to rebuild

For NSM 160, NSM 260, DL380, DL320s (NSM 2120), IBM x3650, HP LeftHand P4500, HP

LeftHand P4300 only

Use the Hardware Information report to check the status of the RAID rebuild.

1. Select the Hardware category and then select the Hardware Information tab.

2. Click the link on the tab “Click to Refresh” and scroll down to the RAID section of the Hardware
report, shown in Figure 167.

You can view the RAID rebuild rate and percent complete.

3. Click Hardware Information Tasks and select Refresh to monitor the ongoing progress.

Last Refreshed: 06/21/2007 11:57.32 AM MDT

|/ Diagnostics r/ Hardweare Information r Log Files |

ftem |

“alue
emperaiure

[
[
[
[
[
[
[
[
[
[
[
[

Sdevicoizz/cDd2idise - DATA Partition Raid 51117 .59 GB Rebuilding 7% complete,

| ¥

Drive Status Stafus Health
Drive 1 Active normal
Drive 2 Active normal
Drive 3 Active normal
Drive 4 Active normal
Drive 5 Active normal
Drive B Active normal
Drive 7 Active normal
Drive 8 Rebuilding narthal
Drive 3 Active normal
Drive 10 Active normal
Drive 11 Active normal
Drive 12 Active normal

RAID Rebuilding
Rebuild Rate edium
Unuzed Devices Dizk 8 Rebuilding
Statistics 2 Units
Unit 1 MeviccissicOd! idisc - DATA Partition Raid 5 1117 58 GE Mormal
Unit 2

RAID 05 Partitions hlortrial
Minirmum Rebuild Speed 10 MBJzec
Mzzitum Rebuild Speed 100 MESzec
Statistics 0 Lnits

‘Controller/Cache kems
Card 4

1

Hardware Information Tasks ~

Figure 167 Checking RAID rebuild status

For Dell 2950, NSM 2060, and NSM 4150 only

Use the RAID Setup tab to check the status of the RAID rebuild.

1. Select the Storage category and then select the RAID Setup tab.
2. Click the link on the tab to see the rebuild status.

You can view the RAID rebuild rate and percent complete.

3. Click the link whenever you want to update the progress.

Return storage node to cluster

Return the repaired storage node to the cluster.

1. In the navigation window, right-click the storage node and select Add to Existing Management

Group.
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2.

Select from the list the Group Name that the storage node used to belong to and click Add. The
storage node appears in the management group and the icon in the navigation window flashes
for a few minutes as it initializes.

Restarting a manager

Before proceeding, make sure that the storage node is finished initializing, and is completely added
to the management group.

If necessary, ensure that after the repair you have the appropriate configuration of managers. If there
was a manager running on the storage node before you began the repair process, you may start a
manager on the repaired storage node, as necessary to finish with the correct number of managers
in the management group.

If you added a virtual manager to the management group you must first delete the virtual manager
before you can start a regular manager.

First, right-click on the virtual manager and select Stop Virtual Manager.
Next, right-click on the virtual manager and select Delete Virtual Manager.
Finally, right-click on the storage node and select Start Manager.

Add repaired node to cluster

1.

After the initialization completes, right-click on the cluster and select Edit Cluster. The list of the
storage nodes in the cluster should include the ghost IP address.

You now need to add the repaired storage node to the cluster in the spot held by the ghost IP
address.

In the Edit Cluster window, first note the order of the storage nodes in the list.

Next, remove the ghost storage node from the cluster.

Return the repaired storage node to the cluster in the position of the ghost storage node.
Use the arrows to return the storage nodes in the list to their original order.

Example: If the list of the storage nodes in the cluster had storage node A, <IP address>, storage
node C, and storage node B is the repaired storage node, then after re-arranging, the list of the
storage nodes in the cluster should be storage node A, storage node B, storage node C and the
storage node <IP address> will be in the management group.

Table 73 Replacing the ghost storage node with the repaired storage node

Storage Nodes in Cluster

* Storage node A

Before rearranging e <IP Address>

* Storage node C

* Storage node A

After rearranging * Storage node B

* Storage node C
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B NOTE:

If you do not arrange the storage nodes to match their original order, the data in the cluster is rebuilt
across all the storage nodes instead of just the repaired storage node. This total data rebuild takes
longer to complete and increases the chance of a second failure during this period.

To ensure that only the repaired storage node goes through the rebuild, before you click the OK button
in the Edit Cluster window, double-check that the order of the storage nodes in the cluster list matches
the original order.

Rebuild volume data

After the storage node is successfully added back to the cluster, the adjacent storage nodes start
rebuilding data on the repaired storage node.

1. Select the cluster and select the Disk Usage tab.
2. Verify that the disk usage on the repaired storage node starts increasing.
3. Verify that the status of the volumes and snapshots is Restriping.

Depending on the usage, it may take anywhere from a few hours to a day for the data to be
rebuilt on the repaired storage node.

Controlling server access

Use the Local Bandwidth Priority setting to control server access to data during the rebuild process.

*  When the data is being rebuilt, the servers that are accessing the data on the volumes might ex-
perience slowness. Reduce the Local Bandwidth Priority to half of its current value for immediate
results.

* Alternatively, if server access performance is not a concern, raise the Local Bandwidth Priority to
increase the data rebuild speed.

Change local bandwidth priority

1. Right-click the management group and select Edit Management Group. The current Bandwidth
Priority value indicates that each manager in that management group will use that much bandwidth
to transfer data to the repaired storage node. Make a note of the current value so it can be
restored after the data rebuild completes.

2. Change the bandwidth value as desired and click OK.

Remove ghost storage node

Remove the ghost storage node after the data is rebuilt.
The data is rebuilt on the storage node when two conditions are met.

¢ The repaired storage node's disk usage matches the usage of the other storage nodes in the cluster,
and

* The status of the volume and snapshots goes back to Normal.

The ghost IP address showing outside the cluster can now be removed from the management group.
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1. Right-click the ghost IP address and select Remove from Management Group.

2. If you have adjusted/reduced the Local Bandwidth Priority of the Management Group while the
data was being rebuilt, change it back to the original value.

At this point, the disk(s) in the storage node are successfully replaced, the data will be fully rebuilt on
that storage node, and the management group configuration (like number of managers, quorum, local

bandwidth and so on) will be restored to the original settings.

Finishing up
1. Contact Customer Support for an RA number.

2. Return the original disks for failure analysis using the pre-paid packing slip in the replacement
package. Put the RA number on the package as instructed by Customer Support.
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22 iSCSI and the HP LeftHand Storage
Solution

The SAN/iQ software uses the iSCSI protocol to let servers access volumes. For fault tolerance and
improved performance, use a VIP and iSCSI load balancing when configuring server access to volumes.

The following concepts are important when setting up clusters and servers in the SAN/iQ software:

* “Virtual IP addresses” on page 335

e “iSNS server” on page 336

e “iSCS| load balancing” on page 336

* “Authentication (CHAP)” on page 337

e “iSCSI and CHAP terminology” on page 338

e “About HP LeftHand DSM for MPIO” on page 340

Number of iSCSI sessions

For information about the recommended maximum number of iSCSI sessions that can be created in
a management group, see “Configuration summary overview” on page 174.

Virtual IP addresses

A virtual IP (VIP) address is a highly available IP address which ensures that if a storage node in a
cluster becomes unavailable, servers can still access a volume through the other storage nodes in the
cluster.

Your servers use the VIP to discover volumes on the SAN. The SAN uses the ign from the iSCSl initiator
to associate volumes with the server.

A VIP is required for a fault tolerant iSCSI cluster configuration, using VIP load balancing or SAN/iQ
HP LeftHand DSM for MPIO.

When using a VIP, one storage node in the cluster hosts the VIP. All 1/O goes through the VIP host.

You can determine which storage node hosts the VIP by selecting the cluster, then clicking the iSCSI
tab.

Requirements for using a virtual IP address

* For standard clusters (not multisite clusters), storage nodes occupying the same cluster must be in
the same subnet address range as the VIP.

¢ The VIP must be routable regardless of which storage node it is assigned to.
* iSCSl servers must be able to ping the VIP when it is enabled in a cluster.

¢ The VIP address must be different than any storage node IPs on the network.
* The VIP address must be a static IP address reserved for this purpose.

335



 AlliSCSI initiators must be configured to connect to the VIP address for the iSCSI failover to work
properly.

iISNS server

An iSNS server simplifies the discovery of iSCSI targets on multiple clusters on a network. If you use
an iSNS server, configure your cluster to register the iSCSI target with the iSNS server. You can use
up to 3 iSNS servers, but none are required.

iSCSI load balancing

Use iSCSI load balancing to improve iSCSI performance and scalability by distributing iSCSI sessions
for different volumes evenly across storage nodes in a cluster. iSCSI load balancing uses iSCSI
Login-Redirect. Only initiators that support Login-Redirect should be used.

When using VIP and load balancing, one iSCSI session acts as the gateway session. All /0O goes
through this iSCSI session. You can determine which iSCSI session is the gateway by selecting the
cluster, then clicking the iSCSI Sessions tab. The Gateway Connection column displays the IP address
of the storage node hosting the load balancing iSCSI session.

Configure iSCSI load balancing when setting up servers. See Chapter 17 on page 289 for information
about configuring server access for volumes.

Requirements
¢ Cluster configured with a virtual IP address. See “Virtual IP addresses” on page 335.
* A compliant iSCSl initiator.

Compliant iSCSI initiators

A compliant initiator supports iSCSI Login-Redirect AND has passed HP LeftHand Networks' test
criteria for iSCSI failover in a load balanced configuration.

Find information about which iSCSI initiators are compliant by clicking the link in the New or Edit
Server window, Figure 168.

IZCS] Security

[vl allowe access via ISCSI

Iv| Enable load balancing  [information on compliart initistors)

Enabling lead balancing on non-compliant initiators compromise valume awailability .
To function comectly load balancing requires that the'cluster virtual I[P be configured.

Figure 168 Finding compliant initiator information

The link opens the iSCSI initiator information window, Figure 169. Scroll down for a list of compliant
initiators.

If your initiator is not on the list, do not enable load balancing.
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[Z iSCSI Initiator Information @

ompliart iISCSI intiators for ISCS| Load Balancing
MPORTAMT: To properly configure iSCSI load balancing, you must use a Virtual IP
Bddress (VIP) on the cluster containing the volumes that are accessed using the

SCSlinitiator. Verify that all appropriate clusters have VIPs configured.

f an authentication group is modified to enable ISCSI Load Balancing, you must
ogout and log back into those volumes from the host to complete configuration.

Last update February 26, 2009

Close

Figure 169 Viewing compliant iSCSI initiators

Authentication (CHAP)

Server access with iSCSI can use the following authentication methods:

* Initiator node name (single host)
* CHAP (Challenge-Handshake Authentication Protocol), which can support single or multiple hosts.

B NOTE:

The iSCSI terminology in this discussion is based on the Microsoft iSCSI Initiator terminology. For the
terms used in other common operating systems, see “iSCSI and CHAP terminology” on page 338.

CHAP is a standard authentication protocol. The SAN/iQ software supports the following
configurations:

* No CHAP—authorized initiators can log in to the volume without proving their identity. The target
does not challenge the server.

* 1-way CHAP—initiators must log in with a target secret to access the volume. This secret proves
the identity of the initiator to the target.

*  2-way CHAP—initiators must log in with a target secret to access the volume as in 1-way CHAP.
In addition, the target must prove its identity to the initiator using the initiator secret. This second
step prevents target spoofing.

1. Challenging for the target secret

| Initiam‘_ @ 1 Target (volume)
L 1"

1-way CHAP

1. Challenging for the target secret

2. Challenging for the initiator secret

O]
Initiator | Target (volume)
@ | .
2-way CHAP

Figure 170 Differentiating types of CHAP
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CHAP is optional. However, if you configure 1-way or 2-way CHAP, you must remember to configure
both the server and the iSCSI initiator with the appropriate characteristics. Table 74 lists the
requirements for configuring CHAP.

Requirements for configuring CHAP
Table 74 Configuring iSCSI CHAP

What to Configure for the

CHAP Level Server in the SAN/IQ Soft- X\:hat to Configure in the iSCSI Initiat-
ware
CHAP not required Initiator node name only No configuration requirements
o CHAP name* Enter the target secret (12-character min-
1-way CHAP « Target secret imum) when logging on to available tar-
get.
< CHAP name* * Enter the initiator secret. (12-character
minimum).

2 o T t t
2way CHAP arget secre *  Enter the target secret (12-character

* Initiator secret minimum)

* If using CHAP with a single
node only, use the initiator
node name as the CHAP
name.

iISCSI and CHAP terminology

The iSCSI and CHAP terms used vary based on the operating system and iSCSl initiator you are using.
The table below lists the terms for two common iSCSl initiators.

Table 75 iSCSI terminology

SAN/iQ CMC Microsoft VMWare Linux

Refer to the documentation for the

Initiator Node Name Initiator Node Name  iSCSI Name !SCSI .|n'|t.|otor you are using. Linux
iSCSl initiators may use a command

line interface or a configuration file.

CHAP Name Not used CHAP Name
Target Secret Target Secret CHAP Secret
Initiator Secret Secret N/A

& NOTE:

The initiator node name and secrets set in the SAN/iQ CMC must match what you enter in the server’s
iSCSI initiator exactly.
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Sample iSCSI configurations

Figure 171 illustrates the configuration for a single host authentication with CHAP not required with
Microsoft iSCSI.

speciiy a CHAP secret.

Turnel.

netvorks.com

To rename the inttiator node, click Change.

To authenticate targets using CHAP, click Secret to

To configure IPS e Tunnel Mode addresses, click

Tunnel

[¥] Allow access via ISCSI

iSCS| Initiator Properties New Server »
|
General | Discovery | Targets | Persistent Targets | Bound Volumes/Devices |
5 § g Hame: | |
The i5C5! protocol uses the following information to uniquely

e identify this initistor and authenticate targets. Deserigtion: | |

% % 5 ISCSI Security

Initiator Mode Name: iqn.1331-05 com microsoft:-Hgallagh. corp lefthand

el [+ Enabie load balancing  (information on compiiart infiaters
Enabling 1634 Balansing o non comphant stiators £an cempramise valume availabilty
function comactly load balancing requires that tha cluster virtual IP ba configured.

Initiator Node Hame: |

Hi

O CHAP required

| find my intiator name?

Figure 171 Viewing the MS iSCSI initiator to copy the initiator node name

Figure 172 illustrates the configuration for a single host authentication with 1-way CHAP required.

Advanced Settings

General ‘ IPSec |

Connect by using

Local sdspler | Default

New Server

=

Hame: [Exchserver2

Source IP: | Diefault

Target Partal: | Default

CRC / Checksum
[ Data digest

CHAP logon infarmatian

for this initiator

CHAP helps ensure data security by providing authentication between
atarget and an initistor tying ta establish a connection. Ta uss it
specify the zame target CHAP secret that was configured on the target

page and configure that secret on the target

[ Header digest

Apply

iSCSI Security

[¥] Allow access via ISCSI

[_] Enable load balancing

Authertication

(73 CHAP not reguired

DS rams iqn.1991-05.com. microsolt Haallagh corp. lefthandnet ® [HAR requied
Target secret |® o f‘-——:l_'_ CHAP lNlame:
’ o
[ Pertorm mutual authentication Target Secret:
To use mutual CHAP specify an initiator secret on the Initiator Settings
Initiator Secret:

{Information an compliznt intiators’

Enabling load balancing en nan-compliant initiaters can compramise velume availability
To function comeetly load balancing raquires that the cluster virtual IP be configured

ficrasott 1igaliagh corp lefthandnetwarks com|

Figure 172 Configuring iSCSI (shown in the MS iSCSI initiator) for a single host with CHAP

Figure 173 illustrates the configuration for a single host authentication with 2-way CHAP required.
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— —
=

New Server X
CHAP Secret Setup H

The secret sllows the initiator ko authenticate targsts when performing Hame: [xchserver2 |
mutual CHAP, Targets must also be configured with this initiator secret, ‘ |

Enter a secure secref:

iSCS| Security

[¥] Allow access viaiSCSI
m |1 Enable load balancing  (information on compliart infiators
Enabling load balancing on nom-comy itistors can compromise volume availabilty.
To function comectly load balancing requires that the cluster virtual IP be configured.
To authenticate targets using CHAP, click Secret to Authentication
speciiy a CHAP secret. m -
- = O CHAP net required
To configure IPSec Tunnel Mode addresses, click
Turnel.
Initiator Secret: [ssssonnnsane ]

Figure 173 Adding an initiator secret for 2-way CHAP (shown in the MS iSCSI initiator)

A CAUTION:

Without the use of shared storage access (host clustering or clustered file system) technology, allowing
more than one iSCSI application server to connect to a volume concurrently without cluster-aware
applications and /or file systems in read/write mode could result in data corruption.

B NOTE:

If you enable CHAP on a server, it will apply to all volumes for that server.

Best practice

In the Microsoft iSCSI Initiator, target and initiator secrets are not displayed. Keep a separate record
of the iSCSI Initiator CHAP information and the corresponding server information.

About HP LeftHand DSM for MPIO

It you are using the SAN/iQ HP LeftHand DSM for MPIO, you can use HP LeftHand DSM for MPIO
to access volumes. For more information about HP LeftHand DSM for MPIO, refer to the HP LeftHand
P4000 Windows Solution Pack User Manual.

You can see if you are using HP LeftHand DSM for MPIO in the CMC by selecting a server in a
management group, then clicking the Volumes and Snapshots tab. The Gateway Connection column
shows multiple connections labeled as DSM.

When accessing volumes from a server using HP LeftHand DSM for MPIO, keep in mind the following:

* SAN/iQ HP LefiHand DSM for MPIO and the Microsoft MPIO must be installed on the server.

*  With the above installed, servers automatically use HP LeftHand DSM for MPIO when you log on
to volumes from the iSCSI initiator.

* If you have dual storage NICs in your server, you can select the “Enable multi-path” option when
logging on to the volume, and log on from each NIC.
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23 Using the Configuration Interface

The Configuration Interface is the command line interface that uses a direct connection with the storage
node.

You may need to access the Configuration Interface if all network connections to the storage node
are disabled. Use the Configuration Interface to perform the following tasks.

* Add storage node administrators and change passwords
* Access and configure network interfaces
* Delete a NIC bond

* Set the TCP speed and duplex, or edit the frame size

Remove the storage node from a management group
* Reset the storage node configuration to factory defaults

Connecting to the Configuration Interface

Accessing the Configuration Interface is accomplished by

* Attaching a keyboard and monitor (KVM) to the storage node serial port (preferred) or

*  Attaching a PC or a laptop using a null modem cable and connecting to the Configuration Interface
with a terminal emulation program.

Establishing a terminal emulation session on a Windows system

On the PC or laptop attached directly to the storage node with a null modem cable, open a session
with a terminal emulation program such as HyperTerminal or ProComm Plus.

Use the following settings.

19200, 8-N-1

When the session is established, the Configuration Interface window opens.

Establishing a terminal emulation session on a Linux/Unix system

If using Linux, create the following configuration file. You must create the file as root, or root must
change permissions for / dev/ cua0 in order to create the config file in / et c/ .
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1. Create the / et ¢/ mi ni r c. NSMwith the following parameters:

# Begin HP LeftHand Networks NSM confi gur a-

tion

# Machi ne-generated file — use “m ni com—-s”

to

# change paraneters

pr port = /dev/cual

pu baudrate = 19200

pu bits = 8

pu parity = N

pu stopbits =1

pu maut obaud = Yes

pu backspace = DEL

pu hasdcd = No

pu rtscts = No

pu xonxoff = Yes

pu askdndir = Yes

# End HP Left Hand Net wor ks NSM confi gurati on
2. Start xterm as follows:

$
xterm
3. In the xterm window, start minicom as follows:

$ mnicom-c on -|
NSM

Opening the Configuration Interface from the terminal emulation session

1. Press Enter when the terminal emulation session is established.
2. Type start and press Enter at the log in prompt.

3. When the session is connected to the storage node, the Configuration Interface window opens.

logging in to the Configuration Interface

Once you have established a connection to the storage node, log in to the Configuration Interface.

Table 76 Logging in depends on where the storage node is

If the storage node is in From Configuration Interface entry window

Available Nodes pool *  Press Enter to log in. The Configuration Interface main menu opens.

1. Press Enter to log in. the Configuration Interface Login window opens.
2. Type the user name and password of the administrative user created
Management group for the management group.

3. Tab to Login and press Enter. The Configuration Interface main menu
opens.
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B NOTE:

This user is viewable in the CMC under the management group Administration category.

Configuring administrative users

Use the Configuration Interface to add new administrative users or to change administrative passwords.
You can only change the password for the administrative user that you used to log in to the
Configuration Inferface.

1. On the Configuration Interface main menu, tab to General Settings and press Enter.

2. To add an administrative user, tab to Add Administrator and press Enter. Then enter the new
user's name and password. Confirm password, tab to Ok and press Enter.

3. To change the password for the user that you are currently logged in as, tab to Change Password
and press Enter. Then enter the new password. Confirm password, tab to Ok and press Enter.

4. On the General window, tab to Done and press Enter.

Configuring a network connection

The storage node comes with two Ethernet interfaces. Table 77 lists where interfaces are labeled and
the label name.

Table 77 Identifying ethernet interfaces on the storage node

Ethernet Interfaces

Where labeled What the label says
TCP/IP Network configuration category in ~ Name:
the CMC ethO, eth1
« TCP/IP tab Motherboard:Port0, Motherboard:Port1
/IP ta G4-Motherboard:Port1, G4-Motherboard:Port2
* TCP Status tab Motherboard:Port1, Motherboard:Port2
Configuration Interface Intel Gigabit Ethernet or Broadcom Gigabit Ethernet

EthO, Eth1 or represented by a graphical symbol similar to the
symbols below:

Label on the back of the storage node
se; wer Bg2 Egt

Once you have established a connection to the storage node using a terminal emulation program,
you can configure an interface connection using the Configuration Interface.

1. On the Configuration Interface main menu, tab to Network TCP/IP Settings and press Enter.

2. Tab to select the network interface that you want to configure and press Enter.
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3. Enter the host name and tab to the next section to configure the network settings.

B NOTE:

If you specity an IP address, the Gateway is a required field. If you do not have a Gateway,
enter 0.0.0.0 for the Gateway address.

4. Tab to OK and press Enter to complete the network configuration.
Press Enter on the confirmation window.
A window opens listing the assigned IP address.

6. Open the CMC and locate the storage node using the Find function.

Deleting a NIC bond

You can delete NIC bonds using the Configuration Interface.

* Active-Passive bond
* Link Aggregation Dynamic Mode bond
* Adaptive Load Balancing bond

For more information about creating and configuring NIC bonds, see “Configuring network interface
bonds” on page 92.

When you delete an Active-Passive bond, the primary interface assumes the IP address and
configuration of the deleted logical interface. The other NIC is disabled and its IP address is set to
0.0.0.0.

When you delete a Link Aggregation Dynamic Mode or a Adaptive Load Balancing bond, ethO or
motherboard: port 1 retains the IP address of the deleted logical interface. The other NIC is disabled
and its IP address is set to 0.0.0.0.

1. On the Configuration Interface main menu, tab to Network TCP/IP Settings and press Enter.

The Available Network Devices window opens. The logical bond is the only interface listed in
the window.

Tab to select the bond and press Enter.
Tab to Delete Bond and press Enter.

Press Enter on the confirmation window.

LA

On the Available Network Devices window, tab to Back and press Enter.

Setting the TCP speed, duplex, and frame size

You can use the Configuration Interface to set the TCP speed, duplex, and frame size of a network
interface.

TCP speed and duplex. You can change the speed and duplex of an interface. If you change these
settings, you must ensure that BOTH sides of the NIC cable are configured in the same manner. For
example, if the storage node is set for Auto/Auto, the switch must be set the same. For more information
about TCP speed and duplex settings, see “Managing settings on network interfaces” on page 108.
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Frame size. The frame size specifies the size of data packets that are transferred over the network.
The default Ethernet standard frame size is 1500 bytes. The maximum allowed frame size is 9000
bytes.

Increasing the frame size improves data transfer speed by allowing larger packets to be transferred
over the network and by decreasing the CPU processing time required to transfer data. However,
increasing the frame size requires that routers, switches, and other devices on your network support
that frame size.

For more information about setting a frame size that corresponds to the frame size used by routers,
switches, and other devices on your network, see “Changing NIC frame size” on page 109.

1. On the Configuration Interface main menu, tab to Network TCP Status and press Enter.

2. Tab to select the network interface for which you want to set the TCP speed and duplex and press
Enter.

To change the speed and duplex of an interface, tab to a setting in the Speed / Duplex list.

4. To change the frame size, select Set To in the Frame Size list. Then tab to the field to the right of
Set To and type a frame size.

The frame size value must be between 1500 bytes and 9000 bytes.
On the Network TCP Status window, tab to OK and press Enter.

On the Available Network Devices window, tab to Back and press Enter.

Removing a storage node from a management group

Removing a storage node from a management group deletes all data from the storage node, clears
all information about the management group, and reboots the storage node.

A CAUTION:

Removing a storage node from a management group deletes all data on the storage node.

1. On the Configuration Interface main menu, tab to Config Management and press Enter.
2. Tab to Remove from management group and press Enter.

A window opens, warning you that removing the storage node from the management group will
delete all data on the storage node and reboot it.

Tab to Ok and press Enter

4. On the Configuration Management window, tab to Done and press Enter.

Resetting the storage node to factory defaults

Resetting the storage node to factory defaults deletes all data and erases the configuration of the
storage node, including administrative users and network settings.

A CAUTION:

Resetting the storage node to factory defaults deletes all data on the storage node.

1. On the Configuration Interface main menu, tab to Config Management and press Enter.
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2. Tab to Reset to factory defaults and press Enter.

A window opens, warning you that resetting the storage node configuration will delete all data
on the storage node and reboot the storage node.

Tab to Ok and press Enter.

4. On the Configuration Management window, tab to Done and press Enter.
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24 Glossary

Terms Used

The following glossary provides definitions of terms used in the SAN/iQ software and the HP LeftHand

Storage Solution.

Table 78 Glossary

Term

Active Monitoring
Active-Passive
Adaptive Load Balan-
cing

Add-on application

application-managed
snapshot

Authentication group

Auto Discover

BondO
Bonding

Boot Device

HP LeftHand Centralized

Management Console

CHAP

Clone point

Definition

Active monitoring tracks the health of the storage node using notifications such as
emails, alerts in the CMC, and SNMP traps.

A type of network bonding which, in the event of a NIC failure, causes the logical
inferface to use another NIC in the bond until the preferred NIC resumes operation.
At that point, data transfer resumes on the preferred NIC.

A type of network bonding in which the logical interface performs load balancing
of data transmission.

An additional feature purchased separately from the SAN/iQ software.

Snapshot of a volume that is taken while the application that is serving that volume
is quiesced. Because the application is quiesced, the data in the snapshot is consist-
ent with the application's view of the data. That is, no data was in flight or cached

waiting to be written.

For release 7.0 and earlier, identifies the client or entity accessing the volume. Not
used in release 8.0 and later.

A feature in the CMC that automatically searches for storage nodes on the subnet
the CMC is connected to. Any storage nodes it discovers appear in the navigation
window on the left side of the CMC.

Interface created for network interface failover and only appears after configuring
for failover.

Combining physical network interfaces into a single logical interface.

Compact flash cards from which the storage node boots up. Also known as disk-
on-modules or DOMs.

Management interface for the SAN/iQ software.

Challenge-Handshake Authentication Protocol (CHAP) is a standard authentication
protocol.

The snapshot that has two or more volumes associated with it. A clone point is

created when a SmartClone volume is created from a snapshot or from snapshot
temporary space.
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Term

Cl

Cluster

CMC
Communication Mode

Community String

Configuration Summary

Date and Time

Diagnostics

Disk status

Frame size

Full provisioning

Ghost NSM

Graphical legend

Hardware reports

Hostname

ID LED

iSCSI Load Balancing
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Definition
Command-line interface for the SAN/iQ software.

A cluster is a grouping of storage nodes that create the storage pool from which
you create volumes.

Centralized Management Console. See HP LeftHand Centralized Management
Console.

The unicast communication among storage nodes and application servers.

The community string acts as an authentication password. It identifies hosts that are
allowed read-only access to the SNMP data.

The Configuration Summary displays an overview of the volumes, snapshots, storage
nodes, and iSCSI sessions in the HP LeftHand Storage Solution. It provides an
overview of the storage network broken out by management groups.

Set the date and time on the storage node if not using an external time service,
such as NTP.

Diagnostics check the health of the storage node hardware.

Whether the disk is

* Active - on and participating in RAID

¢ Uninitialized or Inactive - On but not participating in RAID
* Off or Missing - Not on

* DMA Off - disk unavailable due to faulty hardware or improperly seated in the
chassis

The frame size specifies the size of data packets that are transferred over the net-
work.

Full provisioning reserves the same amount of space on the SAN as is presented
to application servers.

When using Repair Storage Node, a “ghost” storage node acts as a placeholder
in the cluster, keeping the cluster intact, while you repair or replace the storage
node.

Describes all the icons used in the CMC

* ltems tab - displays the icons used to represent virtual items displayed in the
CMC

* Hardware tab - displays the icons that represent the physical storage units.

Hardware reporis display point-in-time statistics about the performance and health
of the storage node, its drives, and configuration.

The hostname on a storage node is the user-definable name that displays below
the storage node icon in the network window. It is also visible when the users browse
the network.

LED lights on the physical storage node so that you can find that node in a rack
[NSM 260 only].

Improves iSCSI performance and scalability by distributing iSCSI sessions for different
volumes evenly across storage nodes in a cluster.



Term

License keys

Link Aggregation Dynam-

ic Mode

Log Files

Management group

Managers

MIB

Monitored variables

Network window
NTP

Parity

Overprovisioned cluster

point-in-time consistent
snapshot

Preferred Interface

Quorum

RAID Device

RAID Levels

Definition

A license key registers a storage node for add-on applications. Each storage node
requires its own license key.

A type of network bonding in which the logical interface uses both NICs simultan-
eously for data transfer.

Log files for the storage node are stored both locally on the storage node and are
also written to a remote log server.

A collection of one or more storage nodes which serves as the container within
which you cluster storage nodes and create volumes for storage.

Manager software runs on storage nodes within a management group. You start
managers on designated storage nodes to govern the activity of all of the storage
nodes in the group.

The Management Information Base provides SNMP read-only access to the storage
node.

Variables that report health status of the storage node. These variables can be
monitored using alerts, emails, and SNMP traps.

Graphically depicts the status of each storage node. Storage Nodes on the network
are either available or part of a management group.

Network Time Protocol

In RAID5, redundant information is stored as parity distributed across the disks.
Parity allows the storage node to use more disk capacity for data storage.

An overprovisioned cluster occurs when the total provisioned space of all volumes
and snapshots is greater than the physical space available on the cluster. This can
occur when there are snapshot schedules and/or thinly provisioned volumes asso-
ciated with the cluster.

Snapshots that are taken at a specific point in time, but an application writing to
that volume may not be quiesced. Thus, data may be in flight or cached and the
actual data on the volume may not be consistent with the application's view of the
data.

A preferred interface is the interface within an active backup bond that is used for
data transfer during normal operation.

A maijority of managers required to be running and communicating with each other
in order for the SAN/iQ software to function.

RAID (originally redundant array of inexpensive disks, now redundant array of in-
dependent disks) refers to a data storage scheme using multiple hard drives to share
or replicate data among the drives.

Type of RAID configuration.

* RAIDO - data striped across disk set

* RAID1 - data mirrored from one disk onto a second disk
* RAID10 - mirrored sets of RAID1 disks

* RAID5 - data blocks are distributed across all disks in a RAID set. Redundant
information is stored as parity distributed across the disks.

e RAID50 - mirrored sets of RAID5 disks.
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Term
RAID Quorum

RAID Rebuild Rate

RAID Status

Register

Repair NSM

Replication Level

Replication Priority

Restripe

Resync

Rolling Back

SAN/iQ Interface

Server

Shared Snapshot

SmartClone Volume

Snapshot
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Definition
Number of intact disks required to maintain data integrity in a RAID set.
The rate at which the RAID configuration rebuilds if a disk is replaced.

Condition of RAID on the storage node
* Normal - RAID is synchronized and running. No action is required.

* Rebuild - A new disk has been inserted in a drive bay and RAID is currently re-
building. No action is required.

* Degraded - RAID is not functioning properly. Either a disk needs to be replaced
or a replacement disk has been inserted in a drive.

* Off - Data cannot be stored on the storage node. The storage node is offline
and flashes red in the network window.

Register individual storage nodes to use add-on applications. Registration requires
sending in the storage node serial numbers to purchase the license keys, which are
then applied to the storage node.

Creates a placeholder in the cluster, in the form of a “ghost” storage node, that
keeps the cluster intact while you remove the storage node to replace a disk or re-
place the storage node itself, and return it fo the cluster.

Designate how many copies of data you want to keep in the cluster.

Designates whether data availability or redundancy is more important in your
configuration.

Striped data is stored across all disks in the cluster. You might change the configur-
ation of a volume, for example, change replication level, add a storage node, or
remove a storage node. Because of your change, the pages in the volume must be
reorganized across the new configuration. The system can keep track of several
configuration changes at once. This means you can change configurations, even
while a volume is in the midst of a different reconfiguration. In particular, if a recon-
figuration was done by accident, you don't have to wait until it finishes to change
back to the original configuration.See “Stripe”.

When a storage node goes down, and writes continue to a second storage node,
and the original store comes back up, the original storage node needs to recoup
the exact data captured by the second storage node.

Replaces the original volume with a read/write copy of a selected snapshot. New
for release 8.0: The new volume retains the same name.

When you initially set up a storage node using the Configuration Interface, the first
interface that you configure becomes the interface used for the SAN/iQ software
communication.

An application server that you set up in a management group and then assign
volumes to it to provide access to those volumes.

Shared snapshots occur when a clone point is created from a newer snapshot that
has older snapshots below it in the tree. All the volumes created from the clone
point will display these older snapshots that they share, as well as the clone point.

SmartClone volumes are space-efficient copies of existing volumes or snapshots.
They appear as multiple volumes that share a common snapshot, called a clone
point. They share this snapshot data on the SAN.

A fixed version of a volume for use with backup and other applications.



Term

snapshot set

SNMP Traps

Storage Server

Stripe

Target Secret

Thin Provisioning

Temporary Space

Time Zone
Trap Community String

Unicast

Virtual IP Address

Virtual Machine

Virtual Manager

Volume

volume set

Volume Lists

Volume Size
VSS
VSS Provider

Writable Space

Definition
Application-managed snapshots created for a volume set.
Use traps to have an SNMP tool send alerts when a monitoring threshold is reached.

Storage server software maintains the customer's data. It reads to and writes from
disks in response to customer reads and writes of SANIQ volumes.

Striped data is stored across all disks in the array, which increases performance
but does not provide fault tolerance.

Target secret is used in both 1-way and 2-way CHAP when the target (volume)
challenges the iSCSI initiator.

Thin provisioning reserves less space on the SAN than is presented to application
servers.

Temporary space is created when a snapshot is mounted for use by applications
and operating systems that need to write to the snapshot when they access it.
Temporary space can be converted to a volume using the SmartClone process.

The time zone for the physical location of the storage node.
The trap community string is used for client-side authentication when using SNMP.
Communication between a single sender and a single receiver over a network.

A highly available address that ensures that if a storage node in a cluster becomes
unavailable, servers can still access the volume through the other storage nodes in
the cluster.

A virtual storage appliance that provides one or more simultaneous storage envir-
onments in which SAN/iQ may execute as though they were running on the bare
iron.

A manager that is added to a management group but is not started on a storage
node until it is needed to regain quorum.

A logical entity that is made up of storage on one or more storage nodes. It can
be used as raw data storage or it can be formatted with a file system and used by
a host or file server.

Two or more volumes used by an application. For example, you may set up Ex-
change to use two volumes to support a StorageGroup: one for mailbox data and
one for logs. Those two volumes make a volume set.

For release 7.0 and earlier, provide the link between designated volumes and the
authentication groups that can access those volumes. Not used in release 8.0 and
later.

The size of the virtual device communicated to the operating system and the applic
ations.

Volume Shadow Copy Service

HP LeftHand P4000 VSS Provider is the hardware provider that supports the Volume
Shadow Copy Service on the HP LeftHand Storage Solution.

See Temporary Space.
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Index

Symbols
1000BASE T interface, 90

30-day evaluation for add-on applications, 317
3650 See IBM x3650, 55

A

access control
SNMP, 130
Access Rights See Permission Levels, 293
Access Volume wizard
servers, 39
accessing
volumes from servers, 289
activating dedicated boot devices, 54
active interface
in active-passive bond, 95
in adaptive load balancing bond, 99
in link aggregation dynamic mode bond, 97
active monitoring, 135
Active-Passive bond, 94
active interface, 95
during failover, 95
example configurations, 96
requirements, 95
Adaptive Load Balancing bond
active interface, 99
during failover, 99
example configurations, 100
preferred interface, 99
requirements, 98
add-on applications
evaluating, 317
overview, 317
registering for, 320
Adding
servers to management groups, 290
statistics, 310

adding
a remote log, 168
administrative groups, 125
administrative users, 123
clusters, 209
adding storage to, 212
DNS domain name, 112
DNS servers, 112
domain names to DNS suffixes, 113
iSNS server, 210
management groups, 1/7
requirements for, 178
managers to management group, 181
monitored variables, 136
routes, 114
snapshot schedules, 255
snapshots, 248
requirements, 246
SNMP clients, 130
storage for the first time, 37
storage nodes fo existing cluster, 211
storage nodes to management group, 180
users fo a group, 127
virtual manager, 204
volumes, 239
requirements for, 238
administrative groups, 125
adding, 125
adding users, 127
changing, 126
deleting, 127
permission levels, 126
permissions descriptions, 126, 127
removing users, 127
administrative security, 171
administrative users, 123
adding, 123
deleting, 124
agents, disabling SNMP, 132
alert notification
via email, 141
via SNMP, 141
via the CMC, 141
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alerts
active monitoring, 135
editing variables in alerts, 137
selecting alerts to monitor, 136
tab window, 136
viewing and saving, 143
window for viewing, 30
anager |P addresses
updating, 117
application-managed snapshots
converting temporary space from, 253
creating, 248
creating for volume sets, 249
creating SmartClone volumes from, 260
defined, 245
deleting, 261
making available, 250, 251, 252
requirements for, 248
rolling back from, 259
Assigning servers to volumes and snapshots,
292, 293, 294
Authentication Groups
and volume lists, 289
auto discover, 29
auto performance protection, 214
storage server inoperable, 214
storage server overloaded, 214
volume availability and, 214
availability of volumes and snapshots, 51, 214
Availability tab, 51
available node pool, 171
available nodes, 32
available storage nodes

See Available Nodes

B

backing out
of Remote Copy evaluation, 318
of scripting evaluation, 320
backing up
management group configuration description,
184
management group configuration, binary,
183
Management Group with Remote Copy
Relationship, 184
storage node configuration file, 46
backup and restore
storage node configuration files, 45
bandwidth, changing local settings, 183
benefits of virtual manager, 201
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best practice
recommended numbers for management
group storage items,
configuring cluster for disaster recovery, 202
configuring volumes with critical data, 225
frame size, 110
link aggregation dynamic mode, 93
NIC bonds, 100
provisioning storage, 222
setting replication levels and redundancy
modes, 225
setting volume size, 222
speed and duplex settings, 109
using snapshots
as source volumes for data mining, 247
for data preservation, 247
profection against data deletion, 247
block device, iSCSI as, 233
block storage system, 233
boot devices
activating dedicated, 54
checking status of dedicated, 52
configuring dedicated, 53
deactivating dedicated, 53
dedicated, 51
removing dedicated, 53
replacing dedicated, 53
starting and stopping dedicated, 52
status of dedicated, 52
Boot Devices tab, 52
BOOTP, 91

C

Capacity
RAID50, 59

capacity
clusters, 209
disk capacity and volume size, 233
of the SAN, 221
planning volume size, 221
planning, full provisioning, 222
planning, thin provisioning, 222
RAIDO, 57
RAID10, 57
RAIDS, 58
RAIDG, 59
storage nodes, 209

capacity management
and scheduled snapshots, 254
snapshot thresholds, 226



Centralized Management Console
overview,
alerts window, 34
features of ,
Getting Started Launch Pad, 32
icons used in ,
menu bar, 30
navigation window, 31
tab window, 33
Challenge Handshake Authentication Protocol
See CHAP
changing
administrative group description, 126
administrative group permissions, 126
changing RAID erases data, 70
cluster configuration, 211
clusters for volumes, 242
data availability, 242
data redundancy, 242
host names, 44
IP address of storage node, 91
local bandwidth, 183
maintenance mode to normal, 186
management groups, 182
order of NTP server access, 121
replication levels, 242
replication priority, 242
snapshots, 250
thresholds in a snapshot, 250
user password, 124
volume descriptions, 24 1
volume size, 242
CHAP
1-way, 337
2-way, 337
editing, 291
iSCSI, 337
requirements for configuring, 291, 338
terminology in different initiators, 338
using, 337
volumes and, 337
characteristics of SmartClone volumes, 267
checklist for disk replacement, 82
choosing a RAID configuration, 57
clearing
items in navigation window, 40
statistics sample data, 312
client access to volumes using Access Volume
wizard, 39
clients, adding SNMP, 130
clone
See SmartClone volumes
clone a volume, 265

clone point
and shared snapshots, 274
deleting, 285
utilization of, 282
clone point,
clustering managers, 171
Clusters
comparing the load of two, 301, 308
clusters
adding, 209
adding storage node, 211
capacity, 211
changing volumes, 242
data replication levels, 223
defined, 32
deleting, 219
editing, 211
overview, 209
prerequisites for, 209
removing storage nodes from, 212
repairing storage node in, 216
troubleshooting, 214
CMC
see Centralized Management Console,
communication interface for SAN/iQ
communication, 116
community strings
reserved on the DL 320s, 130
reserved on the DL 380, 130
Compliant iSCSI Initiators, 290, 336
compliant iSCSl initiators, 336
configuration categories
storage node, defined, 43
storage nodes, 43
configuration file
backing up management group configuration,
184
backing up storage node configuration, 46
restoring, 46
Configuration Interface
:deleting NIC bond in, 344
configuring frame size in, 344
configuring network connection in, 343
configuring TCP speed and duplex in, 344
connecting to, 341
creating administrative users in, 343
resetting DSM configuration in, 345
resetting NSM to factory defaults in, 345
Configuration Summary
overview, 174
reading for management group, 175
configuration summary
configuration guidance, 174
management group summary roll-up, 174
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configurations
RAID, 57
Configuring
iSCSI single host, 339
configuring
dedicated boot devices, 53
disabled network interface, 107
Failover Managers, 190
frame size in Configuration Interface, 344
IP address manually, 91
multiple storage nodes, 40

network connection in Configuration Inferface,

343

network interface bonds, 100

network interfaces, 91

NIC, speed and duplex, 108

RAID, 56

storage nodes, 37

TCP speed and duplex in Configuration

Interface, 344

virtual IP address, 210

virtual manager, 204
connecting to the Configuration Interface, 341
converting temporary space

from application-managed snapshots, 253
copying storage node configurations, 40
copying, volumes from snapshots, 250
creating

See adding

administrative users in Configuration

Interface, 343

new administrative group, 127

NIC bond, 101

SmartClone volumes, 276

volumes using the wizard, 38
creating storage, 221
CSV file, exporting performance statistics to,
315
cuplex, configuring, 108
customer information, 324
customer support

registering Remote Copy, 320

D

data
and deleting volumes,
clearing statistics sample, 312
preserving with snapshots, 247
data availability
changing, 242
requirements for setting replication priority,
239
data mining using SmartClone volumes, 265
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data redundancy
and RAID status, 71
changing, 242
requirements for setting replication priority,
239
data replication, 223
levels allowed in clusters, 223
planning, 223
requirements for setting, 238
data transfer and RAID status, 71
data transmission, 111
date
setting with NTP, 120
setting without NTP, 121
date and time for scheduled snapshot, 255
decreasing volume size, 242
defaults
restoring for the Performance Monitor, 313
definition
clusters, 32
management groups, 32
remote copies, 32
servers, 32
sites, 32
SmartClone volumes, 263
snapshots, 32
volumes, 32
definition of
RAID configurations, 57
degraded RAID, 71
Deleting
servers, 292
deleting
administrative groups, 127
administrative users, 124
an administrative group, 127
clone point, 285
clusters, 219
DNS servers, 114
management groups, 187
multiple SmartClone volumes, 285
network interface bonds, 104
NIC bond in Configuration Interface, 344
NTP server, 121
routing information, 115
SmartClone volumes, 284
snapshot schedules, 256
snapshots, 227, 261
volumes, 243
prerequisites for, 258, 261



Dell 2950
capacity
RAID5, 58
disk arrangement in,
disk setup, 77
disk status, 77
RAID levels and default configuration, 55
RAID rebuild rate, 69
RAID10 initial setup, 61
RAIDS5 initial setup, 63
descriptions
changing for clusters, 211
changing for volumes, 241
Details tab
storage nodes, 49
Details, viewing for statistics, 312
DHCP
using, 921
warnings when using, 92
diagnostics
hardware, 144
list of diagnostic tests, 145
viewing reports, 145
disabled network interface, configuring, 107
disabling
network interfaces, 106
SNMP agent, 132
SNMP traps, 134
Disassociating Management Groups
See Remote Copy Users Guide
disaster recovery
best practice, 202
starting virtual manager, 205
using a virtual manager, 200
disk
arrangement in platforms, 74
disk setup report, 72
managing, 72
managing in sforage node, 72
powering off through the CMC, 83, 84
powering on through the CMC, 83, 85
replacement, 83, 85, 86
replacement checklist, 82
replacing in RAID1/10 and 5/50, 83
replacing in replicated cluster, 216
replacing in storage node, 80
using Repair Storage Node when replacing,
80
VSA, recreating, 77
disk drive
see disk, 73
disk report, 73

disk setup
Dell 2950, 77
DL 380, 75
DL320s, 76
HP LeftHand P4300, 80
HP LeftHand P4500, 79
NSM 2060, 77
NSM 4150, 78
report, 73
tab, 73
disk space usage, 233
disk status
Dell 2950, 77
DL320s, 76
DL380, 75
HP LeftHand P4500, 79
IBM x3650, 77
NSM 160, 74
NSM 2060, 77
NSM 260, 75
NSM 4150, 78
VSA, 77
DL 320s
reserved community strings, 130
DL 380
reserved community strings, 130
DL320s
capacity
RAIDS5, 58
capacity in RAID6, 59
disk setup, 76
disk status, 76
drive failure, 59
hot swapping, 59
in RAID10, 61
parity in RAID6, 59
RAID rebuild rate, 69
RAIDS5 set, 63
RAIDS, 66
DL380
capacity
RAIDS5, 58
disk arrangement in,
disk setup, 75
disk status, 75

RAID levels and default configuration, 55

RAID rebuild rate, 69
RAIDO, 60
RAID10, 61

DNS
adding domain name, 112
and DHCP, 112
and static IP addresses, 112
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DNS server
adding, 112
and static IP addresses, 112
editing IP or domain name, 113
removing, 114
using, 112
documentation
HP website, 27
providing feedback, 28
Domain Name Server
See DNS Server
domain names
adding to DNS suffixes, 113
editing in DNS suffixes list, 113
removing from DNS suffixes list, 114
downloading variable log file, 143, 144
DSM
when using two NICs, 295
DSM for MPIO, 335
how to see if using, 340
tips for using fo access volumes from servers,
340
Dynamic Host Configuration Protocol

See DHCP

E
Editing
servers, 291
editing
clusters, 211
DNS server domain names, 113
DNS server IP addresses, 113
domain name in DNS suffixes list, 113
frame size, 110
group name, 126
management groups, 182
monitored variables, 137
network interface
frame size, 109
speed and duplex, 108
NTP server, 120
routes, 115
SmartClone volumes, 284
snapshot schedules, 255
snapshots, 250
SNMP trap recipient, 133
volumes, 240
enabling
NIC flow control, 111
SNMP Traps, 133
establishing network interfaces, 90
ethO and eth1, 90
ethernet interfaces, 90
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evaluating
add-on applications, 317
Remote Copy, 318
backing out of, 318
scripting, 319
backing out of, 320
example scenarios for using SmartClone
volumes, 264
Exporting
performance data, 315
performance statistics to a CSV file, 315

F

Failover Manager, 173
and Multi-Site SAN, 173
configuring, 190
overview, 189
requirement for using, 190
requirements for, 189
troubleshooting, 194
using in Multi-Site SAN, 189
fault tolerance, 335
network interface bonding, 92
quorum and managers, 172
replication level for volumes, 223
replication priority for volumes, 225
stopping managers, 182
Faults, isolating, 299
feature registration, 180
Feature Registration tab, 320, 321
features
of Centralized Management Console, 29
file systems, 233
mounting on volumes, 237
find Failover Manager on network, 195
finding SNMP MIB, 132
finding storage nodes, 37
Auto Discover, 29
on the network, 39
first storage node, 178
flow control, 111
Formatting volumes for use, 295
frame size, NIC, 109
frame size, VSA, 89
frames, editing size, 110
full permissions, 126

G

gateway session for VIP with load balancing,
336
Getting Started Launch Pad, 37
ghost storage node, 216
removing after data is rebuilt, 333



Gigabit Ethernet, 90 HP LeftHand P4500

See also GBe capacity
Glossary RAID5, 58
for SAN/iQ software and LeftHand SAN, capacity in RAID6, 59
347 disk setup, 79
glossary disk status, 79

drive failure, 59
hot swapping, 59
in RAID10, 61

SmartClone volumes, 264
Graphical Legend

Hardware tab, 33
group name parity in RAID6, 59

editing, 126 RAID levels and default configuration, 55
groups RAID rebuild rate, 69

administrative default groups, 125 RAIDS5 set, 63

deleting administrative, 127 RAIDG, 66
groups, administrative, 125 HP System Insight Manager (HP SIM), logging
into, 130

H

hardware diagnostics, 144 |

list of diagnostic tests, 145
tab window, 144

hardware information

log files, 167

hardware information report, 144, 150
details, 152

expanded details, 150

generating, 150

saving to a file, 151

updating, 150

I/O performance, 214
IBM x3650

capacity

RAIDS, 58

disk arrangement in,

RAID levels and default configuration, 55
icons

licensing, 318

used in Centralized Management Console,

33

Hardware tab in graphical legend, 33 identifying network interfaces, 90
help increasing volume size, 242

obtaining, 27 Insight Manager, 129
Highlighting lines, 315 installing Failover Manager, 191
host names installing SNMP MIB, 132

access SNMP by, 130
changing, 44
resolution, 44

host storage node for virtual IP address, 335
hot spares

in RAID5, 58

hot swap, 59

RAID degraded ,
safe to remove status, 81

HP

technical support, 27

HP LeftHand P4300

capacity
RAID5, 58
capacity:RAID6, 59
disk setup, 80
parity in RAID6, 59
RAID levels and default configuration, 55

interface

administrative users in, 343

configuration, 341

configuring network connection in, 343

connecting to, 341

deleting NIC bond in, 344

resetting NSM to factory defaults, 345
IP addresses

accessing SNMP by, 130

changing, iSNS server ,

configuring for storage node, 91

NTP server, 120

removing, iSNS server, 213

using DHCP/BOQITP, 91
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iSCSI
and CHAP, 337
and fault tolerance, 335
and iSNS servers, 336
and virtual IP address, 335
as block device, 233
authentication, 337
changing or removing virtual IP, 212
CHAP, 337
clusters and VIP, 335
configuring CHAP, 291, 338
load balancing, 290, 336
load balancing and compliant initiators,
290, 336
logging on to volumes, 295
performance, 336
setting up volumes as persistent targets, 295
single host configuration, 339
terminology in different initiators, 338
volumes and, 337
iSCS| initiators
configuring virtual IP addresses for, 210
iSNS Server
and iSCS| targets, 336
iSNS server
adding, 210
iSNS server

changing or removing IP address,

L

layout of disks in platforms, 74
license information, 324
license keys, 320
licensing icons, 318
Lines
changing the color of in the Performance
Monitor, 314
changing the style of in the Performance
Monitor, 314
displaying or hiding in the Performance
Monitor, 314
highlighting, 315
Link Aggregation Dynamic Mode bond, 97
active interface, 97
during failover, 98
example configurations, 98
preferred interface, 97
requirements, 97
list of diagnostic tests, 145
list of monitored variables, 135
Load Balancing
compliant iSCSl initiators, 290
editing, 291
iSCSI, 290
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load balancing
compliant iSCSl initiators, 336
gateway session when using, 336
iSCSI, 336
local bandwidth, setting, 183
locate NSM 260 in rack, 45
locating a storage node in a rack, 45
log files
backing up management group configuration
file, 184
backing up storage node configuration file,
46
downloading variable, 143, 144
hardware information, 167
saving for technical support, 167
log in
to a storage node in a management group,
44
to HP SIM, 130
to management group, 180
to storage nodes in Available Nodes pool,
31
to System Management Homepage, 130
log out
of management group, 181
Logging on to volumes in iSCSI, 295

M

maintenance mode
changing to normal mode, 186
management group in, 186
management group
registering, 180
starting up, 185
management group time
refreshing, 119
Management Groups
adding servers to, 290



management groups
adding, 177
requirements for, 178
adding storage nodes, 178, 180
backing up configuration, 183
best practice recommendations, 175
configuration guidance, 174
configuration summary roll-up, 174
creating, 178
defined, 32
deleting, 187
editing, 182
function, 171
functions of managers, 172
logging in, 180
logging out, 181
maintenance mode, 186
normal mode, 186
overview, 171
reading configuration summary, 175
removing storage nodes, 187
prerequisites, 187
restoring, 184
setting local bandwidth, 183
shut down procedure, 185
shutting down, 184
starting managers, 181
starting up, 185
using virtual manager
configuration for, 200
disaster recovery, 200
Management Information Base
See MIB
managers
configuring Failover Manager, 190
Failover, 173
functions of, 172
implications of stopping, 182
overview, 171
quorum and fault tolerance, 172
starting, 181
stopping, 181
virtual, 200
managing disks, 72
Map View, 279
changing the view, 280
for SmartClone volumes, 280
toolbar, 280

menu bar, 30

MIB
exceptions, 325
for SNMP, 132
installing, 132
locating, 132
SNMP, 325
supported MIBs, 325
versions, 132
migrating RAID, 69
mixed RAID, 69
monitored variables
adding, 136
editing, 137
list of, 135
removing, 138
viewing summary of, 141
Monitoring
performance, 297
Monitoring interval in the Performance Monitor,
309
monitoring RAID status
status, /1
Motherboard Port1 and Motherboard Port2, 90
mounting snapshots, 250
Multi-Site SAN
and Failover Manager, 173
using Failover Manager in, 189

Multi-Site SAN sites, 32

N

naming SmartClone volumes, 266, 267
navigation window, 30
clearing items in, 40
network
finding storage nodes on, 29, 39
managing settings, 89
overview, 89
settings for Failover Manager,
troubleshooting, 195
Network Interface Bonds
deleting, 344
determining of use would improve
performance, 301
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network interface bonds, 92
active-passive, 94
adaptive load balancing, 98
best practices, 100
communication after deleting, 105
configuring, 100
creating, 101
deleting, 104
link aggregation dynamic mode, 97
physical and logical interface, 94
requirements, 93

adaptive load balancing, 98

setting flow control, and, 111
settings, 93
status of, 103
verifying, 102
VSA, 89

network interfaces, 97
attaching Ethernet cables, 90
bonding, 92
configuring, 91, 107
disabling or disconnecting, 106
establishing, 90
identifying, 90
speed and duplex settings, 108
used for SAN/iQ communication, 116
VSA, 89

Network Time Protocol
See NTP

network window
see navigation window, 31

NIC
See Network Interfaces, 90

NIC flow control, 111
enabling, 111
requirements, 111

VSA, 89
nodes

finding on network, 29, 39
normal, 46
normal RAID

status, /1
not preferred NTP server, 120
NSM 160

capacity

RAID5, 58

in RAIDO, 60

in RAIDT0, 61

in RAID5, 63

mirroring, 61
RAID levels and default configuration, 55

RAID rebuild rate, 69
reconfiguring RAID, 71
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NSM 2060
capacity
RAIDS5, 58
disk arrangement in,
disk setup, 77
disk status, 77
RAID levels and default configuration, 55
RAID rebuild rate, 69
RAID10 initial setup, 61
RAIDS5 initial setup, 63
NSM 260
capacity
RAIDS5, 58
devices RAID10, 61
disk status, 75
locating in rack, 45
RAID levels and default configuration, 55
RAID rebuild rate, 69
RAIDO devices, 60
RAID50, 65
NSM 4150
powering off the system controller and disk
enclosure, correct order,
powering on the system controller and disk
enclosure, correct order,
disk arrangement in,
disk setup, 78
disk status, 78
RAID levels and default configuration, 55
RAID10 initial setup, 61
RAID50 capacity, 59
RAID50 initial setup, 63
NSM 4150:RAID rebuild rate, 69
NTP
selecting, 120
server, 120
server, deleting, 121
servers, changing list order, 121

O

off RAID
status, 71
ordering NTP access list, 121



overview
add-on applications, 317
Centralized Management Console, 29
clusters, 209
disk replacement in special cases, 327
Failover Manager, 189
management groups, 171
managers, 171
network, 89
provisioning storage, 221
replacing a disk, 81
reporting, 144
setting date and time, 119
SmartClone volumes, 263
snapshots, 226, 245
SNMP, 129
storage category, 55
volumes, 237

P
parity in RAID5, 58
Passwords
changing in Configuration Interface, 343
Pausing
monitoring, 313
pausing
scheduled snapshots, 256
performance
See 1/O performance
performance and iSCSI, 336
Performance Monitor
current SAN activity example, 298
exporting data from, 315
fault isolation example, 299
learning about applications on the SAN, 299
learning about SAN performance, 298
load comparison of two clusters example,
301
load comparison of two volumes example,
302
NIC bonding example, 301
overview, 297
pausing, 313
planning for SAN improvements, 300
prerequisites, 297
restarting, 313
statistics, defined, 306
understanding and using, 297
workload characterization example, 298

Performance Monitor graph
changing, 313
changing line color, 314
changing line style, 314
changing the scaling factor for, 315
displaying a line, 314
hiding, 314
hiding a line, 314
showing, 314
Performance Monitor window
accessing, 303
graph, 305
parts defined, 303
saving to an image file, 316
table, 306
toolbar, 304
permanent variables, 138
Permissions
effect of levels, 293
permissions
administrative group, 127
full, 126
read modity, 126
read only, 126
planning
data replication, 223
RAID configuration, 67
SmartClone volumes, 265
snapshots, 226, 246
volumes, 222, 237
size, 221
planning capacity
full provisioning method, 222
thin provisioning method, 222
point-intime consistent snapshots
defined, 245
pool of storage, 171
powering off
disk, using CMC, 83, 84
NSM 4150 system controller and disk
enclosure, correct order, 47
storage nodes, 48
powering on
disk, using CMC, 83, 85
NSM 4150 system controller and disk
enclosure, correct order, 47
preferred interface
in active-passive bond, 95
in adaptive load balancing, 99
in link aggregation dynamic mode bond, 97
preferred NTP server, 120
prerequisites, 263
Prerequisites for
assigning servers to volumes, 293
servers, 290
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prerequisites for
clusters, 209
Performance Monitor, 297
removing storage nodes from management
group, 187
snapshots, 245
volumes
adding, 237
deleting, 243, 244, 258, 261
primary interface, NICs, 116
primary volumes, 238
protocols, DHCP, 91
provisioning storage, 221
and space allocation, 222
best practices, 222

Q

quorum
and managers,
starting virtual manager to recover, 205
stopping managers, 182
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R

RAID

and data replication, 67

as data replication, 67

benefits, 57

changing RAID erases data, 70
configurations, 57

configurations defined, 57

configuring, 55, 56

default configuration on storage nodes, 55
definitions, 57

device, 59

device status, 56

levels and default configuration for:Dell 2950,
55

levels and default configuration for:NSM
160, 55

levels and default configuration for:NSM
2060, 55

levels and default configuration for:NSM
260, 55

levels and default configuration for:NSM
4150, 55

levels and default configuration:for DL380,
55

levels and default configuration:for HP
LeftHand P4300, 55

levels and default configuration:for HP
LeftHand P4500, 55

levels and default configuration:for IBM
x3650, 55

managing, 56

Parity in RAID5, 58

planning configuration, 67

procedure for reconfiguring, 71

rebuild rate, 69

rebuilding, 86

reconfiguring, 70

reconfiguring requirements, 70
replacing a disk, 83, 85, 86

replication in a cluster, 68

requirements for configuring, 70
resyncing, 214

setting rebuild rate, 70

status, /1

status and data redundancy, 71

status and data transfer, 71

VSA, levels and default configuration for:VSA,
55

RAID (virtual), devices, 60
RAID levels defined, 327
RAID status

status, 71



RAIDO

capacity, 57

definition, 57

devices, 60

single disk replacement, 83
RAID1/10

single disk replacement, 83
RAID10

capacity, 57

defined, 57
RAID5

capacity, 58

configurations, 58

defined, 58

disk arrays, 63

hot spares, 58
RAID5/50

:single disk replacement, 83
RAID50

capacity, 59

defined, 59
RAID6

single disk replacement,

capacity, 59

definition, 59

devices, 66

hot swapping, 59
raw storage, 233
re-create the RAID array ,
read only permissions, 126
read only volumes, 250
read-modify permissions, 126
rebooting

storage nodes, 48
rebuild data

when not running manager, 328
rebuild volume data, 333
rebuilding

RAID, 86

rate for RAID, 49
reconfiguring RAID, 70
recurring snapshots, 254
redundancy, data, 223
redundant array of independent disks

See RAID
registering add-on applications, 320
registering features, 180

Feature Registration tab, 320, 321

for a management group, 180

for a storage node, 50
registration information, 324

Remote Copy
backing out of evaluation, 318
evaluating, 318
registering, 320
remote copies defined, 32
remote volumes, 238
remote log files, 168
adding, 168
changing remote log file target computer,
169
configuring target computer, 169
removing old logs, 169
remote volumes, 238
See Remote Copy User Manual
Removing
statistics, 312
removing
administrative users from a Group, 127
dedicated boot devices, 53
DNS server, 114
domain name from DNS suffixes list, 114
ghost storage node after the data is rebuilt,
333
monitored variables, 138
old log files, 169
SNMP trap recipient, 133
storage nodes from cluster, 212
storage nodes from management groups, 187
prerequisites for, 187
users from administrative groups, 127
virtual manager, 207
Repair Storage Node
replacing a disk, 80
repair storage node, 216
prerequisites, 216
repairing volumes
making unavailable priority volume available,
242
replacing
dedicated boot devices, 53
disks, 80
replication
changing levels for volumes, 242
data, 223
level for volumes, 223
levels allowed in clusters, 223
RAID vs. volume replication, 67
repairing storage node in cluster with
replication, 216
requirements for setting levels, 238
replication priority
and fault tolerance for volumes,
changing, 242
changing priority, 242
requirements for setting, 239
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reporting overview, 144
reports, 135
active, 135
details of Hardware Information report, 152
diagnostic, 145
disk, 72
disk setup for RAID, 73
generating, 150
hardware, 144
Hardware Information, 150
RAID setup, 59
saving Hardware Report to a file, 151
storage node statistics, 150
requirements
system for Failover Manager on ESX Server,
190
Requirements for
configuring CHAP for iSCSI, 291, 338
requirements for
adding management group, 178
adding snapshots, 245
adding volumes, 238
application-managed snapshots, 248
changing SmartClone volumes, 283
changing volumes, 240
editing snapshots, 255
Failover Manager, 189
network interface bonding, 93
rolling back volumes, 258
scheduling snapshots, 254
snapshot schedules, 254
system for Failover Manager on VMware
Server or Player, 189
using more than one Failover Manager, 190
virtual manager, 201
resetting
DSM in Configuration Interface, 345
NSM to factory defaults, 345
resolving host names, 44
Restarting monitoring, 313
restoring
management group, 184
storage node configuration files, 46
volumes, 257
Restoring defaults for the Performance Monitor,
313
restriping, volume, 84
resuming scheduled snapshots, 256
resyncing
RAID, 214
return the repaired storage node to the cluster,
331
Rolling Back a Volume
from application-managed snapshots, 259
rolling back a volume, 257
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routing
adding network, 114
deleting, 115
editing network, 115
routing tables
managing, 114

S

safe to remove status, 81
Sample interval, changing for the Performance
Monitor, 309
SAN
capacity of, 221
comparing the load of two clusters, 301, 308
comparing the load of two volumes, 302
current activity performance example, 298
determining if NIC bonding would improve
performance, 301
fault isolation example, 299
learning about applications on the SAN, 299
learning about SAN performance, 298
monitoring performance, 297
planning for SAN improvements, 300
using Performance Monitor, 297
workload characterization example, 298
SAN/iQ DSM for MPIO, 335
saving
diagnostic reports, 145
history of one variable, 144
log files
of management group configurations, 184
log files for technical support, 167
log files of storage node configurations, 46
monitored variable log file, 143, 144
Scaling factor
changing, 315
scheduled snapshots, 254
pausing or resuming, 256
requirements for, 254
scripting evaluation, 319
backing out of, 320
turning off, 319
turning on, 319
searching for storage nodes, 39
searching for storage nodes;, 29
security
administrative, 171
of storage resources, 171
selecting alerts to monitor, 136
server access
SmartClone volumes, 267



Servers
adding to management groups, 290
assigning to volumes and snapshots, 292,
293
deleting, 292
editing, 291
editing assignments to volumes and
snapshots, 294
prerequisites for, 290
prerequisites for assigning to volumes, 293
servers
access to volumes and snapshots, 289
defined, 32
DNS
adding, 112
editing IP or domain name, 113
removing, 114
iSNS
adding, 210
NTP, 120
editing, 120
preferred, not preferred, 120
set ID LED, 45
setting
IP address, 91
local bandwidth, 183
RAID rebuild rate, 69
setting date and time, 119
for management group, 119
overview, 119
procedure, 119, 121
refreshing for management group, 119
setting time zone, 122
time zone on storage node, 119, 121, 122
with NTP, 120
without NTP, 121
setting up a RAID disk, 73
shared snapshots, 274
shutting down a management group, 185
Management Group
shutting down, 184
single disk replacement in RAIDO, 83
Single Host Configuration in iSCSI, 339
sites
defined, 32
size
changing for volumes, 242
for snapshots, 227
planning for
snapshots, 246
volumes, 221
requirements for volumes, 238

slow I/O, 214

SmartClone Volumes
making application-managed snapshot
available after creating, 250, 251, 252
SmartClone volumes
assigning server access,
characteristics of, shared versus individual,
characteristics of, 267
clone point, 272
creating from application-managed snapshots,

260
definition of, 263
deleting, 284
deleting multiple, 285
editing, 284
examples for using, 264
glossary for, 264
overview, 263
planning, 265
planning naming convention, 266
planning space requirements, 265
requirements for changing, 283
uses for, 265
utilization of, 282
viewing with Map View, 280

SMTP
setting SMTP for alert notification, 142
settings for alert notification, 142
settings for alert notification, one variable,
142
settings for alert notification, several
variables, 143

Snapshots
assigning to servers, 292, 293
editing server assignments, 294
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snapshots

adding, 248
adding schedules for, 255
and upgrading software, 247
application-managed, 245
as opposed to Backups, 226
changing thresholds, 250
controlling server access to, 289
copying a volume from, 250
creating application-managed, 248
creating application-managed for volume sefs,
249
defined, 32
deleting, 261
deleting schedules, 256
editing, 250
editing schedules, 255
managing capacity
and scheduled snapshots, 254
and thresholds, 226
mounting, 250
overview, 226, 245
pausing or resuming, 256
planning, 226, 246
planning size, 246
point-in-time consistent, 245
prerequisites for, 245
read,/ write
deleting temporary space, 253
requirements for editing, 255
rolling back a volume from, 257
schedule requirements, 254
scheduling, 254
shared, 274
size, 227
temporary space for read/write snapshots,
235, 253
using, 245
versus backups, 245
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SNMP
access control, 130
Agents
community strings, 130
disabling, 132
agents
community strings, 130
Clients, adding, 130
MIB, 325
overview, 129
removing trap recipient, 133
Traps
enabling, 133
traps
disabling, 134
editing recipient, 133
using, 133
using MIB, 132
software
upgrading storage nodes, 49
space allocation, 222
space requirements
planning for SmartClone volumes, 265
speed/duplex
configuring, 108
VSA, 89
Spoofing, 337
starting
management group, 185
managers on storage nodes, 181
virtual manager to recover quorum, 205
starting and stopping dedicated boot devices,
52
startup and shutdown troubleshooting, 194
static IP addresses and DNS, 112
Statistics
adding, 310
exporting performance to a CSV file, 315
in the Performance Monitor defined, 306
removing, 312
viewing details of, 312
statistics sample data
clearing, 312
status
dedicated boot devices, 52
NIC bond, 103
RAID, 71
safe to remove disk, 81
storage node, 215
storage server inoperable, 214
storage server overloaded, 214
stopping
managers, 181
implications of, 182
virtual manager, 207



storage
adding to a cluster, 212
configuration on storage nodes, 55
configuring, 55
overview, 55
storage node
configuration categories, 43
expanded statistics detail, 150
logging in to an additional, 44
removing, 187
saving statistics to a file, 151
statistics, 150
storage nodes
adding first one, 37, 178
adding to existing cluster, 211
adding to management group, 180
configuration file
backing up, 46
restoring, 46
configuration overview, 43
configuring, 37
configuring multiple, 40
default RAID configuration on, 55
details tab, 49
finding on network, 29, 37, 39
ghost storage node, 216
locating in a rack, 45
powering off, 48
rebooting, 48
registering, 50
removing from cluster, 212
removing from management group, 187
prerequisites for, 187
repacing disks, 80
repairing in clusters, 216
status of, 215
storage configuration of, 55
tasks, 43
upgrading software, 49
storage pool, 171
storage server inoperable, 214
storage server overloaded, 214
storage server status and VSA, 214
storage space
raw space, 233
storage, provisioning, 221
Subscriber's Choice, HP, 27
synchronizing time on storage nodes, 254
System Management homepage, logging into,
130
system requirements
for Failover Manager on ESX Server,
for Failover Manager on VMware Server or
Player,

T

Tab window, 33
TCP
speed and duplex,
frame size, 110
status, 107
status tab, 107
TCP/IP tab, 90
technical support
HP, 27
saving log files
for, 167
service locator website, 27
temporary space
deleting, 253
for read/write snapshots, 235, 253
making application-managed snapshot
available after converting, 250, 251, 252
thresholds
capacity management and snapshot, 226
changing
for a snapshot, 250
requirements for
changing in snapshots, 255
time
editing NTP server, 120
NTP servers, preferred, not preferred, 120
selecting NTP, 120
setting
with NTP, 120
without NTP, 121
synchronizing on storage nodes, 254
zone, setting on storage node, 119, 121,
122
time remaining on evaluation period, 318
Time zone
changing for the Performance Monitor, 309
time zone
sefting, 122
Toolbar
Performance Monitor window, 304
toolbar
SmartClone map view, 280
trap recipient
removing, 133
traps
disabling SNMP, 134
editing SNMP recipient, 133
enabling SNMP, 133
SNMP, 133
troubleshooting
network settings to find Failover Manager,
195
startup and shutdown options, 194
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troubleshooting clusters
repair storage node, 214

slow I/O, 214

type
See volumes

U

updating
hardware information report, 150
manger IP addresses, 117
upgrading
storage node software,
upgrading software
copying to the storage node, 50
copying upgrade files, 49
user
adding a group fo a user, 124
administrative, 123
administrative default user, 123
changing a user name, 124
deleting administrative, 124
editing, 124
password, 124
utilization
of clone points and SmartClone volumes, 282

\%

variables, monitored

adding, 136

downloading log file for, 143, 144

editing, 137

list of ,

permanent, 138

removing, 138

viewing summary of, 141
verifying NIC bond, 102
VI Client

recreating disk for VSA, 77
Viewing

statistics details, 312
viewing

disk report, 73

disk setup reportdisk, 72

monitored variable summary, 141
viewing clone points, volumes and snapshots,
282
viewing SmartClone volumes, 279
viewing:RAID setup report, 59
Virtual IP Address

host storage node, 335
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virtual IP address, 335
and iSCSI, 335
changing, iSCSI, 212
configuring for iSCSI for, 210
gateway session when using load balancing,
336
removing, iSCSI volume, 212
virtual machine, 173
virtual manager
adding, 204
benefits of, 201
configurations for using, 200
configuring, 204
function of, 200
overview, 200
removing, 207
starting to recover quorum, 205
stopping, 207
virtual RAID
data safety and availability, 69
virtual storage node
data replication, 67
RAID device, 60
VMware ESX Server, 60
VMware Server, 173
volume availability, 214
volume sets
creating application-managed snapshots for,
249
deleting application-managed snapshots for,
261
volume size
best practice for setting, 222
Volumes
assigning to servers, 292, 293
comparing the load of two, 302
editing server assignments, 294
formatting for use, 295
iSCSI, 337
and CHAP, 337
logging on to, 295
sefting as persistent targets, 295



volumes
Access Volume wizard, 39
adding, 239
changing
clusters, 242
descriptions, 241
replication levels, 242
changing size, 242
controlling server access to, 289
creating SmartClone, 276
creating using the Wizard, 38
defined, 32
deleting, 243
editing, 240
making unavailable priority volume available,
2472
mounting file systems on, 237
overview, 237
planning, 222, 237
size, 221
type, 238
prerequisites for
adding, 237
deleting, 243, 244, 258, 261
replication level, 223
replication priority, 225
requirements for
adding, 238
changing, 240
restriping, 84
rolling back, 257
application server requirements, 258
type
primary, 238
remote, 238
volumes and snapshots
availability, 51
VSA
cloning, 178
disk status, 77
frame size, 89
hardware diagnostics, 149
hardware report, 152
network interface, 89
NIC bonding, 89
NIC flow control, 89
RAID levels and default configuration, 55
RAID rebuild rate, 69
reconfiguring RAID, 70
recreate disk, 77
speed/duplex, 89
storage server overloaded, 214
virtual RAID and data safety and availability,
69

W

warnings
:check Safe to Remove status,
all storage nodes in a cluster operate at a
capacity equal to that of the smallest
capacity, 209
changing RAID erases data, 70
cloning VSA, 178
deleting management group causes data loss,
187
DHCP
static IP addresses, 92
unicast communication, 92
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