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Preface

This IBM® Redbooks® publication for the Tivoli® Storage Productivity Center for Replication
for the Open environment walks you through the process of establishing sessions, and
managing and monitoring copy services through Tivoli Storage Productivity Center for
Replication. The book introduces enhanced copy services and new session types that are
used by the latest IBM storage systems. Tips and guidance for session usage, tunable
parameters, troubleshooting, and for implementing and managing Tivoli Storage Productivity
Center for Replication’s latest functionality up to v5.2 also are provided. Tivoli Storage
Productivity Center for Replication’s integration and latest functionality includes Global Mirror
Pause with Consistency, Easy Tier® Heat Map Transfer, and IBM System Storage® SAN
Volume Controller Change Volumes. As of v5.2, you can now manage z/OS® Hyperswap
function from an Open System.

IBM Tivoli Storage Productivity Center for Replication for Open Systems manages copy
services in storage environments. Copy services are used by storage systems, such as IBM
System Storage DS8000®, SAN Volume Controller, IBM Storwize® V3700, V3500, V7000,
V7000 Unified, and IBM XIV® Storage systems to configure, manage, and monitor data-copy
functions. Copy services include IBM FlashCopy®, Metro Mirror, Global Mirror, and Metro
Global Mirror.

This IBM Redbooks publication is the companion to the draft of the IBM Redbooks publication
Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204. It is intended for storage
administrators who ordered and installed Tivoli Storage Productivity Center version 5.2 and
are ready to customize Tivoli Storage Productivity Center for Replication and connected
storage. This publication also is for anyone that wants to learn more about Tivoli Storage
Productivity Center for Replication in an open systems environment.
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Introduction to Tivoli Storage
Productivity Center for
Replication

This chapter provides an overview of IBM Tivoli Storage Productivity Center for Replication
for open systems. It reviews copy services functions and then describes how they are
implemented in Tivoli Storage Productivity Center for Replication.

We introduce Tivoli Storage Productivity Center for Replication key concepts, architecture,
session types and usage, and new functionality as of IBM Tivoli Storage Productivity Center
version 5.1. We also introduce storage systems that are supported by Tivoli Storage
Productivity Center for Replication.

This chapter includes the following topics:

» Tivoli Storage Productivity Center for Replication overview

» Terminology

» Architecture

» Copy services overview

» Session types and usage

» New features and enhancements in Tivoli Storage Replication Center for Replication by
release

» Introduction to Storage Systems

© Copyright IBM Corp. 2014. All rights reserved.



1.1 Tivoli Storage Productivity Center for Replication overview

2

IBM Tivoli Storage Productivity Center for Replication is a component of IBM Tivoli Storage
Productivity Center and IBM SmartCloud® Virtual Storage Center that manages copy
services in storage environments. Copy services are features that are used by storage
systems to configure, manage, and monitor data replication functions. These copy services
include IBM FlashCopy, Metro Mirror, Global Mirror, and Metro Global Mirror data replication.

Tivoli Storage Productivity Center for Replication manages copy services for the following
storage systems:

IBM System Storage D6000

IBM System Storage DS8000

IBM TotalStorage Enterprise Storage Server® Model 800
IBM SAN Volume Controller

IBM Storwize V3500

IBM Storwize V3700

IBM Storwize V7000

IBM Storwize V7000 Unified

IBM XIV System Storage

VVYyVYyYVYVYVYVYYVYY

Tivoli Storage Productivity Center for Replication automates key replication management
tasks to help you improve the efficiency of your storage replication. You can use a simple GUI
to configure, automate, manage, and monitor all key data replication tasks in your
environment, including the following tasks:

» Manage and monitor multi-site environments to meet disaster recovery requirements
» Automate the administration and configuration of data replication features

» Keep data on multiple related volumes consistent across storage systems in a planned or
unplanned outage

» Recover to a remote site to reduce downtime of critical applications
» Provide high availability for applications by using IBM HyperSwap® technology
» Practice recovery processes while disaster recovery capabilities are maintained

Figure 1-1 on page 3 shows the Tivoli Storage Productivity Center for Replication
environment.
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Figure 1-1 Tivoli Storage Productivity Center for Replication environment

1.2 Terminology

In this section, we describe the following key terms to help you understand and effectively use
Tivoli Storage Productivity Center for Replication:

» Management server

The management server is a system that has Tivoli Storage Productivity Center for
Replication installed. The management server provides a central point of control for
managing data replication.

You can create a high availability environment by setting up a standby management
server. A standby management server is a second instance of Tivoli Storage Productivity
Center for Replication that runs on a different physical system, but is continuously
synchronized with the primary (or active) Tivoli Storage Productivity Center for Replication
server.

Chapter 1. Introduction to Tivoli Storage Productivity Center for Replication 3



4

The active management server issues commands and processes events, while the
standby management server records the changes to the active server. As a result, the
standby management server contains identical data to the active management server and
can take over and run the environment without any loss of data.

Storage system

A storage system is a hardware device that contains data storage. Tivoli Storage
Productivity Center for Replication can control data replication within and between various
storage systems.

To replicate data among storage systems by using Tivoli Storage Productivity Center for
Replication, you must manually add a connection to each storage system.

Host system

A host system is an AIX® or IBM z/OS system that connects to storage systems to enable
certain replication features for those systems.

A connection to a z/OS host system is required if you want to enable z/OS features, such
as HyperSwap and hardened freeze in Tivoli Storage Productivity Center for Replication
sessions.

A connection to an AIX host system is required if you want to use the Open HyperSwap
feature. This feature enables the automatic swap of input/output (I/O) to the volumes on a
secondary site when a failure occurs when 1/O iswritten to the primary site.

Users and groups

Tivoli Storage Productivity Center for Replication does not maintain a directory of user
names and passwords. Instead, the application uses the operating system repository that
is created during the installation of Tivoli Storage Productivity Center or a Lightweight
Directory Access Protocol (LDAP) repository for user authentication.

You can use the Tivoli Storage Productivity Center for Replication graphical user interface
(GUI) or command-line interface (CLI) to assign the users and groups that are defined in
the user repository to a user role.

User roles

A user role determines the tasks and sessions that a user or group can manage. There
are three roles that are defined in Tivoli Storage Productivity Center for Replication:
Administrator, Operator, and Monitor.

Administrators have unrestricted access to all features and functions in Tivoli Storage
Productivity Center for Replication.

Operators can manage specific sessions.

Monitors can view information in the Tivoli Storage Productivity Center for Replication;
however, they cannot modify or perform any commands or actions.

Global Copy

For ESS800, DS6000™, and DS8000 storage systems, Global Copy is an asynchronous
long-distance copy option for data migration and backup.

Session

A session completes a specific type of data replication for a specific set of volumes. During
data replication, data is copied from a source volume to one or more target volumes,
depending on the session type. The source volume and target volumes that contain copies
of the same data are collectively referred to as a copy set. A session can contain one or
more copy sets. The type of data replication that is associated with the session determines
the actions that you can perform against all copy sets in the session, the number of
volumes that a copy set can contain, and the role that each volume plays.
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Copy set

A copy set is a set of volumes that represent copies of the same data. During data
replication, data is copied from a source volume to one or more target volumes, depending
on the session type. The source volume and target volumes that contain copies of the
same data are collectively referred to as a copy set.

Each volume in a copy set must be of the same size and volume type. For example, SAN
Volume Controller volumes must be used with other SAN Volume Controller volumes. The
number of volumes in the copy set and the role that each volume plays is determined by
the session type that is associated with the session to which the copy set belongs.

Volume roles
Volume roles are given to every volume in the copy set.

The volume role types are host volume, journal volume, intermediate volume, target
volume, and change volume (SAN Volume Controller or Storwize storage systems only).

The role defines how the volume is used in the copy set and the site location of the
volume. For example, a host volume at the primary site has the role of Host1, while a
journal volume at the secondary site has the role of Journal2.

Role pair

A role pair is the association of two roles in a session that take part in a copy relationship.
For example, in a Metro Mirror session, the role pair can be the association between the
volume roles of Host1 and Host2.

Site
The site determines the location of the volumes. The number of sites in a copy set is

determined by the session type. Tivoli Storage Productivity Center for Replication
supports up to the following three sites:

— Site 1: The location of the primary storage system that contains the source data. Upon
initial configuration, this site contains the host volumes with updates that are copied to
the target volumes.

— Site 2: The location of the secondary storage system that receives the copy updates
from the primary storage system.

— Site 3: The location of the tertiary storage system that receives the copy updates from
the secondary storage system.

Host volume

A host volume is a volume that is connected to a server that reads and writes input/output
(1/0). A host volume can be the source of updated tracks when the server that is
connected to the host volume is actively issuing read and write I/0O. A host volume can
also be the target of the replication. When the host volume is the target, writes are
inhibited.

Host volumes are abbreviated as Hx, where x identifies the site.
Journal volume

A journal volume stores data that changed since the last consistent copy was created.
This volume functions like a journal and holds the required data to reconstruct consistent
data at the Global Mirror remote site. When a session must be recovered at the remote
site, the journal volume is used to restore data to the last consistency point. A FlashCopy
replication session can be created between the host or intermediate volume and the
corresponding journal volume after a recover request is started to create another
consistent version of the data.

Journal volumes are abbreviated as Jx, where x identifies the site.
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» Intermediate volume

An intermediate volume receives data from the primary host volume during a replication
with practice session. During a practice, data on the intermediate volumes is flash copied
to the practice host volumes.

Depending on the replication method that is used, data on intermediate volumes might not
be consistent.

Intermediate volumes are abbreviated as Ix, where x identifies the site.
» Target volume

A target volume receives data from a host or intermediate volume. Depending on the
replication type, that data might or might not be consistent. A target volume can also
function as a source volume. For example, a common use of the target volume is as a
source volume to allow practicing for a disaster, such as data mining at the recovery site
while still maintaining disaster recovery capability at the production site.

» Change volume

A change volume contains point-in-time images that are copied from the host or target
volume.

Change volumes are abbreviated as Cx, where x identifies the site.

Figure 1-2 shows how the preceding session-related terms relate to each other.

Note: In Figure 1-2, the following terms are abbreviated; Fibre Channel (FC), Metro Mirror
(MM), Global Mirror (GM), and Metro Global Mirror (MGM).
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Figure 1-2 Tivoli Storage Productivity Center for Replication session-related terminology
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1.3 Architecture

Tivoli Storage Productivity Center and SmartCloud Virtual Storage Center offer storage
infrastructure management that helps optimize storage management by centralizing,
simplifying, automating, and optimizing storage tasks that are associated with storage
systems, storage networks, copy services management, capacity, and reporting
management.

Tivoli Storage Productivity Center for Replication is a component of Tivoli Storage
Productivity Center and SmartCloud Virtual Storage Center, which provides copy services
management of different IBM storage systems.

Tivoli Storage Productivity Center for System z® is a separate product that offers all of the
functions that are provided by the Tivoli Storage Productivity Center for Replication product.
The difference is that it is packaged to run only on System z and it uses a mixture of FICON®
and TCP/IP communications to provide copy services management of different IBM Storage
Systems. For more information about Tivoli Storage Productivity Center for System z, see the
IBM Redbooks publication IBM Tivoli Storage Productivity Center for Replication for Series z,
SG24-7568.

Figure 1-3 shows a Tivoli Storage Productivity Center overview and the key components that
provide simplified administration of your storage environment.
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Figure 1-3 Tivoli Storage Productivity Center overview

Detailed architecture of Tivoli Storage Productivity Center components is shown in Figure 1-4
on page 8. In this figure, you can see Tivoli Storage Productivity Center for Replication
components and how are they related.
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Figure 1-4 Tivoli Storage Productivity Center components

The Tivoli Storage Productivity Center features the following components:
» GUI
The following GUIs are available:

— Tivoli Storage Productivity Center provides two GUIs for managing the storage
infrastructure in an enterprise environment: the stand-alone GUI and the web-based
GUI. Each GUI provides different functions for working with monitored resources. For
more information about each Tivoli Storage Productivity Center GUI, see the draft of
the Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204.

— Tivoli Storage Productivity Center for Replication provides a GUI that is used to
manage all Tivoli Storage Productivity Center for Replication functions. These
functions include administration and configuration of the copy services, and managing
and monitoring the status of copy services. For more information about the Tivoli
Storage Productivity Center for Replication GUI, see Chapter 3, “General
administration and high availability” on page 61.

— Tivoli Common Reporting provides the reporting service for Tivoli Storage Productivity
Center reports. Tivoli Common Reporting includes Cognos® reporting software.

» CLI

The CLI is used to issue commands for key Tivoli Storage Productivity Center and Tivoli
Storage Productivity Center for Replication functions. It is also used to enable scripts for
automating functions.
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» Data server

The Data server is a Tivoli Storage Productivity Center component that is the control point
for product scheduling functions, configuration, event information, reporting, and GUI
support. It coordinates communication with and data collection from agents that scan file
systems and databases to gather storage demographics and populate the database with
results. Automated actions can be defined to perform file system extension, data deletion,
and Tivoli Storage Productivity Center backup or archiving, or event reporting when
defined thresholds are encountered. The Data server is the primary contact point for GUI
functions. It also includes functions that schedule data collection and discovery for the
Device server.

» Device server

The Device server is a Tivoli Storage Productivity Center component that discovers,
gathers information from, analyzes performance of, and controls storage systems and
SAN fabrics. It coordinates communication with and data collection from agents that scan
SAN fabrics and storage devices.

» Jazz™ for Service Management

Jazz for Service Management is used by Tivoli Common Reporting to provide the
reporting service for Tivoli Storage Productivity Center reports.

» Replication server

The Replication server is a Tivoli Storage Productivity for Replication component that
coordinates communication and processes tasks that are related to copy services and
replication.

» Database

Tivoli Storage Productivity uses a DB2® single database instance that serves as the
repository for all Tivoli Storage Productivity Center components.

Tivoli Storage Productivity for Replication uses an embedded database, which is created
automatically during Tivoli Storage Productivity Center installation.

High availability architecture

The recommended architecture of the Tivoli Storage Productivity for Replication environment
is based on a high availability configuration where the primary Tivoli Storage Productivity
Center for Replication management server is installed in the primary site and the standby
Tivoli Storage Productivity Center for Replication management server is installed in the
disaster recovery site. Synchronization is established between the primary and standby
management server. If a failure of the primary management server occurs, the standby
management server takes over and continues the replication management.

Typical high availability architecture of the Tivoli Storage Productivity for Replication solution
is shown in Figure 1-5 on page 10.
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Figure 1-5 Tivoli Storage Productivity Center for Replication high availability architecture

1.4 Copy services overview

This section describes the FlashCopy, Metro Mirror, Global Mirror, and Metro Global Mirror
copy services. Copy Services include a set of disaster recovery, data migration, and data
duplication functions that protect your data.

The copy service determines whether you can replicate data within a single site or replicate to
a second or third site. The copy service that you should use depends on your data replication
requirements and your environment.

FlashCopy

FlashCopy replication creates a point-in-time copy in which the target volume contains the
same data as the source volume at the point in time when the copy was established. Any
subsequent write operations to the source volume are not reflected on the target volume.

With FlashCopy replication, the source volume is in one logical subsystem (LSS) or I/O group
(depending on the storage system type) and the target volume is in the same or another LSS
or I/O group.

FlashCopy replication occurs on a single site.
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Metro Mirror

Metro Mirror is a form of synchronous remote replication that operates between two sites that
are within 300 km of each other. Synchronous mirroring means that a target volume on the
remote site is constantly updated to match changes that are made to a source volume on the
local site. Because the data is the same on the source and target volumes, no data is lost if
you must use data from the target site for recovery.

Global Mirror

Global Mirror is a form of asynchronous remote replication that operates between two sites
that are over 300 km from each other. Asynchronous mirroring means that a target volume on
the remote site is updated a few seconds after the changes are made to a source volume on
the local site.

With Global Mirror, the distance between sites is limited only by your network capabilities and
channel extension technology. The unlimited distance enables you to better choose your
remote site location that is based on business needs and enables greater site separation to
add protection from local disasters.

Metro Global Mirror

Metro Global Mirror combines the capabilities of Metro Mirror and Global Mirror for greater
protection against planned and unplanned outages.

Metro Global Mirror is a three-site, high availability disaster recovery solution. Metro Global
Mirror uses synchronous replication to mirror data between a local site and an intermediate
site, and asynchronous replication to mirror data from an intermediate site to a remote site.

By using the two-site synchronous replication, you can recover data in the event of a local
disaster, while the longer distance asynchronous copy to a third site protects data in the event
of larger scale regional disasters.

Snapshot

Snapshot sessions create a point-in-time copy of a volume or set of volumes on the same site
(Site 1) without having to define a specific target volume. The target volumes of a Snapshot
session are automatically created when the snapshot is created.

Note: Snapshot sessions are available only for IBM XIV Storage System.

1.5 Session types and usage

A session is used to complete a specific type of data replication against a specific set of
volumes. The type of copy service that is associated with the session determines the
replication actions that are available for the session. For example, the options for FlashCopy
sessions are different from the options for Metro Mirror sessions.

Table 1-1 on page 12 shows the session types that are available in Tivoli Storage Productivity
Center for Replication and the storage systems that are supported. The Multidirectional
column indicates whether you can copy data in multiple directions.
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Table 1-1 Session types and supported storage systems

Session type

Number of supported sites

Supported storage systems

FlashCopy 1 All, except IBM XIV Storage
System
Snapshot 1 IBM XIV Storage System

Metro Mirror Single Direction

2 (data replication is only one
direction)

All, except IBM XIV Storage
System

Metro Mirror Failover/Failback

2 (data replication can be
bidirectional)

All

Metro Mirror Failover/Failback
with Practice

2 (data replication can be
bidirectional)

All, except IBM XIV Storage
System

Global Mirror Single Direction

2 (data replication is only one
direction)

All, except IBM XIV Storage
System

Global Mirror Failover/Failback

2 (data replication can be
bidirectional)

All

Global Mirror Failover/Failback
with Change Volumes

2 (data replication can be
bidirectional)

SAN Volume Controller,
Storwize V3500, Storwize
V3700, Storwize V7000, and
Storwize V7000 Unified

Global Mirror Failover/ Failback
with Practice

2 (data replication can be
bidirectional)

All, except IBM XIV Storage
System

Global Mirror Either Direction
with Two Site Practice

2 (data replication can be
bidirectional)

ESS, DS6000, and DS8000

Metro Global Mirror

3 (data replication can be
multidirectional)

ESS and DS8000

Metro Global Mirror with
Practice

3 (data replication can be
multidirectional)

ESS and DS8000

For session types that support multiple sites and are not single direction only, you can start
data replication in multiple directions for recovery purposes. For example, you can start data
replication from the target volume to the source volume for a bidirectional session type.

1.5.1 Practice sessions

By using practice sessions, you can test disaster-recovery actions while maintaining

disaster-recovery capability.

Practice sessions include intermediate volumes on the remote site that contains the target
volumes. A FlashCopy operation is completed from the intermediate volumes to the target
volumes. The target volumes contain point-in-time data that you can use to test data-recovery
actions. For example, you can run scripts that attach your host systems to the target volumes
on the remote site or complete an initial program load (IPL) on the site.

Because data replication continues from the source volume to the intermediate volume in a
normal manner, your data is recoverable while you are testing the practice volume.

To use practice volumes, the session must be in the Prepared state.
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Note: When practice sessions are used, Tivoli Storage Productivity Center for Replications
assumes that the set of volumes that are used for practicing is also used in case of actual
recovery. For this reason, the Tivoli Storage Productivity Center for Replication operations
and storage resources that are used for practicing are the same in the case of a real
recovery or site switch. This approach relieves the unpredictably of untested procedures

during the real recovery operations.

Note: You can test disaster-recovery actions without the use of practice volumes. However,
if you do not use practice volumes, data replication between sites is interrupted while you

are recovering data to the remote site.

1.5.2 Data copying symbols

The following sections include symbols that represent the type of copying that is occurring
between volumes. The symbols are shown in Table 1-2.

Table 1-2 Copy type symbols

Type of copy Symbol
FlashCopy {'\3
Synchronous

—
Asynchronous

P2

1.5.3 FlashCopy sessions

FlashCopy sessions copy the data that is on the source volume to the target volume on the
same site (Site 1). The target volume contains the same data as the source volume at the
point in time when the copy was established. Any subsequent write operations to the source
volume are not reflected on the target volume.

Figure 1-6 shows the volumes and data flow for the session.

Site 1

&

H1i

v
&

T1

Figure 1-6 FlashCopy session
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1.5.4 Snapshot sessions

Note: Snapshot sessions are available only for IBM XIV Storage System.

Snapshot sessions create a point-in-time copy of a volume or set of volumes on the same site
(Site 1) without having to define a specific target volume. The target volumes of a Snapshot
session are automatically created when the snapshot is created.

Figure 1-7 shows the volumes for the session.

Site 1

H1i

Figure 1-7 Snapshot session

1.5.5 Metro Mirror Single Direction sessions

Metro Mirror Single Direction sessions copy data in a single direction from the source volume
on the local site (Site 1) to the target volume on the remote site (Site 2).

Figure 1-8 shows the volumes and data flow for the session.

Site 1 Site 2

A 4

Figure 1-8 Metro Mirror Single Direction session

1.5.6 Metro Mirror Failover/Failback sessions

Metro Mirror Failover/Failback sessions provide the same capabilities as Metro Mirror Single
Directions sessions. The difference is that data replication for Metro Mirror Failover/Failback
sessions is bidirectional.

Figure 1-9 shows the volumes and data flow for the session when data is copied from Site 1
to Site 2.

Site 1 Site 2

A 4

Figure 1-9 Metro Mirror Failover/Failback session

1.5.7 Metro Mirror Failover/Failback with Practice sessions

Metro Mirror Failover/Failback with Practice sessions combine Metro Mirror and FlashCopy
replication to provide a point-in-time copy of the data on the remote site.

14  Tivoli Storage Productivity Center for Replication for Open Systems



For this session type, a synchronous copy occurs from a source volume on the local site (Site
1) to an intermediate volume on the remote site (Site 2). A FlashCopy then occurs from the
intermediate volume to a target volume on the remote site.

Figure 1-10 shows the volumes and data flow for the session when data is copied from Site 1
to Site 2.

Site 1 Site 2
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Figure 1-10 Metro Mirror Failover/Failback with Practice session

1.5.8 Global Mirror Single Direction sessions

Global Mirror Single Direction sessions copy data in a single direction from a source volume
on the local site (Site 1) to a target volume on the remote site (Site 2).

ESS800, DS6000, and DS8000 storage systems

For ESS800, DS6000, and DS8000 storage systems, an asynchronous copy occurs from the
source volume to the target volume. A FlashCopy then occurs from the target volume to a
journal volume on the remote site.

Figure 1-11 shows the volumes and data flow for an ESS, DS6000, or DS8000 Global Mirror
Single Direction session when data is copied from Site 1 to Site 2.

Site 1 Site 2
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¥
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J2

Figure 1-11 Global Mirror Single Direction session for ESS800, DS6000, and DS8000 storage systems

All other storage systems

For all other storage system sessions, the data flow is the same. However, there is no
FlashCopy to a journal volume.

1.5.9 Global Mirror Failover/Failback

Global Mirror Failover/Failback sessions provide the same capabilities as Global Mirror Single
Direction sessions. The difference is that data replication for Global Mirror Failover/Failback
sessions is bidirectional.

Chapter 1. Introduction to Tivoli Storage Productivity Center for Replicaton 15



ESS800, DS6000, and DS8000 storage systems
Figure 1-12 represents the volumes and data flow for an ESS, DS6000, or DS8000 Global
Mirror Failover/Failback session when data is copied from Site 1 to Site 2.

Site 1 Site 2
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Figure 1-12 Global Mirror Failover/Failback session for ESS800, DS6000, and DS8000 storage
systems

All other storage systems
For all other storage system sessions, the data flow is the same. However, there is no
FlashCopy to a journal volume.

1.5.10 Global Mirror Failover/Failback with Change Volumes sessions

Global Mirror Failover/Failback with Change Volumes sessions provide the same capabilities
as Global Mirror Failover/Failback sessions. The difference is that Global Mirror
Failover/Failback with Change Volumes sessions also provides the option of enabling or
disabling the use of change volumes.

Note: Snapshot sessions are available only for SAN Volume Controller and Storwize
storage systems.

Figure 1-13 shows the volumes and data flow for the session when data is copied from Site 1

to Site 2.
Site 1 Site 2
Hi/C1 Hz/C2

Figure 1-13 Global Mirror Failover/Failback with Change Volumes session

1.5.11 Global Mirror Failover/Failback with Practice sessions

Global Mirror Failover/Failback with Practice sessions combine Global Mirror and FlashCopy
replication to provide a point-in-time copy of the data on the remote site (Site 2).

ESS800, DS6000, and DS8000 storage systems

For ESS800, DS6000, and DS8000 storage systems, an asynchronous copy occurs from the
source volume on the local site (Site 1) to the intermediate volume on the remote site (Site 2).
A FlashCopy then occurs from the intermediate volume to the target volume and the journal
volume on the remote site.
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Figure 1-14 represents the volumes and data flow for an ESS, DS6000, or DS8000 Global
Mirror Failover/Failback with Practice session when data is copied from Site 1 to Site 2.
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Figure 1-14 Global Mirror Failover/Failback with Practice session for ESS800, DS6000, and DS8000

All other storage systems

For all other storage system sessions, the data flow is the same. However, there is no
FlashCopy to a journal volume.

1.5.12 Global Mirror Either Direction with Two-Site Practice sessions

Global Mirror Either Direction with Two-Site Practice sessions combine Global Mirror and
FlashCopy replication to provide a point-in-time copy of the data on the local (Site 1) and
remote site (Site 2). This session type includes intermediate and journal volumes on the local
and remote site so that you can practice disaster recovery from either site.

Figure 1-15 shows the volumes and data flow for the session when data is copied from Site 1
to Site 2.

Figure 1-15 Global Mirror Either Direction with Two Site Practice session

1.5.13 Metro Global Mirror sessions

Note: Metro Global Mirror sessions are available only for ESS800 and DS8000 storage
systems.
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Metro Global Mirror sessions combine Metro Mirror, Global Mirror, and FlashCopy replication
into a single session. Metro Global Mirror sessions support three sites that are varying
distances apart.

For this session type, a synchronous copy occurs from the source volume on the local site
(Site 1) to the target volume on the second site (Site 2). An asynchronous copy then occurs
from the second site to the target volume on the third site (Site 3) and a FlashCopy occurs
from the target to the journal volume on Site 3.

Figure 1-16 shows the volumes and data flow for the session when data is copied from Site 1
to Site 3.

Site 1 Site 2 Site 3
F=F= &
H1 H2 H3

v
&

az

Figure 1-16 Metro Global Mirror session

1.5.14 Metro Global Mirror with Practice sessions

18

Note: Metro Global Mirror with Practice sessions are available only for ESS800 and
DS8000 storage systems.

Metro Global Mirror with Practice sessions combine Metro Mirror, Global Mirror, and
FlashCopy replication across three sites to provide a point-in-time copy of the data on the
third site.

For this session type, a synchronous copy occurs from the source volume on the local site
(Site 1) to the target volume on the second site (Site 2). An asynchronous copy then occurs
from the second site to the intermediate volume on the third site (Site 3). A FlashCopy occurs
from the intermediate volume to the target and journal volumes on Site 3.

Figure 1-17 on page 19 shows the volumes and data flow for the session when data is copied
from Site 1 to Site 3.
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Figure 1-17 Metro Global Mirror with Practice session

1.5.15 Session states

Sessions can exist in different states. The following sections describe the states for
FlashCopy sessions and remote copy sessions.

FlashCopy session states
Table 1-3 shows the states for FlashCopy sessions.

Table 1-3 FlashCopy session states

write-enabled. Another
recoverable flag indicates
whether data is consistent and
recoverable.

Session state Description Storage systems

Defined The session exists, but is not All
started and is not managing
any relationships on the
hardware.

Preparing The volumes in the session are | SAN Volume Controller,
initializing, synchronizing, or Storwize V3500, Storwize
resynchronizing. V3700, Storwize V7000, and

Storwize V7000 Unified storage
systems

Prepared All volumes in the session are SAN Volume Controller,
initialized. Storwize V3500, Storwize

V3700, Storwize V7000, and
Storwize V7000 Unified storage
systems

Suspended Replication is stopped on all All
role pairs. Another recoverable
flag indicates whether data is
consistent and recoverable.

Target Available The target volumes are All
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Session state

Description

Storage systems

Terminating

The session is terminating

because a Terminate command

was issued under the following
conditions:

» The target volume is
permitted to be Metro
Mirror or Global Copy.

» The Require or Attempt to
Preserve Mirror option is
set.

All

Figure 1-18 shows the relationship of these states. If an error occurs when the Start or Flash
command is issued, the session state becomes Suspended.

Not Defined

Create Session

—_—

Defined

Preparing

Prepared

—_—

flash

start

> Preparing

flash start

Prepared

flash

Target Available

Delete Session

termi

nate terminate

Figure 1-18 FlashCopy session states

Remote copy session states
Table 1-4 shows the states for remote copy sessions (Metro Mirror, Global Mirror, and Metro

Global Mirror).

Table 1-4 Remote copy session states

Session state

Description

Session types

Defined

The session exists, but is not
started and is not managing
any relationships on the
hardware.

All

Flashing

The session is creating the
practice FlashCopy.

All sessions with practice
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Session state

Description

Session types

Preparing The volumes in the session are | All (excluding sessions for IBM
initializing, synchronizing, or X1V Storage System)
resynchronizing.

Prepared All volumes in the session are All (excluding sessions for IBM
initialized. The session is X1V Storage System)
consistent and is actively
copying data.

Recovering The session is recovering. Global Mirror and Metro Global

Mirror

Suspending The session is in a transitory Global Mirror and Metro Global
state that is caused by the Mirror (only for ESS800,
Suspend command or DS6000, and DS8000 storage
suspending event. Copy systems)
operations are suspended.

Suspended Replication is stopped on all Metro Mirror, Global Mirror, and

role pairs. Another recoverable
flag indicates whether data is
consistent and recoverable.

Metro Global Mirror

SuspendedH1H2 MGM

Data copying between site 1
and site 2 is stopped for the
session.

Metro Global Mirror

SuspendedH1H3 MGM

Data copying between site 1
and site 3 is stopped for the
session.

Metro Global Mirror

Target Available

The target volumes are
write-enabled. Another
recoverable flag indicates
whether data is consistent and
recoverable.

All

Terminating

The session is terminating
because a Terminate command
was issued under the following
conditions:

» The target volume is
permitted to be Metro
Mirror or Global Copy.

» The Require or Attempt to
Preserve Mirror option is
set.

All
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Figure 1-19 shows the relationship of these states for sessions that do not include practice
volumes.

Not Defined
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s Suspended terminate

recover

Recovering

start terminate

Target Available

Figure 1-19 Remote copy session states

1.5.16 Session commands

The commands that are available for a session depend on the session type.

Commands are issued synchronously to Tivoli Storage Productivity Center for Replication
sessions. Any subsequent command that is issued to an individual session is not processed
until the first command completes.

Some commands, such as the Start command, can take an extended amount of time to
complete. By using the GUI, you can still issue commands to other sessions and not hold up
functionality. When a command completes, the GUI console displays the results of the
command.

The tables in the following sections show the commands that are available by session type.
These commands represent the GUI and not the CLI command, which might require specific
syntax to be valid.
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FlashCopy Commands
Table 1-5 shows the commands for FlashCopy sessions.

Table 1-5 FlashCopy commands

Command Meaning

Start Places the session in the Prepared state. This command is available
only for sessions for SAN Volume Controller, Storwize V3500, Storwize
V3700, Storwize V7000, and Storwize V7000 Unified storage systems.

Flash Completes the FlashCopy operation.

Initiate Background Copy | Copies all tracks from the source to the target immediately instead of
waiting until the source track is written to. This command is valid only
when the background copy is not running.

Terminate Removes all active physical copies and relationships from the hardware
during an active session.

If you want the targets to be data consistent before you remove their
relationship, you must issue the Initiate Background Copy command if
NOCOPY was specified, and then wait for the background copy to
complete by checking the copying status of the pairs.

Snapshot commands
Table 1-6 shows the commands for Snapshot sessions.

Note: Snapshot sessions are available only for IBM XIV Storage System.

Table 1-6 Snapshot commands

Command Meaning
Create Snapshot Creates a snapshot of the volumes in the session.
Restore Restores the H1 volumes in the session from a set of snapshot volumes.

You must have at least one snapshot group to restore from. When you
issue this command in the Tivoli Storage Productivity Center for
Replication GUI, you are prompted to select the snapshot group.
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Table 1-7 shows the commands for Snapshot groups. A snapshot group is a grouping of
snapshots of individual volumes in a consistency group at a specific point in time.

Table 1-7 Snapshot group commands

Command

Meaning

Delete

Deletes the snapshot group and all the individual snapshots that are in
the group from the session and from IBM XIV Storage System. If the
deleted snapshot group is the last snapshot group that is associated
with the session, the session returns to the Defined state.

Disband

Disbands the snapshot group. When a snapshot group is disbanded, the
snapshot group no longer exists. All snapshots in the snapshot group
become individual snapshots that are no longer associated to the
consistency group or the session. After a snapshot group is disbanded,
it is no longer displayed in or managed by Tivoli Storage Productivity
Center for Replication. If the disbanded snapshot group is the last
snapshot group that is associated with the session, the session returns
to the Defined state.

Duplicate

Duplicates the snapshot group. When a snapshot group is duplicated, a
snapshot group is created with new snapshots for all volumes that are
in the duplicated group. The name of the duplicated snapshot group is
generated automatically by IBM XIV Storage System.

Lock

Locks a snapshot group. If the snapshot group is locked, write
operations to the snapshots that are in the snapshot group are
prevented. By default, a snapshot group is locked when it is created.
This action is valid only if the snapshot group is unlocked.

Overwrite

Overwrites the snapshot group to reflect the data that is on the H1
volume.

Rename

Renames the snapshot group to a name that you provide. The name can
be a maximum of 64 alphanumeric characters.

Restore

Restores the contents of a snapshot group by using another snapshot
group in the session. Both of the snapshot groups must contain the
same subset of volumes.

Set Priority

Sets the priority in which a snapshot group is deleted. The value can be
the number 1 - 4. A value of 1 specifies that the snapshot group is
deleted last. A value of 4 specifies that the snapshot group is deleted
first.

Unlock

Unlocks a snapshot group. If the snapshot group is unlocked, write
operations to the snapshots that are in the snapshot group are enabled
and the snapshot group is displayed as modified. This action is valid only
if the snapshot group is locked.
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Metro Mirror commands

Table 1-8 shows the commands for Metro Mirror sessions. The applicable commands depend
on the Metro Mirror session type and the storage system.

Table 1-8 Metro Mirror commands

Command Meaning

Enable Copy to Site 1 Confirms that you want to reverse the direction of replication before you
reverse the direction of copying in a failover and failback session. After
you issue this command, the H2 —» H1 command becomes available.

Enable Copy to Site 2 Confirms that you want to reverse the direction of replication before you
reverse the direction of copying in a failover and failback session. After
you issue this command, the Start H1 — H2 command becomes
available.

Flash Creates a FlashCopy image from 12 volumes to H2 volumes. The
amount of time for this to occur varies depending on the number of copy
sets in the session.

HyperSwap Triggers a HyperSwap where I/O is redirected from the source volume
to the target volume without affecting the application that is using those
volumes.

Recover Completes the steps necessary to make the target available as the new

primary site. Upon completion of this command, the session becomes
Target Available.

Start Establishes a single-direction session with the hardware and begins the
synchronization process between the source and target volumes.

Start H1 —» H2 Applies only to failover/failback sessions. Indicates the direction
between two hosts in a Metro Mirror failover/fallback session.

Start H2 — HA1 Indicates direction of a failover/failback between two hosts in a Metro
Mirror session. If the session was recovered with the failover/failback
function such that the production site is now H2, you can issue the Start
H2 — H1 command to start production on H2 and provide protection.

StartGC Establishes Global Copy relationships between the H1 volumes and the
H2 volumes, and begins asynchronous data replication from H1 to H2.
While in the Preparing state, it does not change to the Prepared state
unless you switch to Metro Mirror.

Stop Suspends updates to all the targets of pairs in a session. This command
can be issued at any point during an active session. However, updates
are not considered to be consistent.

Suspend Causes all target volumes to remain at a data-consistent point and stops
all data that is moving to the target volumes. This command can be
issued at any point during a session when the data is actively copied.

Terminate Removes all physical copies from the hardware during an active
session. If you want the targets to be data consistent before you remove
their relationship, you must issue the Suspend command, the Recover
command, and then the Terminate command.
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Global Mirror commands

Table 1-9 shows the commands for Global Mirror sessions. The applicable commands
depend on the Global Mirror session type and the storage system.

Table 1-9 Global Mirror commands

Command

Meaning

Enable Copy to Site 1

Confirms that you want to reverse the direction of replication before you
reverse the direction of copying in a failover and failback session. After
you issue this command, the H2 —» H1 command becomes available.

Enable Copy to Site 2

Confirms that you want to reverse the direction of replication before you
reverse the direction of copying in a failover and failback session. After
you issue this command, the Start H1 — H2 command becomes
available

Flash

Ensures that all 12s are consistent, and then flashes the data from I2 to
the H2 volumes. After the flash is complete, the Global Mirror session is
automatically restarted, and the session begins forming consistency
groups on 12. You can then use the H2 volumes to practice your disaster
recovery procedures.

Recover

Completes the steps necessary to make the target available as the new
primary site. Upon completion of this command, the session becomes
Target Available.

Start

Sets up all relationships in a single-direction session and begins the
process that is necessary to start forming consistency groups on the
hardware.

Start H1 —» H2

Indicates direction between two hosts in a Global Mirror failover/fallback
session. This command can be issued at any point during a session
when the data is actively copied.

Start H2 — HA1

Indicates direction of a failover/failback session. If a recover was
performed on a session such that the production site is now H2, you can
issue Start H2 — H1 to start moving data back to Site 1. However, this
start does not provide consistent protection as it copies only
asynchronously back because of the long distance. An extended
distance (XD) relationship is used. When you are ready to move
production back to Site 1, issue a suspend to the session. This puts the
relationships into a synchronized state and suspends them consistently.

StartGC H1 —» H2

Establishes Global Copy relationships between site 1 and site 2 and
begins asynchronous data replication from H1 to H2. To change the
session state from Preparing to Prepared, you must issue the Start
H1 — H2 command and the session must begin to form consistency
groups.

Suspend Stops all consistency group information when the data is actively copied.
This command can be issued at any point during a session when the
data is actively copied.

Terminate Removes all physical copies from the hardware. This command can be

issued at any point in an active session. If you want the targets to be
data consistent before you remove their relationship, you must issue the
Suspend command, the Recover command, and then the Terminate
command.
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Metro Global Mirror commands

Table 1-10 shows the commands for Metro Global Mirror sessions. The applicable commands
depend on the Metro Global Mirror session type and the storage system.

Table 1-10 Metro Global Mirror commands

Command Meaning

Enable Copy to Site 1 Confirms that you want to reverse the direction of replication before you
reverse the direction of copying in a failover and failback session. After
you issue this command, the Start H2 —» H1 — H3 command becomes
available.

Enable Copy to Site 2 Confirms that you want to reverse the direction of replication before you
reverse the direction of copying in a failover and failback session. After
you issue this command, the Start H1 — H2 — H3 command becomes

available.

HyperSwap Triggers a HyperSwap where I/O is redirected from the source volume
to the target volume, without affecting the application that uses those
volumes.

Flash Ensures that all 13s are consistent, and then flashes the data from I3 to

the H3 volumes.

This command is available in the following states:

» Target Available state when the active host is H3.
Use this command if the FlashCopy portion of the Recover
command from 13 to H3 fails for any reason. The problem can be
addressed, and a Flash command can be issued to complete the
flash of the consistent data from 13 to H3.

» Prepared state when the active host is H1 and data is copying H1 to
H2 to I3, or the active host is H2 and data is copying H2 to H1 to

H3.
» Prepared state when the active host is H2 and data is copying H2 to
13.
» Prepared state when the active host is H1 and data is copying H1 to
13.
Recover H1 Specifying H1 makes the H1 volume Target Available. Metro Global

Mirror (when H2 — H1 — H3 is run) can move production to the H1 or
H3 set of volumes. Tivoli Storage Productivity Center for Replication
processing is different, depending on the recovery site. Therefore, the
site designation is added to the recover command so Tivoli Storage
Productivity Center for Replication can set up for the failback.

Recover H2 Specifying H2 makes the H2 volume Target Available. Metro Global
Mirror (when H1 — H2 — H3 is run) can move production to the H2 or
H3 set of volumes. Tivoli Storage Productivity Center for Replication
processing is different, depending on the recovery site. Therefore, the
site designation is added to the recover command so Tivoli Storage
Productivity Center for Replication can set up for the failback.

Recover H3 Specifying H3 makes the H3 volume Target Available. Metro Global
Mirror (when H1 — H2 — H3 is run) can then move production to the H3
set of volumes. Because Tivoli Storage Productivity Center for
Replication processing is different depending on the recovery site, the
site designation is added to the recover command so that Tivoli Storage
Productivity Center for Replication can set up for the failback.

This command sets up H3 so that you can start the application on H3.
H3 becomes the active host, and you then can start H3 > H1 —» H2 to
perform a Global Copy copy back.
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Command

Meaning

Re-enable Copy to Site 1

After you issue a Recover H1 command, you can run this command to
restart the copy to the original the direction of replication in a failover and
failback session.

Re-enable Copy to Site 2

After you issue a Recover H2 command, you can run this command to
restart the copy to the original the direction of replication in a failover and
failback session.

Re-enable Copy to Site 3

After you issue a Recover H3 command, you can run this command to
restart the copy to the original the direction of replication in a failover and
failback session.

Start H1 > H2 —» H3

Metro Global Mirror initial start command. This command creates Metro
Mirror relationships between H1 and H2, and Global Mirror relationships
between H2 and H3. For Metro Global Mirror, this includes the J3
volume to complete the Global Mirror configuration. (The J3 volume role
is the journal volume at Site 3). Start H1 — H2 — H3 can be used from
some Metro Global Mirror configurations to return to the starting H1 —
H2 — H3 configuration.

Start H1 —» H3

From the H1 — H2 — H3 configuration, this command changes the
session configuration to a Global Mirror-only session between H1 and
H3, with H1 as the source. Use this command in case of an H2 failure
with transition bitmap support provided by incremental
resynchronization. It can be used when a session is in the Preparing,
Prepared, and Suspended states because no source host change is
involved.

By using this command, you can bypass the H2 volume in case of an H2
failure and copy only the changed tracks and tracks in flight from H1 to
H3. After the incremental resynchronization is performed, the session is
running Global Mirror from H1 to H3 and thus loses the near-zero data
loss protection that was achieved with Metro Mirror when H1 —» H2 —
H3 is run. However, data consistency is still maintained at the remote
site with the Global Mirror solution.

From H2 — H1 — H3 configuration, this command changes the session
configuration to a Global Mirror-only session configuration between H1
and H3, with H1 as the source. Use this command when the source site
has a failure and production is moved to the H1 site. This can be done
for unplanned HyperSwap. The Global Mirror session is continued. This
is a host-volume change so this command is valid only when you are
restarting the H1 — H3 configuration or from the Target Available H2 —
H1 — H3 state.

Start H2 - H1 — H3

Metro Global Mirror start command. This is the configuration that
completes the HyperSwap processing. This command creates Metro
Mirror relationships between H2 and H1 and Global Mirror relationships
between H1 and H3. For Metro Global Mirror, this includes the J3
volume to complete the Global Mirror configuration.
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Command Meaning

Start H2 —» H3 From the H1 — H2 — HS3 configuration, this command moves the
session configuration to a Global Mirror-only session configuration
between H2 and H3, with H2 as the source. Use this command when the
source site has a failure and production is moved to the H1 site. This can
be done for unplanned HyperSwap. The Global Mirror session is
continued. This is a host-volume change so this command is valid only
when you are restarting the H1 — H3 configuration or from the Target
Available H2 —» H1 — H3 state.

From the H2 — H1 — H3 configuration, this command returns the
session configuration to a Global Mirror only session configuration
between H2 and H3 with H2 as the source. Use this command in case
of an H1 failure with transition bitmap support that is provided by
incremental resynchronization. It can be used when the session is in the
Preparing, Prepared, and Suspended states because there is not a
source-host change involved. Start H2 — H1 — H3 can be used from
some Metro Global Mirror configurations to return to the starting H2 —
H1 — H3 configuration.

Start H3 - H1 — H2 After recovering to H3, this command sets up the hardware to allow the
application to begin writing to H3, and the data is copied back to H1 and
H2. However, issuing this command does not ensure consistency in the
case of a disaster because only Global Copy relationships are
established to cover the long-distance copy back to Site 1.

To move the application back to H1, you can issue a suspend while in
this state to drive all the relationships to a consistent state and then
issue a freeze to make the session consistent. You can then issue a
recover followed by a start H1 - H2 — H3 to return to the original
configuration.

Start H3 —» H2 Metro Global Mirror command to start Global Copy from the disaster
recovery site back to the H2 volumes. This is a host-volume change, so
this command is valid only when you are restarting the H3 — H2
configuration or from the Target Available H1 — H2 — H3 state.

Suspend H1 — H3 When H2 — H1 — H3 s run, this command issues a pause to the Global
Mirror master and causes the Global Mirror master to stop forming
consistency groups.

This command is valid only when the session is in the Prepared state.

Suspend H2 —» H3 When H1 — H2 — H3 s run, this command issues a pause to the Global
Mirror master and causes the Global Mirror master to stop forming
consistency groups.

This command is valid only when the session is in the Prepared state.

Terminate Removes all physical copies from the hardware. This command can be
issued at any point in an active session.
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1.6 New features and enhancements in Tivoli Storage
Replication Center for Replication by release

This section describes new features and enhancements in Tivoli Storage Productivity Center
for Replication by release. For more information about a feature or enhancement, see the
New for Tivoli Storage Productivity Center Version 5.x topic in the Tivoli Storage Productivity
Center Version 5.1.1.1 information center and the New for Tivoli Storage Productivity Center
Version 5.2 topic in the Tivoli Storage Productivity Center Version 5.2 information center. You
can find the Tivoli Storage Productivity Center information center by version at Tivoli
Documentation Central, which is available at this website:

https://www.ibm.com/developerworks/community/wikis/home?1ang=en#!/wiki/Tivoli%20Do
cumentation%20Central/page/Tivoli%20Storage%20Productivity%20Center

1.6.1 New in V5.1

The following features and enhancements are new in Tivoli Storage Productivity Center for
Replication V5.1.

Failover operations that are managed by other applications

Applications, such as the IBM Series i Toolkit, VMware Site Recovery Manager, and Veritas
Cluster Server, manage failover operations for certain session types and storage systems. If
an application completes a failover operation for a session, the Severe status is displayed for
the session. An error message is also generated for the role pairs for which the failover
occurred.

Additional support for space-efficient volumes in remote copy
You can use extent space-efficient volumes as copy set volumes for the following IBM System
DS8000 session types:

» FlashCopy (System Storage DS8000 v6.2 or later)
» Metro Mirror (System Storage DS8000 v6.3 or later)
» Global Mirror or Metro Global Mirror (System Storage DS8000 v6.3 or later)

Reflash After Recover for Global Mirror Failover/Failback with Practice
sessions

You can use the Reflash After Recover option with System Storage DS8000 version 4.2 or
later. Use this option to create a FlashCopy replication between the 12 and J2 volumes after
the recovery of a Global Mirror Failover/Failback with Practice session. If you do not use this
option, a FlashCopy replication is created only between the 12 and H2 volumes.

No Copy option for Global Mirror with Practice and MGM with Practice
sessions

You can use the No Copy option with System Storage DS8000 version 4.2 or later. Use this
option if you do not want the hardware to write the background copy until the source track is
written to.
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Recovery Point Objective Alerts option for Global Mirror sessions

You can use the Recovery Point Objective Alerts option with ESS800, DS6000, and DS8000
storage systems. Use this option to specify the length of time that you want to set for the
recovery point objective (RPO) thresholds. The values determine whether a Warning or
Severe alert is generated when the RPO threshold is exceeded for a role pair. The RPO
represents the length of time (in seconds) of data exposure that is acceptable in the event of a
disaster.

StartGC H1 —» H2 command for Global Mirror sessions

You can use the StartGC H1 — H2 command with ESS800, DS6000, and DS8000 storage
systems. This command establishes Global Copy relationships between Site 1 and Site 2,
and begins asynchronous data replication from H1 to H2.

This command is available only for Global Mirror Failover/Failback and Global Mirror
Failover/Failback with Practice sessions.

Export Global Mirror Data command for Global Mirror role pairs

You can use this option to export data for a Global Mirror role pair that is in a session to a
comma-separated value (.csv) file. You can then use the data in the .csv file to analyze
trends in your storage environment that affect your RPO.

1.6.2 New in V5.1.1

The following features and enhancements are new in Tivoli Storage Productivity Center for
Replication V5.1.1.

SAN Volume Controller 6.4 option to move volumes between I/O groups

To support this SAN Volume Controller feature, Tivoli Storage Productivity Center for
Replication includes the following changes:

» The I/O group was removed from the volume ID.

» The volume ID or the volume name can be used as a CLI command volume parameter for
SAN Volume Controller, Storwize V3500, Storwize V3700, Storwize V7000, and Storwize
V7000 Unified storage systems. The following CLI commands were updated to reflect this
change:

— chvollspair

— lscpset

— 1svol

— mkcpset (where applicable for the specific volume parameter)
— importcsv

— exportcsv

— rmcpset

— showcpset

DS8000 consistency groups that are created for FlashCopy sessions
For FlashCopy sessions, Tivoli Storage Productivity Center for Replication creates FlashCopy
consistency groups in DS8000 storage systems. The consistency groups are created
automatically during the creation of the FlashCopy session. You are no longer required to
quiesce an application before you issue the Flash command for FlashCopy sessions.
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HyperSwap options available for Metro Global Mirror with Practice
sessions

The session properties for Metro Global Mirror with Practice sessions include the same
HyperSwap options that are available for Metro Global Mirror sessions.

1.6.3 New in V5.1.1.1

The following features and enhancements are new in Tivoli Storage Productivity Center for
Replication V5.1.1.1.

DS8000 pause with consistency available for Global Mirror and Metro
Global Mirror sessions

The Tivoli Storage Productivity Center for Replication Suspend command starts a pause or
pause with secondary consistency command for DS8000 storage systems. The command
that is started is the equivalent of the DS8000 pausegmir or pausegmir -withsecondary
command, depending on the DS8000 microcode level.

Both pause commands temporarily pause the formation of consistency groups after the
current consistency group is formed. However, the command for a pause with secondary
consistency creates a consistent data set on the secondary volumes.

Easy Tier Heat Map transfer for DS8000

The DS8000 Easy Tier heat map transfer function transfers heat map information from a
source storage system to one or more target storage systems. You can enable heat map
transfers for DS8000 storage systems that are connected to Tivoli Storage Productivity
Center for Replication from the Tivoli Storage Productivity Center for Replication GUI.

The Easy Tier heat map transfer function is available in System Storage DS8000 Release 7.1
and later.

1.6.4 New in V5.2

The following features and enhancements are new in Tivoli Storage Productivity Center for
Replication V5.2.

New session type for SAN Volume Controller and Storwize

The Global Mirror Failover/Failback with Change Volumes session is available for SAN
Volume Controller and Storwize storage systems that use change volumes.

Global Mirror Failover/Failback with Change Volumes sessions provide the same capabilities
as Global Mirror Failover/Failback sessions. The difference is that Global Mirror
Failover/Failback with Change Volumes sessions also provide the option of enabling or
disabling the use of change volumes. Change volumes contain point-in-time images that are
copied from the host and target volumes.

Connect to z/OS from open systems and manage HyperSwap

You can use a host name or IP address to connect to z/OS host systems in Tivoli Storage
Productivity Center for Replication, regardless of the operating system on which the
application is installed.
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By using this feature, you can connect to a z/OS host system from Tivoli Storage Productivity
Center for Replication that is running on Windows, Linux, AlX, or z/OS. After you are
connected to a host system, you can fully manage HyperSwap sessions that are running on
the system. In addition, this feature enables a single instance of Tivoli Storage Productivity
Center for Replication to manage multiple HyperSwap instances that are running in different
z/OS systems and sysplexes.

1.7 Introduction to Storage Systems

This section provides a brief description of the storage systems that are supported by Tivoli
Storage Productivity Center for Replication. The following older storage systems are not
described in this section:

ESS800
DS6000
DS8800
DS8700

v

vYyy

1.7.1 IBM System Storage DS8000

IBM System Storage DS8000 series is a high-performance, high-capacity series of disk
storage that supports continuous operations.

The latest and most advanced disk enterprise storage system in the DS8000 series is the
IBM System Storage DS8870. It represents the latest in the series of high-performance and
high-capacity disk storage systems. The DS8870 supports IBM POWER7® processor
technology to help support higher performance.

The DS8000 series DS8870 supports functions such as point-in-time copy functions with IBM
FlashCopy, FlashCopy Space Efficient, and Remote Mirror and Copy functions with Metro
Mirror, Global Copy, Global Mirror, Metro Global Mirror, IBM z/OS Global Mirror, and z/OS
Metro/Global Mirror. Easy Tier functions are supported on DS8870 storage units. 1/O Priority
Manager is also supported on the DS8870 units.

All DS8000 series models consist of a storage unit and one or two management consoles
(two is the recommended configuration). The GUI or the CLI can logically partition storage
and use the built-in Copy Services functions. For high availability, the hardware components
are redundant.

For more information about the latest functionality of IBM System Storage DS8000 products,
see this website:

http://www-03.1ibm.com/systems/storage/disk/ds8000/index.html
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1.7.2 IBM Storwize Family
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The following products are members of the IBM Storwize family of virtualized storage
systems.

IBM System Storage SAN Volume Controller

IBM System Storage SAN Volume Controller is a storage virtualization system with a single
point of control for storage resources. SAN Volume Controller improves business application
availability and greater resource usage so you can get the most from your storage resources
and achieve a simpler, more scalable and cost-efficient IT infrastructure. The newly enhanced
SAN Volume Controller with IBM Real-time Compression™ offers up to three times the
throughput for applications.

For more information about the IBM SAN Volume Controller, see this website:

http://www-03.1ibm.com/systems/storage/software/virtualization/svc/index.html

IBM Storwize V7000 and V7000 Unified

IBM Storwize V7000 and Storwize V7000 Unified are virtualized storage systems that
consolidate workloads into a single storage system for simplicity of management, reduced
cost, highly scalable capacity, performance, and high availability. These systems offer
improved efficiency and flexibility through built-in flash memory optimization, thin provisioning,
and nondisruptive migration from existing storage.

Storwize V7000 supports block workloads whereas Storwize V7000 Unified consolidates
block and file workloads into a single system. For more information about IBM Storwize
V7000 and Storwize V7000 Unified Disk Systems, see this website:

http://www-03.ibm.com/systems/storage/disk/storwize v7000/

IBM Storwize V3500 and V3700

Storwize V3500 and Storwize V3700 are entry-level disk storage systems that are designed
with sophisticated capabilities that are unusual for a system of this class. These storage
systems offer efficiency and flexibility through built-in thin provisioning and nondisruptive
migration of data from existing storage. Built upon the innovative technology in the Storwize
family, Storwize V3500 and Storwize V3700 address block storage requirements of small and
midsize organizations. For more information about this product, see website:

http://www-03.ibm.com/systems/storage/disk/storwize v3700/index.htm]
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1.7.3 IBM XIV Storage System

IBM XIV Storage System is high-end disk storage that supports the need for high
performance, reliability, and flexibility while helping keep costs and complexity to a minimum.
IBM XIV Storage System exemplifies IBM Smarter Storage for Smarter Computing,
empowering thousands of organizations worldwide to take control of their storage and gain
business insights from their data.

Designed for consistent Tier 1 performance and five-nines availability, XIV storage offers low
total cost of ownership and addresses even the most demanding and diverse workloads. The
IBM XIV Storage System grid architecture delivers massive parallelism, which results in
uniform allocation of system resources always. IBM XIV Storage System automates tasks
and provides an extraordinarily intuitive user interface. This interface is accompanied by an
equally rich and comprehensive CLI for tailoring the system to user requirements.

For more information about IBM XIV Storage System, see this website:

http://www-03.1ibm.com/systems/storage/disk/xiv/index.html
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Planning and installation

In this chapter, we provide an overview of the tasks that are necessary to successfully deploy
Tivoli Storage Productivity Center for Replication within your environment.

This chapter includes the following topics:

» Tivoli Storage Productivity Center for Replication installation planning
» Installing Tivoli Storage Productivity Center for Replication
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2.1 Tivoli Storage Productivity Center for Replication
installation planning

As of Tivoli Storage Productivity Center version 5.1, Tivoli Storage Productivity Center for
Replication is a part of the IBM Tivoli Storage Productivity Center and is installed with the
Tivoli Storage Productivity Center installation. Installation planning for Tivoli Storage
Productivity Center for Replication is part of the planning for Tivoli Storage Productivity
Center, but some specific information regarding Tivoli Storage Productivity Center for
Replication must be determined. That information is described in the following sections.

2.1.1 Pre-installation steps

It is important to plan pre-installation steps to correctly set up the Tivoli Storage Productivity
Center for Replication environment. The pre-installation steps consider some specifics
regarding Tivoli Storage Productivity Center for Replication, which are also important in a
presales phase if you are planning to buy Tivoli Storage Productivity Center. The following
specifics must be considered:

» Licensing (Tivoli Storage Productivity Center for Replication, storage systems)
Operating systems platform

High availability configuration versus non-high availability configuration
Management server connectivity

Storage systems connectivity

User accounts

Managing HyperSwap functionality (z/OS, open systems)

Host connectivity

vVVvyVYyVvYyYVvYYyvYyYy

For more information about the pre-installation steps and other Tivoli Storage Productivity
Center installation details, see the draft of the Tivoli Storage Productivity Center V5.2
Release Guide, SG24-8204, and the Tivoli Storage Productivity Center 5.2 Installation and
Configuration Guide, SC27-4058.

2.1.2 Licensing

With the convergence of Tivoli Storage Productivity Center for Replication function into the
Tivoli Storage Productivity Center license, there is no longer a separate license for Tivoli
Storage Productivity Center for Replication as it was in the previous Tivoli Storage
Productivity Center versions (4.x and before). The Tivoli Storage Productivity Center license
enables all Tivoli Storage Productivity Center for Replication functions, which were in the
Tivoli Storage Productivity Center for Replication Two Site and Three Site Business
Continuity. It also enables all Tivoli Storage Productivity Center functions, such as storage
resource management and reporting and performance monitoring.

Tivoli Storage Productivity Center is licensed per Terabyte (a terabyte is 2 to the 40th power
bytes) and it must cover all of your storage that is managed by Tivoli Storage Productivity
Center. The storage that is managed is the total allocated size of all volumes that are
managed by Tivoli Storage Productivity Center, whether they are replicated or not. It means if
you are using Tivoli Storage Productivity Center for Replication, the license must cover the
total allocated size of all volumes on primary and disaster recovery site.

Licenses are also concerned with storage systems where you installed copy services
licenses.
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2.1.3 Hardware and software requirements

In this section, we describe the hardware and software requirements for the Tivoli Storage
Productivity Center and for the Tivoli Storage Productivity Center for Replication. Because the
Tivoli Storage Productivity Center server can require a large amount of memory, disk space,
network bandwidth, and processor resources, it is recommended to use a dedicated server
that is not running other applications. Dedicated servers improve performance and make it
easier to troubleshoot errors.

Note: If you are planning to use only Tivoli Storage Productivity Center for Replication
functions, disk space requirements might be less than what is specified in the
requirements. Tivoli Storage Productivity Center for Replication does not use the DB2
database repository where all the Tivoli Storage Productivity Center history data is
collected and stored.

For more information about product lists and platform support for Tivoli Storage

Productivity Center, see the following resources:

» IBM Support web page:
http://www-01.1ibm.com/support/docview.wss?uid=swg21386446

» |IBM Tivoli Storage Productivity Center Information Center link:
http://pic.dhe.ibm.com/infocenter/tivihelp/v59rl/index.jsp

Hardware requirements

Tivoli Storage Productivity Center for Replication version 5.2 has the following hardware
requirements:

» Windows and Linux:

— Processor: Intel Xeon or greater; at least four processors at 2.5 GHz CPUs each
— Memory: 8 GB of RAM
— Disk space: 15 GB of free disk space

» AIX:

— Processor: IBM POWERS or later; at least four processors at 2.3 GHz CPUs each
— Memory: 8 GB of RAM
— Disk space: 22 GB of free disk space

Software requirements for operating systems

Tivoli Storage Productivity Center for Replication version 5.2 supports the following operating
systems:

» Windows and Linux:

Windows 2012 (x86, x86-64): Standard Edition, Enterprise Edition
Windows 2008 R2 (x86-64): Standard Edition, Enterprise Edition

Red Hat Enterprise Linux Base Server and Advanced Platform 5 (x86-64)
Red Hat Linux Base Server and Advanced Platform 6 (x86-64)

» AIX:

— AIX V6.1 (64-bit)
— AIX V7.1 (64-bit)
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» VM on VMWare: VMware ESX and ESXi 3.0.x, 3.5.x, 4.0.x, 4.1.x, and 5.x:

— Red Hat Enterprise Linux 5
— Red Hat Enterprise Linux 6
— Windows 2008

— Windows 2008 R2

— Windows 2012

Note: The hardware and software requirements for the Tivoli Storage Productivity Center
for Replication are the same for the active and standby management servers for a high
availability environment.

The hardware and software requirements for the Tivoli Storage Productivity Center for
Replication for System Z are documented in the IBM Redbooks publication Tivoli Storage
Productivity Center for Replication for Series z, SG24-7563, which is available at this
website:

http://pic.dhe.ibm.com/infocenter/tivihelp/v59rl/index.jsp

Storage system requirements
Tivoli Storage Productivity Center for Replication supports the following storage systems:

DS8000

SAN Volume Controller
Storwize family
Storwize Unified

XV

DS6000

ESS800

YyVVyVYyVYVYYVYY

To provide replication management tasks, the storage systems must include supported
firmware and network connectivity to Tivoli Storage Productivity Center for Replication
management servers. For more information about the storage systems and corresponding
supported firmware, see this website:

http://www-01.1ibm.com/support/docview.wss?uid=swg27027303#vendorstorage

The storage systems must also feature activated copy services licenses, which are used.
Some of the licenses are provided by default with storage systems, and some must be bought
separately.

Web browser requirements

Tivoli Storage Productivity Center for Replication uses the GUI to provide a single point of
control to configure, manage, and monitor copy services. Whether you start it on the server
where the Tivoli Storage Productivity Center for Replication is installed or on a remote
system, the GUI is web-based and displayed in a browser. For more information about the
certified versions of supported web browsers for the Tivoli Storage Productivity Center for
Replication, see this website:

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&context=SSMN28&cont
ext=SSMMUP&context=5S8JB5&context=SS8JFM&uid=swg21386446&1oc=en_US&cs=utf-8&lang=e
n
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Note: The browser levels that are listed in Table 2-1 on page 42 were tested and certified
by Tivoli Storage Productivity Center. Tivoli Storage Productivity Center supports later
versions of the browsers if the vendors do not remove or disable functionality that Tivoli
Storage Productivity Center relies on. For browser levels that are higher than the levels that
were certified with Tivoli Storage Productivity Center, customer support accepts
usage-related and defect-related service requests.

For the operating system and virtualization environments, if IBM support cannot re-create
the issue in our lab, we might ask the client to re-create the problem on a certified browser
version to determine whether a product defect exists. Defects are not accepted for
cosmetic differences between browsers or browser versions that do not affect the
functional behavior of the product. If a problem is identified in Tivoli Storage Productivity
Center, defects are accepted. If a problem is identified with the browser, IBM might
investigate potential solutions or workarounds that the client can implement until a
permanent solution becomes available.

A minimum screen resolution of 1280 x 1024 is suggested for the web browsers.

Repository requirements

Tivoli Storage Productivity Center for Replication uses an embedded repository where all
information about storage systems and copy services configuration are stored. As the Tivoli
Storage Productivity Center for Replication is installed with Tivoli Storage Productivity Center
installation, the embedded repository is automatically created. There are no other
requirements for the repository and the repository also does not require more setup.

Before you install Tivoli Storage Productivity Center, you must install DB2 database because
DB2 database is required for the Tivoli Storage Productivity Center database repository. DB2
license key must also be registered.

2.1.4 Configuration planning

This section describes physical planning and TCP/IP ports that are used for configuring Tivoli
Storage Productivity Center and Tivoli Storage Productivity Center for Replication. Also
provided is high availability configuration planning when you have Tivoli Storage Productivity
Center for Replication installed on two servers with one server running in active mode and the
second server running in standby mode.

Physical planning and TCP/IP ports used

Tivoli Storage Productivity Center for Replication uses an Internet Protocol network to
communicate with storage systems. Therefore, you must ensure that your Tivoli Storage
Productivity Center for Replication server has the necessary access to all required storage
systems.

When you install Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for
Replication, default ports must be opened through the firewall. You must also disable the
firewall program or open the ports to allow incoming requests to the Tivoli Storage
Productivity Center and Tivoli Storage Productivity Center for Replication ports.

The Table 2-1 on page 42 shows the ports that are used by Tivoli Storage Productivity Center
for Replication for incoming and outgoing communication. Review these ports before you
install the Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for
Replication to establish communication to storage systems.
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The TCP/IP ports that are used only by Tivoli Storage Productivity Center are documented in
the draft of the Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204 and in the
IBM Tivoli Storage Productivity Center 5.2 Installation and Configuration Guide, SC27-4058.

Note: Table 2-1 lists default ports that are used by Tivoli Storage Productivity Center for
Replication for incoming and outgoing communication. The installer automatically detects
conflicts and might choose other ports.

Table 2-1 TCP/IP ports that are used by Tivoli Storage Productivity Center for Replication

Port Description Communication
9558 and 9559 A web browser typically Incoming
communicates with the Tivoli
Storage Productivity Center for
Replication GUI by using HTTP
ports 9558 and 9559.
9560 The Tivoli Storage Productivity | Incoming
Center for Replication
command line and GUI typically
communicate with the Tivoli
Storage Productivity Center for
Replication server by using port
9560.
9561 Tivoli Storage Productivity Incoming
Center for Replication uses port
9561 for communication with
other Tivoli Storage Productivity
Center for Replication servers
for high-availability purposes.
2433 For communication with Outgoing
ESS/DS (direct connection).
1750 For communication with Outgoing
DS8000 (HMC connection).
443 and 22 For communication with SAN Outgoing
Volume Controller or Storwize
V7000 clusters.
9930 For communication with the AIX | Outgoing
host for the Open HyperSwap.
A number 1 - 65535 (the port For communication with the Outgoing
number must be the same as z/0OS host for the HyperSwap
the port number that is and enabling hardened freeze.
specified for the HyperSwap
management address space
IOSHMCTL SOCKPORT
parameter on the z/OS system)
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Note: The following recommendations should be considered when you are planning
TCP/IP ports for Tivoli Storage Productivity Center for Replication:

» If you changed ports 9558 or 9559 during the installation or changed other port
settings, make a note of the values to which these settings were changed.

» If you changed the port configuration of your storage controller, the ports are different.

» Your network configuration must allow for Tivoli Storage Productivity Center for
Replication to send outgoing TCP/IP packets to the storage controllers. It is possible to
set a specific port number for your storage controller when you are adding the storage
controllers to Tivoli Storage Productivity Center for Replication.

» Because there often are multiple applications that are running on a server, it is possible
that port conflicts might arise if other applications attempt to use the same ports that
Tivoli Storage Productivity Center for Replication is using. You can find the port
numbers that are used on your system by running the netstat -an command.

» If firewalls are used in your configuration, make sure that none of these ports are
blocked. Ensure that not only is the Tivoli Storage Productivity Center for Replication
server granted access to reach the other components, but that the other components
are granted access to reach the Tivoli Storage Productivity Center for Replication
server.

» If you are running Windows Server 2008, you must configure the inbound and outbound
rules for Tivoli Storage Productivity Center for Replication. To create an outbound rule,
start the New Outbound Rule wizard from the Windows Firewall with Advanced Security
menu.

High availability configuration planning

If you are running in a high availability configuration in which you have Tivoli Storage
Productivity Center for Replication installed on two servers with one server running in active
mode and the second server running in standby mode, ensure that both servers can
communicate with each other and that they are authenticated through all firewalls. If the
firewall times out on either server, it requires reauthentication to open the communication
between the servers. The port that is used for high availability communication is specified in
Table 2-1 on page 42.

If you have a two- or three-site environment, your active management server can be placed in
primary or disaster recovery site. Where you place the active management server depends
on the type of sessions you are managing and the type of LAN/SAN infrastructure you have,
but we recommend placing the active server in primary site. For more information about the
high availability configuration, see Chapter 3, “General administration and high availability” on
page 61.

2.1.5 User accounts

The user name that you use to install Tivoli Storage Productivity Center must belong to the
operating system groups that are mapped to administrator role. The user that you specify as
the common user (which can be the same user that is used for installation) during the Tivoli
Storage Productivity Center installation must also belong to these groups. If you specify a
user that is not in an administrator role, your installation fails with the error that is shown in
Figure 2-1 on page 44.
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< IBM Tivoli Storage Productivity Center Installation

+/ License Agreement Server Information

+/ Before You Begin Hast name:

+/ Installation Location |IICTF'CRT1—F'RI.Winduws.ssclab—lj—si.net ? '_
» Preinstallation Validation Ports:

35449 o 9569

Werify port availahili

Common User Hame and Password

Specify a user name and password to configure all components.
Username:

[Test | @
Password:

Advanced Customization

ﬂ Configure Database repository

I

@ BPCIMNOOZ7E The user name Testis notin the administrative
group Administrators.

Figure 2-1 Common Username and Password

The Tivoli Storage Productivity Center installation program automatically maps the following
groups to the Tivoli Storage Productivity Center Administrator role:

» Administrators (Windows)
» System (AIX)
» Root (Linux)

The user name that is used to install the Tivoli Storage Productivity Center database
repository must belong to DB2 administrator groups. That user name depends on your
installation configuration. If you use the same common user that is used for the Tivoli Storage
Productivity Center installation, this common user must have DB2 privileges. The following
DB2 administrator groups are available:

» DB2ADMNS (Windows)
» db2iadm1 (AIX and Linux)

Note: The Tivoli Storage Productivity Center database repository must be installed before
you start Tivoli Storage Productivity Center installation.

You can also use a Windows domain common user account for Tivoli Storage Productivity
Center installation. This user must also belong to the operating system groups that are
mapped to administrator role and to DB2 administrator groups.
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Note: For more information about installation instructions to install Tivoli Storage
Productivity Center in a domain, see the IBM Tivoli Storage Productivity Center Version 5.2
Installation and Configuration Guide, SC27-4058.

After you install Tivoli Storage Productivity Center, you can assign roles to users. Roles
determine the product functions that are available to users.

For more information about roles and how to assign a role to a group, see section 3.5, “Tivoli
Storage Productivity Center for Replication security and user administration” on page 93.

2.1.6 HyperSwap configuration for z/OS and Open systems

HyperSwap is a function with the Metro Mirror replication method on DS8000 storage
systems that is designed to automatically fail over I/O from the primary logical devices to the
secondary logical devices in the event of a primary disk storage system failure. This function
can be done with minimal disruption to the applications that are using the logical devices.

In previous versions of Tivoli Storage Productivity Center for Replication for Open Systems, it
was possible to manage Open HyperSwap replication for AIX hosts only, as shown in
Figure 2-2.
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TPC-R Control Path (TCP/IP) ve——— —
DS8000 DS8000

Command Path

Figure 2-2 Tivoli Storage Productivity Center for Replication and Open HyperSwap

With Tivoli Storage Productivity Center for Replication version 5.2, you can manage the z/OS
HyperSwap function from an Open System. By using this feature, you can connect to a z/OS
host system from Tivoli Storage Productivity Center for Replication that is running on
Windows, Linux, or AlX to fully manage HyperSwap sessions that are running on a z/OS host
system.
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In addition, this feature enables a single instance of Tivoli Storage Productivity Center for
Replication to manage multiple HyperSwap instances that running in different z/OS systems
and sysplexes. Figure 2-3 shows you how to manage z/OS HyperSwap function from Tivoli
Storage Productivity Center for Replication on an Open System.
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Figure 2-3 Tivoli Storage Productivity Center for Replication and z/OS HyperSwap

Planning for Open HyperSwap and z/OS HyperSwap includes the following requirements:

» DSB8000 storage system with Metro Mirror
AIX requirements for Open HyperSwap
z/OS requirements for HyperSwap

Hosts connectivity

vYvyy

We describe these requirements in this section. For more information about new z/OS
HyperSwap functions, see Chapter 7, “Managing z/OS HyperSwap from Tivoli Storage
Productivity Center for Replication for Open Systems” on page 355.

DS8000 requirements for Open HyperSwap and z/OS HyperSwap

To use Open HyperSwap and z/OS HyperSwap, your DS8000 must be on version 5.1 or later
and a Metro Mirror relationship must be established between primary and secondary
DS8000.

Both DS8000 storage systems must be connected to a host to perform HyperSwap and
automatically failover I/O from the primary logical devices to the secondary logical devices.
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Open HyperSwap requirements
Open HyperSwap support requires AlX version 5.3 or 6.1. You must have the following AIX
modules installed:

» Subsystem Device Driver Path Control Module (SDDPCM) version 3.0.0.0 or later
» Multi-Path Input/Output (MP1O) module (the version that is provided with AIX version 5.3
or6.1)

Note: For more information about the supported AlX version for each Tivoli Storage
Productivity Center for Replication release, see the support matrix at this website:

http://www.ibm.com/support/docview.wss?rs=40&context=SSBSEX&context=SSMN28&cont
ext=SSMMUP&context=SS8JB5&context=SS8JFM&uid=swg21386446&1oc=en US&cs=utf-8&lan
g=en

Clustering environments, such as VIO and PowerHA, are not supported by Open
HyperSwap.

z/0OS HyperSwap requirements

z/OS HyperSwap support requires z/OS 1.12 or later and it requires that HyperSwap address
spaces, the HyperSwap Management address space, and the HyperSwap API address
space are started and running. These address spaces must be running in z/OS systems and
sysplexes that use HyperSwap function.

For more information about how to set up z/OS HyperSwap, see Chapter 7, “Managing z/OS
HyperSwap from Tivoli Storage Productivity Center for Replication for Open Systems” on
page 355.

Hosts connectivity

Tivoli Storage Productivity Center for Replication uses the Internet Protocol network to
communicate with hosts to use HyperSwap. You must ensure that your Tivoli Storage
Productivity Center for Replication server has the necessary access to all required hosts that
are involved in HyperSwap (AIX or z/OS).

Table 2-1 on page 42 shows you the ports that are used by Tivoli Storage Productivity Center
for Replication for communication with AIX and z/OS host.

2.2 Installing Tivoli Storage Productivity Center for Replication

In this section, we provide an overview of the latest Tivoli Storage Productivity Center installer
and Tivoli Storage Productivity Center installation packages. We also provide a high-level
overview of the Tivoli Storage Productivity Center installation steps.

Note: For more information about steps and requirements for installing Tivoli Storage
Productivity Center, see the draft of the Tivoli Storage Productivity Center V5.2 Release
Guide, SG24-8204.

Chapter 2. Planning and installation 47


http://www.ibm.com/support/docview.wss?rs=40&context=SSBSEX&context=SSMN28&context=SSMMUP&context=SS8JB5&context=SS8JFM&uid=swg21386446&loc=en_US&cs=utf-8&lang=en
http://www.ibm.com/support/docview.wss?rs=40&context=SSBSEX&context=SSMN28&context=SSMMUP&context=SS8JB5&context=SS8JFM&uid=swg21386446&loc=en_US&cs=utf-8&lang=en

2.2.1 Overview

As of Tivoli Storage Productivity Center 5.1, a new installer provides a more unified
installation experience across Tivoli Storage Productivity Center and Tivoli Storage
Productivity Center for Replication. The entire Tivoli Storage Productivity Center installer is
rearchitected and rewritten to simplify installation and postinstallation configuration tasks. It is
based on Install Anywhere Software and all unnecessary steps are masked.

With the new Tivoli Storage Productivity Center installer, Tivoli Storage Productivity Center for
Replication is installed without starting Tivoli Storage Productivity Center for Replication
installer as it was in the previous Tivoli Storage Productivity Center 4.x versions. By installing
Tivoli Storage Productivity Center 5.2, Tivoli Storage Productivity Center for Replication is
installed with the same user ID, which ran the installer. If you are upgrading from the previous
versions, all Tivoli Storage Productivity Center for Replication configurations remain
unchanged.

Because all Tivoli Storage Productivity Center for Replication functions and features
converged into Tivoli Storage Productivity Center 5.1/5.2 license, the installer installs Tivoli
Storage Productivity Center for Replication with all the features and functions that were
available in Tivoli Storage Productivity Center for Replication Two Site and Tivoli Storage
Productivity Center for Replication Three Site Business Continuity. This means that you do
not need to have separate Tivoli Storage Productivity Center for Replication products to run
two or three sites solutions (for example, Metro Mirror, Global Mirror, and Metro/Global
Mirror).

These features and functions are integrated and installed with Tivoli Storage Productivity
Center 5.1/5.2.

2.2.2 Tivoli Storage Productivity Center installation packages

Before Tivoli Storage Productivity Center 5.2 is installed, you must install DB2 database
because DB2 database is required for the Tivoli Storage Productivity Center database
repository. Tivoli Storage Productivity Center installation packages include the following DB2
installation images:

» DB2 10.1 Fix Pack 2 for Windows (64-bit)
» DB2 10.1 Fix Pack 2 for Linux (64-bit)
» DB2 10.1 Fix Pack 2 for AIX (64-bit)

Apart from the DB2 installation images, Tivoli Storage Productivity Center includes the
following images:

» Tivoli Storage Productivity Center for AIX
» Tivoli Storage Productivity Center for Linux
» Tivoli Storage Productivity Center for Windows

Each of the Tivoli Storage Productivity Center installation image includes the following files:
» Part1:

— Tivoli Storage Productivity Center installation program
— Base Tivoli Storage Productivity Center components
— Database repository

— Data server

— Storage Resource agent

— Stand-alone GUI and command-line interface
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» Part2:

— Device server
— Embedded IBM WebSphere® Application Server

» Part 3:

— Web server (the web-based GUI and TPC_VMWareVSpherePlugin folder)
— Replication server
— WebSphere Application Server Liberty Profile

» JazzSM 1.1

» WebSphere Application Server 8.5.0.1(used by replication and device servers)
» Tivoli Common Reporting 3.1.1 and Cognos 10.2

» Tivoli Common Reporting Prerequisite checker

Each of these images must be concatenated into one installation directory, the name of which
cannot include any special blanks. The best way to perform this process is to create an
installation directory, for example tpcinstall, and then extract or copy images into it. When
the extract or copy is complete, you are ready to install Tivoli Storage Productivity Center.

For more information about the installation packages, see Tivoli Storage Productivity Center
5.2 Installation and Configuration Guide, SC27-4058.

2.2.3 Tivoli Storage Productivity Center installation

After you successfully extract the images, you can start with Tivoli Storage Productivity
Center installation. The installation includes the following steps:

1. DB2 installation.

2. JazzSM 1.1 installation (optional).

3. Tivoli Common Reporting 3.1.1 and Cognos 10.2 installation (optional).
4. Tivoli Storage Productivity Center installation.

If you are not planning to use Tivoli Storage Productivity Center reports, the installation of
JazzSM 1.1, Tivoli Common Reporting 3.1.1, and Cognos 10.2 can be done later. Tivoli
Storage Productivity Center is installed without reporting capabilities and the Tivoli Storage
Productivity Center web-based GUI shows you that reporting is unavailable (see Figure 2-4
on page 50).

Tivoli Storage Productivity Center for Replication does not use Tivoli Storage Productivity
Center reporting, but some reports might be useful for monitoring replication; for example,
ports performance.
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Figure 2-4 Web-based GUI reporting

Before DB2 is installed, review the prerequisites and follow the steps that are described in the
draft of Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204, and Tivoli
Storage Productivity Center 5.2 Installation and Configuration Guide, SC27-4058. After you
successfully install DB2, you can install JazzSM 1.1, Tivoli Common Reporting 3.1.1, and
Cognos 10.2, or you can install it later.

For more information about the steps and requirements, see the draft of Tivoli Storage
Productivity Center V5.2 Release Guide, SG24-8204, and Tivoli Storage Productivity Center
5.2 Installation and Configuration Guide, SC27-4058.

After you install DB2, you can start your Tivoli Storage Productivity Center installation by
using the installation wizard or the command line in silent mode. In silent mode, a command
is provided with the values in a response file. We recommend the use of the installation
wizard to install Tivoli Storage Productivity Center because it requires minimal user
interaction. If the system where you want to install Tivoli Storage Productivity Center is
running from a terminal that cannot display graphics, use silent mode installation.

Note: Before you start the Tivoli Storage Productivity Center installation wizard on AIX or
Linux servers, you must source the user profile (db2profile) for the instance owner of the
DB2 database, as shown in the following example:

. /home/db2inst1/sql11ib/db2profile
You also must have X Window System support to display the installation wizard GUI.
Start the Tivoli Storage Productivity Center installation program from your installation

directory by running the setup.bat program, which starts InstallAnywhere wizard, as shown
in Figure 2-5 on page 51.
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Note: On AIX and Linux servers, you start the installation program by running the
./setup.bin command from the installation directory where you extracted Tivoli Storage
Productivity Center images.

InstallAnywhere

5 Installérpwhere iz preparing to install...
S

Cancel

[C) 2012 Flexera Software LLC

Figure 2-5 Starting Tivoli Storage Productivity Center installation

In the window that is shown in Figure 2-6, you select the installation language and click OK.

«, IBM Tivoli Storage Productivity Center

IBM® Tivoli® Storage Productivity Center

Figure 2-6 Tivoli Storage Productivity Center language window
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52

After you accept license agreement (as shown in Figure 2-7), you see Tivoli Storage
Productivity Center prerequisites, as shown in Figure 2-8 on page 53.

«L, IBM Tivoli Storage Productivity Center Installation

» License Agreement Please read the following license agreement carefulhy.

> International License Agreernent for Eatly Release of Programs = |
[= 1=
. FPart 1 - General Terms

> BY DOWHLOADING, INSTALLIMNG, COPYING, ACCESSING, CLICKIMNG QM AN

= "ACCEPT' BUTTORMN, OR OTHERWISE LUSIMG THE PROGREAM, LICEMSEE AGREES

TO THE TERMS OF THIS AGREEMEMT. IF ¥OU ARE ACCEPTING THESE TERMS ON
BEHALF OF LICEMSEE, YOU REPRESEMNT AMD WARRANT THAT YOI HAYE FULL
WUTHORITY TO BIMD LICEMSEE TO THESE TERMS. IF YOU DO NOT AGREE TO
THESE TERMS,

" D0 MNOT DOVWMLOAD, INSTALL, COPY, ACCESS, CLICK ON AN "ACCERPT
BUTTOMN, OR LISE THE PROGRANM; AND

FPROMPTLY RETURM THE UNUSED MEDIA AND DOCUMENTATION TO IBM. IF THE
PROGRAM WAS DOVYNLOADED, DESTROY ALL COFIES OF THE PROGRAM. -

| Read Non-IBM Terms &

® | accept hoth the IBM and the non-IBM terms.

| 2 1 do not accept the terms in the license agreement.
iyl

Figure 2-7 Tivoli Storage Productivity Center License Agreement window
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«s IBM Tivoli Storage Productivity Center Installation

+/ License Agreement . L.
_ Before You Begin: Prerequisites
» Before You Begin

DB2
Ensurathat DE2 is installed.

Learn hiow to install DBZ.

[
[
[
[
[

Reporting {(Optional)

f” 1 Toview reports in the weh-hased GLUI, ensure that Jazz for Service
- | - | Managernent and Tivoli Common Reporting are installed.

Learn how to install these components.

Install nowe

Begin Installation

Tivoli Storage Productivity Center

Click Mext to start the installation process.

Previous

Figure 2-8 Tivoli Storage Productivity Center Prerequisites window

If JazzSM is installed on your computer, the page displays a green check mark; otherwise, the
Install Now button is shown. If you do not want to install JazzSM on your computer, click Next
to proceed to the next page in the Tivoli Storage Productivity Center installation program and
install Tivoli Storage Productivity Center without reports. In our case, we do not install
reporting. Click Next.

The window that is shown in Figure 2-9 on page 54 shows your installation location and type.
We select single server as installing Tivoli Storage Productivity Center in a single-server
environment. This is a simple process and can be completed successfully by most Tivoli
Storage Productivity Center customers.
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« IBM Tivoli Storage Productivity Center Installation

+/ License Agreement

+/ Before You Begin Installation location: |C:lF'ngram FileslEMTPC | Browse...

= Installation Laocation

Installation Type:

® Single server Install all companents on one server.

Install selected components an two

O Multiple servers servers.

Lpgrade the license to add features to
an existing installation.

Figure 2-9 Tivoli Storage Productivity Center Installation Location and Type window

A multiple-server environment is ideal if you are monitoring large storage environments,
where one server is not sufficient to manage the Tivoli Storage Productivity Center
components. In this environment, JazzSM and Tivoli Common Reporting can run on a
separate server. This environment facilitates the integration with other Tivoli products that are
using JazzSM and Tivoli Common Reporting components and allows the sharing of
components that are installed on a separate server. If you have different administrators for
DB2 and Tivoli Storage Productivity Center, this environment allows the database repository
and DB2 to be installed and managed on a separate server. Tivoli Storage Productivity
Center for Replication is installed together with Tivoli Storage Productivity Center server.

Click Next. In the window that is shown in Figure 2-10 on page 55, specify the host name and
ports that are used by Tivoli Storage Productivity Center. Also, specify the user name and
password of the common user to configure all Tivoli Storage Productivity Center components.
This user name must have the correct DB2 and operating system privileges.

Tip: Some systems might be configured to return a short host name, such as server22,
instead of a fully qualified host name, such as server22.myorg.mycompany.com. Tivoli
Storage Productivity Center requires fully qualified host names, so you must install the
software on a computer that has a fully qualified host name.
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~s IBM Tivoli Storage Productivity Center Installation

+/ License Agreement Server Information

+/ Before ¥ou Eegin Haost name:

+/ Installation Location [ICTPCRT1-PRLwindows.ssclab-li-sinet | @ u
B Preinstaliation validation Paris.

> 9544 to 9564

=3
=

Werify port availabili

Common User Name and Password

Specify a user name and password to configure all compaonents.

User name:

| 2

|Administratur

Fasswoard:

Advanced Customization

B Configure Databasze repository ;f-':f:

Figure 2-10 Tivoli Storage Productivity Center Server Installation Information window

If the default ports are unavailable, you can specify a different range that is used by Tivoli
Storage Productivity Center. To check whether the ports are available, click Verify port
availability. You can also change details about database repository by clicking Configure
Database Repository.

If all the information is correct, you see the pre-installation summary page that is shown in
Figure 2-11 on page 56.
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«L IBM Tivoli Storage Productivity Center Installation

+/ License Agreement Installation time:

«/ Before You Begin The installation can take 47 minutes ar more
' Installation Location Installation folder:

</ Preinstallation Validation CAProgram FilesUBMITRC

» Preinstallation Summary

Disk space information:
Required: Ch B535MB

Lozilable: ch 7 EET ME

Additional Installation Information

Previous Install

Figure 2-11 Tivoli Storage Productivity Center Pre installation Summary

If you click Additional Installation Information, you see all of the components that are
installed, including Tivoli Storage Productivity Center for Replication (Replication server), as
shown in Figure 2-12.

Additional Installation Information E3

Installation type:
Single semer

Product components:

Tivali Storage Productivity Center camman files
Database repository

Data server

Device server

Replication server |

Storange Resource agent

Stand-alone GUI

Weh-hased GLUI

Ll

Ports that are assigned:
9549 - H569: Tivoli Storage Productivity Center servers

Close

Figure 2-12 Tivoli Storage Productivity Center components
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Click Install to start the installation. You see the progress of the installation and that Tivoli
Storage Productivity Center for Replication is being installed, as shown in Figure 2-13.

«+: IBM Tivoli Storage Productivity Center Installation

W License Agreement L
+/ Before You Begin

+/ Installation Location

+/ Preinstallation Validation
</ Preinstallation Summary
» Installing...

>

Installing... Starting Replication server installation.

Cancel

Figure 2-13 Tivoli Storage Productivity Center installation window
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The window that is shown in Figure 2-14 shows that you successfully completed Tivoli
Storage Productivity Center installation.

<L, IBM Tivoli Storage Productivity Center Installation

License Agreement Tivoli Storage Productivity Center was installed to the following location:

Before You Begin
Installation Locatian CAProgram FilesiBMTRC
Preinstallation Validatian To log on to Tivoli Storage Productivity Center, start & web Browser and go to;

Preinstallation Summary

Installing... hitp MICTRPCRTI-PRIwindows. ssclab-lj-si.net: 9568/srm

Installation Completed

¥FAS S8 8S

To log on to Tivali Storage Productivity Center for Replication, start a web browser and
go ta:

hitpsMICTPCRTI-PRLwindows. ssclab-1j-si.net9559/C S

Figure 2-14 Tivoli Storage Productivity Center Installation completed window

The links that are shown in the window in Figure 2-14 are used to start Tivoli Storage
Productivity Center Web GUI and Tivoli Storage Productivity Center for Replication GUI. You
can find the shortcuts to these links by clicking Start — All Programs — IBM Tivoli Storage
Productivity Center, as shown in Figure 2-15 on page 59.

Click Done to finish the installation.
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Figure 2-15 Start Tivoli Storage Productivity Center

After you install Tivoli Storage Productivity Center, you can verify whether the installation was
successful. We describe here how to check whether the Tivoli Storage Productivity Center for
Replication is successfully installed and running. For more information about how to check
other Tivoli Storage Productivity Center components, see Tivoli Storage Productivity Center
5.2 Installation and Configuration Guide, SC27-4058.

In a command prompt on the Windows operating system, go to the directory
TPC_installation_directory\wlp\bin\ where TPC_installation_directory is the top-level
directory where you installed Tivoli Storage Productivity Center (for example,

C:\Program Files\IBM\TPC\). Run the server.bat status replicationServer command and
you see whether the replication server is running, as shown in Figure 2-16.

[z+.|Administrator: DBZ CLP - DE2ZCOPY1

NProgram Files\IBMANTPCWwIphbinsserver.bat status replicationServer
server replicationserver is running.

Program FileshIBMANTPCWwlphbin:

[4] | AW
Figure 2-16 Verify Tivoli Storage Productivity Center for Replication Server

In a command-line window on the AIX or Linux operating system, go to the
TPC_installation_directory/wlp/bin/ where TPC_installation_directory is the top-level
directory where you installed Tivoli Storage Productivity Center (for example, /opt/IBM/TPC/).
Run the ./server status replicationServer command and you see whether the replication
server is running.
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General administration and high
availability

In this chapter, we show you how to perform general administration tasks in Tivoli Storage
Productivity Center for Replication.

We provide an overview of the graphical user interface (GUI) and the command-line interface
(CLI), describe the Tivoli Storage Productivity Center for Replication user administration, and
show how to configure some basic settings of Tivoli Storage Productivity Center for
Replication. We also describe the steps that are used for adding and connecting supported
storage systems, and adding and connecting hosts to Tivoli Storage Productivity Center for
Replication.

We also show you how to set up Tivoli Storage Productivity Center for Replication servers for
high availability and the process of performing a takeover from the active Tivoli Storage
Productivity Center for Replication server to the standby server.

Administration and configuration tasks that are related to Tivoli Storage Productivity Center
for Replication sessions for specific storage subsystems, Copy Sets, Paths, and Storage
Subsystems are not covered in this chapter, but are described in other chapters in this book.
This chapter includes the following topics:

» Accessing Tivoli Storage Productivity Center for Replication

» GUI overview

» CLI Overview

» Tivoli Storage Productivity Center for Replication interaction with Tivoli Storage
Productivity Center

» Tivoli Storage Productivity Center for Replication security and user administration
» Tivoli Storage Productivity Center for Replication advanced tools

» Tivoli Storage Productivity Center for Replication Console

» Tivoli Storage Productivity Center for Replication High Availability

» Starting and stopping the Tivoli Storage Productivity Center for Replication server

© Copyright IBM Corp. 2014. All rights reserved. 61



» Using CSV files for importing and exporting sessions

» Backing up and restoring a repository

» Tivoli Storage Productivity Center for Replication SNMP management
» Adding and connecting to storage systems

» Adding and connecting host systems
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3.1 Accessing Tivoli Storage Productivity Center for
Replication

Tivoli Storage Productivity Center for Replication provides the following user interfaces for
managing storage system data replication and disaster recovery:

» Tivoli Storage Productivity Center for Replication GUI
» Tivoli Storage Productivity Center for Replication CLI

In this section, we describe how to use the GUI and CLlI interfaces and the main features and
functions of both interfaces.

3.1.1 Accessing Tivoli Storage Productivity Center for Replication GUI

After you successfully install Tivoli Storage Productivity Center, you can access Tivoli Storage
Productivity Center for Replication to start managing data replication. By installing Tivoli
Storage Productivity Center, shortcuts to Tivoli Storage Productivity Center for Replication
are created in the Start menu on the server that is running the Windows operating system. If
you are running an AlX or Linux operating system, start a supported web browser and enter
the address of Tivoli Storage Productivity Center for Replication server.

To start the GUI on a Windows server, click Start — All Programs — IBM Tivoli Storage
Productivity Center — TPC Replication Manager GUI, as shown in Figure 3-1.
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Startup Devices and Prinkers
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Help and Support
Run...
P Back Windows Security
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Figure 3-1 Starting Tivoli Storage Productivity Center for Replication on Windows server

The web browser starts and you see the Tivoli Storage Productivity Center for Replication
login panel, as shown in Figure 3-2 on page 64.
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Tivoli® Storaae Productivitv Center
for Replication

User name: |

Password: |

Figure 3-2 Tivoli Storage Productivity Center for Replication login panel

Enter your user name and password and the Tivoli Storage Productivity Center for Replication
Overview panel opens, as shown in Figure 3-3.
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Figure 3-3 Tivoli Storage Productivity Center for Replication Health Overview panel

You can also start Tivoli Storage Productivity Center for Replication in a supported web
browser by entering the address of Tivoli Storage Productivity Center for Replication server.
This method is also used to start Tivoli Storage Productivity Center for Replication on servers
that are running AIX or Linux operating system.
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To start Tivoli Storage Productivity Center for Replication enter the following address in a
browser:

https://hostname:port/CSM

Hostname in the address is the Tivoli Storage Productivity Center for Replication server. You
can also specify the host name as an IP address or a Domain Name System (DNS) name.

Port is the port number for Tivoli Storage Productivity Center for Replication. The default port
number for connecting to Tivoli Storage Productivity Center for Replication by using the
HTTPS protocol is 9559. However, this port number might be different for your site, so enter
the port that you specified during the installation.

3.1.2 Accessing Tivoli Storage Productivity Center for Replication CLI

To start Tivoli Storage Productivity Center for Replication CLI on a Windows server, you must
run the csmc1i.bat command from your default Tivoli Storage Productivity Center installation
directory TPC_Install\Program Files\IBM\TPC\c1li. This command opens the CLI window,
as shown in Figure 3-4. If you did not set up the CLI properties file, the CLI prompts you to
enter a user name and password to log on to the server.

[+ Addministrator: 1BM Replication Manager CLI

Cou not Tind or open authentication tile CihUsershtpocadminytpor-clihtpercli -auth, properties. Please authenticate manually
Flease enter a username for lTogging onto the server

repcadmin

Flease enter a password for lTogging onto the server

Miwoli Storage Productivity Center for Replication Command Line Interface {CLID

Copyright 2007, 2012 IBM Corporation

Version: 5.2.0

Build: 20130719-0641

Serwver: S5CTCP4Z-T.windows.ssclab-1j-si.net Port: 9560

Authentication file: W/A

csmelis

Figure 3-4 Tivoli Storage Productivity Center for Replication CLI window

On AIX and Linux servers, you must run the csmc1i.sh command script from the default Tivoli
Storage Productivity Center for Replication installation directory /opt/I1BM/TPC.

You can run CLI commands locally from the Tivoli Storage Productivity Center for Replication
management server or remotely by accessing the management server by using a
remote-access utility (SSH or telnet).

3.2 GUI overview

The Tivoli Storage Productivity Center for Replication GUI is a web-based interface that
presents the user a single point of control to configure, manage, and monitor the copy
services of the attached storage subsystems. The GUI reports the state of availability of the
administration components and information for the established copy operations in real time. It
also reports the state of Tivoli Storage Productivity Center for Replication standby server if
you set up the high availability configuration.

The GUI contains the following features and functions, as shown in the panel that opens when
you log in to the GUI, as shown in Figure 3-5 on page 66:

1. Navigation tree: Provides categories of tasks that you can complete in Tivoli Storage
Productivity Center for Replication. Clicking a task opens a main page in the content pane.
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2. Health Overview: Shows a status summary for all sessions, storage systems, host
systems, and management servers that Tivoli Storage Productivity Center for Replication
is managing.

3. Content area: Displays content that is based on the item that you selected in the
navigation tree.

Hezlth Overview

Sessions Health Overview Last Update: Aug 5. 2012 £:22:03 Pl
Storage Systams

Host Systems
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ES5/DS Paths Session Overview

Management Servers
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Sign Out dbZadmin
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192 normal
&

& 0 warning

Dosevere A\
{ )
3] Storage Systems 2 Normal [RAYS Warning 0 Severe

ﬁHcstSystems

T Manzgement Servers

Storage Systems Host Systems Management Servers

| L
b |~
[ Connections to local server 1D Connections to local server Configure

All storage systems connected At least one Host System cannot communicate with
local server

—

Figure 3-5 Tivoli Storage Productivity Center for Replication GUI Health Overview

3.2.1 GUI panels

In this section, we describe the Tivoli Storage Productivity Center for Replication GUI and its
associated panels.

Health Overview panel

As shown in Figure 3-5, the Health Overview panel is the first panel that you see after you log
in. This panel provides the following information:

» Overall session status: Indicates the sessions statuses, which can be normal, warning, or
severe.

» Overall storage systems status: Indicates the connection status of the storage systems.

» Overall host systems status: Indicates the connection status of host systems. This status
applies to AIX and z/OS system hosts.

» Management server status: Indicates the status of the standby server if you are logged on
to the local server. If you are logged on to the standby server, this status indicates the
status of the local server.
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Tivoli Storage Productivity Center for Replication uses the following color-based status
indicators to provide a quick overview of the overall state of specific Tivoli Storage
Productivity Center for Replication components.

»

Green: Tivoli Storage Productivity Center Copy Services is in “normal’ mode. The session
is in prepared state for all defined volumes and maintaining a current consistent copy of
the data. Green also is used if the session successfully processed a Recover command
and is in Target Available state with all volumes consistent and no exceptions.

Yellow: Tivoli Storage Productivity Center Copy Services is not maintaining a current
consistent copy now but is working toward that goal. That is, sessions might have volumes
that are actively copied or pending to be copied, there are no suspended volumes, and
copy services is temporarily inconsistent but actions are in place to move into duplex state.
No action is required to make this status Green because states automatically change.

Red: Tivoli Storage Productivity Center Copy Services has one or more exceptions that
must be dealt with immediately.

In addition, various icons are used to represent a more detailed status of different objects, as
shown in Table 3-1.

Table 3-1  Tivoli Storage Productivity Center Symbols

Symbol Meaning

The sessions are in a normal state.

The sessions are in the warning state.

The sessions are in an error state.

The storage systems are connected to the management server.

At least one storage system cannot communicate with the management servers.

At least one storage subsystem cannot communicate with the management servers.

No storage subsystems are defined.

The session is in an inactive state.

The standby server is defined and synchronized.

The standby server is in warning status (disconnected, synchronizing).

2B o ¢ @F B o @
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ESS/DS Paths
Management Servers
Administration
Advanced Tools

Symbol

Meaning

No standby server is defined.

3

The standby server cannot communicate with the local server.

Sessions

panel

The Session panel (as shown in Figure 3-6) provides you information about all sessions,
including statistics. From this panel, you can complete all actions for the sessions you
defined, or you can create a session. The actions depend on the type of session.
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Figure 3-6 Sessions panel
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Storage Systems panel

As shown in Figure 3-7 on page 69, the Storage Systems panel shows you defined storage
systems and their connection status to local and remote management servers. It also shows
you locations, types, and vendors. From this panel, you can add or remove storage system
and their connections, view volumes, paths, and storage details. You can also enable or

disable Easy Tier Heat Map Transfer.
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Figure 3-7 Storage Systems panel
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Host Systems panel

The Host Systems panel shows you the connected host systems and information about these
systems, as shown in Figure 3-8. From this panel, you can add or remove hosts and modify

the host connection. There are two types of host systems to which you can connect: an AlX

host system or an z/OS host system. Host Systems connections are used when you want to
use Open HyperSwap feature for AIX and z/OS HyperSwap.

L Update: Aug 8, 2012 1:04:09 PM
= Host Systems ast Updst

| |

Add Hest Connection

Choose Host System Go

|

® test 5858 zos_Ip

@ pisconnected

Figure 3-8 Host Systems

Volumes panel

The Volumes panel that is shown in Figure 3-9 on page 70 shows you details about the
volumes that are associated with a storage system; for example, the type and capacity of the
volume and connection to host.
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Figure 3-9 Volumes panel
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ESS/DS Paths panel

The ESS/DS Paths panel shows you the defined paths for storage systems. You can view and
manage the paths for DS8000, DS6000, and ESS800 storage systems. By using this panel,
you start the Path Management wizard to add a path between a source and target storage
system. After you add the paths, you can view them in this panel, as shown in Figure 3-10.

é ESS/DS Paths Last Updata: Aug 8, 2013 1:22:22 P
—

Manage Paths

DS8000:80X:2107.03611 4z Q.

DS8000:B0X:2107 TK831 51 o
DS2000:B0X:2107 XC891 se >3

Figure 3-10

ESS/DS Paths panel

For more information about how to define paths, see 4.3.1, “DS8000 Path management” on
page 201.

Management Servers panel

Use the Management Servers panel to define a standby server and view the status of the
management servers configuration. If you defined the standby server, the list shows you both
management servers in operation.

This panel has two variations, depending on which management server you are logged in.
Actions are also different and they are related to each management server. The actions can
be Reconnect, Takeover, Define standby, Remove standby, and Set this Server as Standby.

Figure 3-11 on page 71 shows the Management Servers panel.
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Figure 3-11 Management Servers panel
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Administration panel

As shown in Figure 3-12, the Administration panel is used to view a list of Tivoli Storage
Productivity Center for Replication users and groups and their access privileges. You can also
give users and groups different access privileges.

Last Update: Aug &, 2012 2:03:07 P

! Administration

Select Action. Go

@ administrators Operator Group
@) db2admin Administrator User
® pszuseRs T Z—
@ tpcFileRegistryUser Administrater User

Figure 3-12 Administration panel

Advanced Tools panel

Use the Advanced Tools panel that is shown in Figure 3-13 on page 72 to create a diagnostic
package in case you have a problem with Tivoli Storage Productivity Center for Replication.
You can change the automatic browser refresh rate (in seconds) to refresh the content in the
GUI.

Advanced tools also give you the option to enable or disable the Metro Mirror heartbeat,
which, is used to ensure data consistency across multiple storage systems if the Tivoli
Storage Productivity Center for Replication management server cannot communicate with
one or more storage systems.
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Advanced Tools panel

Console panel

As shown in Figure 3-14, the Console panel provides you detailed information about actions
that were taken by Tivoli Storage Productivity Center for Replication users, errors that
occurred during normal operation, and hardware error indications. You can click each
message in the console panel to get more information about the message.

For more information about Console options, see 3.7, “Tivoli Storage Productivity Center for

Replication Console” on page 103.
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@ Aug 5. 2013 6:02:17 PM
@ Aug 5, 2013 6:02:13 PM
@ Aug 5, 2013 6:02:19 PM
@ Aug 5, 2013 6:03:13 PM
@ Aug 5, 2013 6:03:13 PM
D Aug 5, 2013 6:03:22 PM
u Aug 5, 2013 6:03:26 PM
Q Aug 6, 2013 1:05:52 AM

Aug 6, 2013 1:05:52 AM

= ToTETONg ST ST T O FET e o
: dbZadmin : TWNREOOOI : Starting all pairs in role pair H1-HZ ..,

: dbZadmin : TWNR10261 : The Start Hi-*H2->H3 command in the ITSO session completed,

: db2admin : IWNR 19501 : Session [TSO changed from the Target Available state to the Preparing state.

: dbZadmin : IWNRE00SI : Waiting for all pairs in role pair H2-12 to complete their first phase in the Global Copy synchronization or resynchrenization ..
: db2admin : IWNRE00OI : Starting all pairs in role pair H2-12 ..,

: db2Zadmin : TWNR10411 : The command start was successfully issued to all pairs under role pair H2-13 for session ITSO.

: Server : IWNR15501 : Session ITSO changed fram the Preparing state to the Preparad state.
: Server : IWNH1037E : Device DSS000:BOX:2107.03611 managad by hardware connection ESSNI:9,11,222,51::2107.03611 is no lenger accessible.

: Server : IWNR1955E : Tivoli Storage Productivity Center for Replication Server tper-vm41,storage.tucsonibm.com has encountered communication errors with storage system

DSE8000:BOX:2107.03611,

[y Aug 6, 2013 1:05:52 AM
Q Aug 6, 2013 1:05:52 AM
Q Aug 6, 2013 1:06:09 AM

Aug 6, 2013 1:06:09 AM

: db2admin
: dbZadmin
: dbZadmin
: dbZadmin

: IWNR1959W : Session ITSO has changed from Normal status to Severe status.
: IWNH1044E : The Replication Manager is disconnectad from a cluster far the hardware device server at DS8000:BOX:2107.03611,
: IWNH1037E : Device DS8000:B0X:2107.03611 managed by hardware connection ESSNI:S.11,222,51::2107.023611 is no langer accessible.

: IWNR1955E : Tivoli Storage Productivity Center for Replication Server tper-vm41.storage.tucson.ibm.com has encountered communication errors with storage system

DSE8000:BOX:2107.03611,

Aug 6,2013 1:07:16 AM

Q

D Aug 6, 2013 1:41:21 AM
@ Aug 6, 2013 5:42:34 AM
@ Aug 6, 2013 5:42:34 AM
@ Aug 6, 2013 5:42:34 AM
[y Aug 6, 2013 5:42:34 AM
@ Aug 6, 2013 5:42:34 AM

@ Aug 6, 2013 5:42:34 AM :

Q Aug 6, 2013 5:42:35 AM
Q Aug 6, 2013 5:42:35 AM
Aug 6, 2013 5:42:34 AM

: db2admin : IWNR2732E : The connection between the Tiveli Storage Productivity Center for Replication server and Master box 2107,03611 has been lost, so the state of the Glabal

Mirrar copy in sessien ITSO is unknown,
d’l Aug 6, 2013 1:39:55 AM :

: Server : IWNR1953W : Session ITSO has changed from Severe status to Normal status,

: IWNH10381 : Device DS8000:BOX:2107,03611 managed by hardware connection ESSNI:9,11,222,51::2107,03611 is now accessible,

: IWNH1037E : Device DS8000:B0X:2107, TKS831 managed by hardware connection ESSNI:9,11,223,212::2107. TK831 is no longer accessible,

: Server : IWNH1037E : Device DS8000:BOX:2107.XC891 managed by hardware connection ESSNI:9,11,223,79::2107 XC891 is no longer accessibla,

: db2admin : IWNNH1037E : Device DS8000:B0X:2107,03611 managed by hardware connection ESSNI:9,11,222,51::2107.02611 is no longer accessible,
: db2admin : IWNR1959W : Session ITSO has changed from Normal status to Severe status,

: Server : IWNH1037E : Device DS8000:BOX:2107.03611 managed by hardware connection ESSNI:9,11,222,51::2107.03611 is no longer accessible,

: db2admin : IWNH1044E : The Replication Manager is disconnected from a cluster for the hardware device server at DS8000:B0X:2107 TK831.

: Server

: Server

: Server : IWNH1044E : The Replication Manager is disconnected fram a cluster for the hardware device server at DS8000:B0X:2107.03611.
: Server : IWNH1044E : The Replication Manager is disconnected from a cluster for the hardware device server at DS8000:B0X:2107.XC891,

: db2admin : IWNR1955E : Tivali Storage Productivity Center for Replication Server tper-vm4 1.storageitucson.ibm,com has encountered communication errors with storage system

DSB000:BOX:2107. TKE31,

Aug 6, 2013 5:42:34 AM

: db2admin : IWNR1955E : Tivoli Storage Productivity Center for Replication Server tpcr-vm41,storagetucson.ibm.com has encountered communication errors with storage system

DSE8000:BOX:2107.03611,

Aug 6, 2013 5:42:34 AM

: db2admin : IWNR1955E : Tivoli Storage Productivity Center for Replication Server tper-vm4 L.sterage.tucson.ibm.com has encountered communication errors with starage system

DSE8000:BOX:2107.XC831,

Aug 6, 2013 5:42:34 AM

: dbZadmin : IWNRLS55E : Tivali Storage Productivity Center for Replication Server tpcr-vm4 L.staragetucson.ibm,com has encountered communication errors with sterage system

DS8000:BOX:2107.03611,

u Aug 6, 2013 5:42:48 AM
B Aug 6, 2013 5:44:23 AM
D Aug 6, 2013 5:44:33 AM
-'.E Aug 6, 2013 5:44:33 AM
@ Aug 6, 2013 2:03:01 PM

2 children messages
u Aug 6, 2013 2:17:50 PM

@ Aug 6, 2013 2:17:54 PM

: db2admin : IWNH10381 : Device DSB000:BOX:2107.03611 managed by hardware connection ESSMI:3,11,222,51::2107,03611 is now accessible,
: Server : IWNH10381 : Device DS8000:BOX:2107 XC891 managed by hardware connection ESSNI:S,11,223.79::2107.XC891 is now accessible,

: Server : IWNH10381 : Device DS8000:BOX:2107 TKB31 managed by hardware connection ES5MI:9,11,223.212::2107 . TKB31 is now accessible,

: Server : IWNR1959W : Session ITSO has changed from Severe status to Mormal status,

: dbZadmin : IWNR40161 : Successfully granted the session operator role to Administratars,

: dbZadmin : IWNR 12041 : The heartbeat has been successfully turned on with the hardware,
: dbZadmin : IWNR12051 : The heartbeat has successfully been turned off with the hardware,

Figure 3-14 Console panel
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3.3 CLI Overview

The Tivoli Storage Productivity Center for Replication CLI gives you an option to interact with
Tivoli Storage Productivity Center for Replication and to automate Tivoli Storage Productivity
Center for Replication functions by using scripts. It is installed by default with Tivoli Storage
Productivity Center installation, and it can be installed on a remote workstation by using the
procedure that is described in “3.3.3, “Remote CLI installation” on page 75.

The Tivoli Storage Productivity Center for Replication CLI uses commands that can be used
on their own by using the associated options and arguments, or interactively by starting the
csmcli.bat program with no parameters or arguments to start an interactive session. The
commands that you can use are related to the following components:

v

Sessions and copy sets

» Storage systems and connections
» Management servers

» Security

The command consists of one to four types of components, arranged in the following order:

Command name

One or more flags

Each flag is followed by any flag parameters it might require
Command parameter

vyvyyy

Example 3-1 shows the CLI structure.

Example 3-1 CLI structure

csmcli command name -flag parameter -command parameter

The command name specifies the task that the CLI must perform. For example, Issess tells
the CLI to list sessions (as shown in Example 3-2), and mksess tells the CLI to create a
session.

Example 3-2 List sessions

csmcli> Tssess
Name Status  State Copy Type

SVC2-SVC8 GM  Normal  Prepared Global Mirror Failover/Failback

SVC8-SVC2 GMwP Inactive Defined Global Mirror Failover/Failback w/ Practice
SVC2-SVC8 GMwP Normal Prepared Global Mirror Failover/Failback w/ Practice
V7KR7-V7KR1 GM Inactive Defined Global Mirror Failover/Failback

SVC8 FC Warning Prepared FlashCopy

Flags modify the command. They provide more information that directs the CLI to perform the
command task in a specific way. For example, the -v flag tells the CLI to display the command
results in verbose mode. Some flags can be used with every CLI command, others are
specific to a command and are invalid when they are used with other commands. Flags are
preceded by a hyphen (-), and can be followed immediately by a space and a flag parameter.

Flag parameters provide information that is required to implement the command modification
that is specified by a flag. If you do not provide a parameter, a default value is assumed. For
example, you can specify -v on, or -v off to turn verbose mode on or off; however, if you
specify -v only, the flag parameter is assumed to be on.
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The command parameter provides basic information that is necessary to perform the
command task. When a command parameter is required, it is always the last component of
the command and it is not preceded by a flag. Some commands permit multiple command
parameters with each parameter separated by a blank space and not a comma (unlike flag
parameters, which allow multiple values).

For more information about the CLI, see IBM Tivoli Storage Productivity Center for
Replication Command-Line Interface Reference, SC27-4089.

3.3.1 Configuring the CLI

The following properties files are used to configure the CLI:
» repcli.properties

This file contains the server and port information that us used to communicate with the
IBM Tivoli Storage Productivity Center for Replication server and the CLI. You can find it in
the directory where the CLI was installed; the default directory is
\TPC_install_directory\IBM\TPC\cTi.

Example 3-3 shows the contents of this file in our system. In this example, server points to
the server where Tivoli Storage Productivity Center for Replication is running. Port is the
port to be used for communication between Tivoli Storage Productivity Center for
Replication and the CLI. It must point to the same port as specified in
communications.port in the rmserver.properties file. Otherwise, you cannot log in to the
CLI.

Example 3-3 repcli.properties example

server=WTSC64.itso.ibm.com
port=9560

» rmserver.properties

This file contains configuration information about logging, as shown in Example 3-4. It is in
the default directory \TPC_install_directory\IBM\TPC\c1i.

Example 3-4 rmserver.properties example

log.file=cliTrace.log
log.file.maxFiles=5
log.file.maxFileSize=10240
log.file.level=ALL

» tpcrcli-auth.properties

This file contains authorization information for signing on to the CLI automatically without
entering your user name and password, as shown in Example 3-5. It is in the default
directory \TPC install_directory\IBM\TPC\c1i.

Example 3-5 tpcrcli-auth.properties

password=myPassword
username=myUsername
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3.3.2 Setting up automatic login to the CLI

You can set up the CLI to automatically log you in without specifying your user name or
password each time you run a csmc1i command or enter the csmcli shell. Use the
tpcrcli-auth.properties file to create a persistent copy of the user name and encrypted
password to be used for automatic authentication and authorization. The password is
encrypted after you start csmcli.bat, as shown in Example 3-6.

Example 3-6 Encrypted password in tpcrcli-auth.properties file

password=2808592bh3f4a4331~encrypted
username=tpcadmin

Complete the following steps to set up automatic login authentication:

1. Locate the tpcrcli-auth.properties template file in the
TPC_install_directory\IBM\TPC\c1i directory.

2. Create a tpcr-cli directory in your home directory and copy the template to that directory.

3. Edit the file and change the password and user name values to your password and user
ID.

4. Start csmcli.bat or csmcli.sh orrun a csmcli command to encrypt the password in the
tpcrcli-auth.properties file. You are automatically logged in to the CLI, as shown in
Example 3-7.

Example 3-7 Starting csmcli.bat procedure

Created new properties file with encrypted password:
C:\Users\tpcadmin\tpcr-cli\tpcrcli-auth.properties

Tivoli Storage Productivity Center for Replication Command Line Interface (CLI)
Copyright 2007, 2012 IBM Corporation

Version: 5.2.0

Build: 20130719-0641
Server: SSCTCP42-T.windows.ssclab-1j-si.net Port: 9560
Authentication file: C:\Users\tpcadmin\tpcr-cli\tpcrcli-auth.properties

csmcli>

3.3.3 Remote CLI installation

Tivoli Storage Productivity Center for Replication supports installation of the CLI on a remote
workstation other than the Tivoli Storage Productivity Center for Replication server.
The following options are available for the remote CLI installation:

» Copying and extracting the CLI package from Tivoli Storage Productivity Center for
Replication server

» Copying CLI program folder from Tivoli Storage Productivity Center for Replication server
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Complete the following steps to install the CLI by using the CLI package from Tivoli Storage
Productivity Center for Replication server:

1. On the Tivoli Storage Productivity Center for Replication server, browse to the installation
directory where the client images are stored. For example, the Windows operating system
uses the path C:\Program Files\IBM\TPC\client_images, as shown in Figure 3-15.

l client_images M=l E3
G( ‘)v| = Local Disk {C:) ~ Program Files = IBM = TPC = client_images = - lmJ I Search client_images 0|
Organize *  Includeinlibrary *  Sharewith +  Mew folder 4= - E:l Eéil
| Pictures ;I Marme = | Drate rmodified Type | Size

B videos
|| TRC_CLIEMT_ALX kar 26.7.2013 10:59 TAR File 3l
/M| Computer ! TRPC_CLIEMT_LIMUK 26.7.2013 10:59 Compressed (zippe. 218
fé, Local Disk {C:) 1) TPC_CLIENT_WIN 26.7.2013 10:58 Caompressed (zippe. .. 23
99c044343572dbe51 763
DE2
PerfLogs

Program Files

Zommon Files

IEM
D54,.1.0 -
gskd
IBM S5H Serwver
Installation Manager
SDPShared
SQLLIB
TRC

_uninsk

agent

cli
client_images
config

data ﬂ 1| | ﬂ

Figure 3-15 Tivoli Storage Productivity Center for Replication client images

2. Locate the appropriate compressed file for the operating system of your computer where
you want to install the CLI, as shown in the following examples:

— TPC_CLIENT_AIX.tar
— TPC_CLIENT_LINUX.zip
— TPC_CLIENT WIN.zip

Note: You must use the client images from the Tivoli Storage Productivity Center
installation directory only. The client images in the Tivoli Storage Productivity Center image
or download directory must not be used because they are updated by the installation
program.
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3. Extract the appropriate compressed file on a remote workstation. In our example, we
extracted the TPC_CLIENT_WIN.zip file on a workstation that is running the Windows
operating system, as shown in Figure 3-16.

Note: In the AlX operating system, you must extract the TPC_CLIENT AIX.tar file into the
/opt/IBM/TPCClient folder and run the /opt/IBM/TPCClient/gui/TPCD.sh command.

In the Linux operating system, you must extract the TPC_CLIENT LINUX.zip file into the
/opt/IBM/TPCClient folder and run the /opt/IBM/TPCC1ient/gui/TPCD.sh command.
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‘?.\ :,\, | ~ Computer = Local Disk (C:) = Install » TRC_CLIENT_WIN ~ cii = v |23 | searchl ¥l
Crganize - Open  Print  Mew Folder == o~ O 9
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7 Libraries lib 9/17/2013 1:27PM File Folder
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s TWCZ_0001 (F) A csmcli 3 10:53 AN Windows Batch File
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Figure 3-16 Tivoli Storage Productivity Center for Replication client folder

4. Edit the repcli.properties file to include the Tivoli Storage Productivity Center for
Replication server name, as shown in Example 3-8. The server name must be the fully
qualified DNS entry or the actual IP address of the Tivoli Storage Productivity Center for
Replication server. The port must not be changed because this is a system setting and is
used to communicate with the Tivoli Storage Productivity Center for Replication server.

Example 3-8 repcli.properties file

server=172.31.83.171
port=9560

5. Edit the tpcrcli-auth.properties file to include your Tivoli Storage Productivity Center
for Replication user name and password, as shown in Example 3-9. This properties file
must be placed into the subdirectory tpcr-c1i, which must be created in your home user
directory. Tivoli Storage Productivity Center for Replication access this file only if it is in
that specific subdirectory of your home user directory. In Example 3-9, we use the
Administrator home directory, which is C:\Users\Administrator.

Example 3-9 tpcrcli-auth.properties file

password=myPassword
username=myUsername
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Important: The repcli.properties file in the client images includes the Tivoli Storage
Productivity Center for Replication server host name and port number. You do not need
to modify or edit this information. It is recommended that you configure the DNS on the
system (this can be done by editing the hosts file) instead of modifying these files.

In our example, we modify the properties file because the DNS is not configured.

6. After you change the properties files, verify that CLI works by starting it through a
command prompt or click the csmcli.bat file from the directory where it is extracted. The
CLI window opens and you can start by using CLI commands, as shown in Figure 3-17.

[+ Administrator: IBM Replication Manager CLT

Created new properties Tile with encryptea passmmra: C:RUsersﬁAam1n1strat0r§tpcr—c 1§tpcrc 1—autﬁ.propert1es
Tivoli Storage Productiwvity Center for Replication Command Line Interface {CLID

Copyright 2007, 2012 IBM Corporation

Version: 5.2.0

Build: 20130719-0641

Serwer: SSCTCP4Z2-T.windows.ssclab-T1j-s1.net Port: 9580

Authentication file: CyUserstpdministratorstpor-clivtpercli-auth. properties

csmeTis

Figure 3-17 Tivoli Storage Productivity Center for Replication CLI

Complete the following steps to install the CLI by copying the CLI folder from Tivoli Storage
Productivity Center for Replication server on a workstation that is running the Windows
operating system:

1. Create a CLI folder on your workstation. In our example, we created the CSMCLI folder.

2. Copy the entire CLI program subfolder from your Tivoli Storage Productivity Center for
Replication server, as shown in Figure 3-18 on page 79, including all subdirectories, into
your local CSMCLI directory. The CLI folder is in default installation directory under
\Program Files\IBM\TPC\cli.
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Figure 3-18 CLI folder

3. Edit the CSMJDK and CSMCLI location lines in csmc1i.bat to meet your local directory
structure, as shown in Example 3-10.

Example 3-10 csmcli.bat

@echo off
TITLE IBM Replication Manager CLI
@setTlocal

REM kkhkkhkkkhkkhkhkkhkhkhhkkhhkkhhkhhkkhhkkhkkhhkkhkhkhhkkhkhkhkhkhkhkhkkhhkhhkkhhkhkhkhkhhkkhkhkhkhkkhkhkkkkkhkkkkx*

REM Set up the environment for this specific configuration. Both
REM JAVA HOME and CSMCLI HOME must be defined in environment variables.

REM kkhkkkkkhkkhkhkkhhkhhkkhhkkhhkhhkkhhkhkhkkhhkkhkhkhkhkkhkhkhkhhkhkhkkhhkhhkkhkhkhkhhkhhkkhkhkkhkkhkhkkkkkhkkkkx*

set CSMIDK=C:\Program Files\IBM\TPC\jre

if "%CSMJDK%"=="" GOTO ERROR_JAVA
set CSMCLI=C:\CSMCLI

if "%CSMCLI%"=="" GOTO ERROR_CLI
set PATH=%CSMCLI%\1ib;%PATH%

set

CSMCP=.;1ib\csmcli.jar;1ib\clicommon.jar;lib\csmclient.jar;Tib\essClientApi.jar
set
CSMCP=%CSMCP%3;1ib\ibmCIMClient.jar;1ib\jlog.jar;Tib\jsse.jar;Tib\xerces.jar;1ib
\JSON4J. jar;

set
CSMCP=%CSMCP%;1ib\rmmessages.jar;1ib\snmp.jar;1ib\ssgclihelp.jar;1ib\ssgfrmwk.j
ar;

set JAVA ARGS=

cd /d "%CSMCLI%"
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REM ER R R R R R R Rk R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk R R R R R

REM Find the current code page

REM LR R Rk R R Rk R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk R R R Rk R

chcp > %TEMP%\chcp.txt

"%CSMJIDK%\bin\java" -classpath %CSMCP%
com.ibm.storage.mdm.cli.rm.CodePageExtractor "%TEMP%\chcp.txt"
"%TEMP%\codepage.txt"

SET /P CODEPAGEVALUE= < %TEMP%\codePage.txt

if "%CODEPAGEVALUE%"=="" GOTO RUNPROG

SET JAVA_ARGS=%JAVA_ARGS% -Dfile.encoding=%CODEPAGEVALUE%

REM KRkRhIKhRkhhkhhhkhhdhhhkhkhhhhhhkhhhhhhkhhhhhhhhhhhkdhhhhhhdhhhhhkdhhhhhkhhkdhxkhdkdixx

REM Execute the CSMCLI program.

REM kkhkkkhkkkkhkkhkhkkhkhkkhkkhhkkhhkkhhkkhhkkhkkhhkkhkkhkhkkhhkhkhkkhhkkhkkhkhkkhkhkkhkkhkhkkhkkhkhkkhkhkkkkkkkk*x*
:RUNPROG

"%CSMIDK%\bin\java" %JAVA_ARGS% -Xmx512m -Djava.net.preferIPv4Stack=false
-classpath %CSMCP% com.ibm.storage.mdm.cli.rm.RmC1i %*

GOTO END

REM LR R R R R R Rk R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk R R R Rk R

REM The Java interpreter home environment variable, JAVA_HOME, is not set

REM KRKKKKIAKRKIAIRIRKRAXRA KRR hhhhhhhhhhhhhhhhhhhhhhhdhhhhhhdhhhhhkdhhhdhkhhhdhxkhdkdixx
:ERROR_JAVA

echo The JAVA_HOME environment variable is not set. Please see documentation.
GOTO END

REM KRkRIRKIRKIXRhhkhhhhhhkhhhhhhhhhhhhhhhhhhhhhhhhhdhhhhhhdhhhdhhkdhhhdhkdhhddhxdhdkdixx

REM The CSM CLI home environment variable, CSMCLI_HOME, is not set

REM ER R R R R R R Rk R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk R

:ERROR_CLI

echo The CSMCLI_HOME environment variable is not set. Please see
documentation.

:END

if not %ERRORLEVEL% == 0 pause

@endTocal

4. Edit the repcli.properties file to include the Tivoli Storage Productivity Center for
Replication server name, as shown in Example 3-11. The server name must be the fully
qualified DNS entry or the actual IP address of the Tivoli Storage Productivity Center for
Replication server. The port must not be changed because this is a system setting and is
used to communicate with the Tivoli Storage Productivity Center for Replication server.

Example 3-11 repcli.properties

server=SSCTCP42-T.windows.ssclab-1j-si.net
port=9560
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Important: The repcli.properties file in the client images includes the Tivoli Storage
Productivity Center for Replication server host name and port number. You do not need
to modify or edit this information. It is recommended that you configure the DNS on the
system (this can be done by editing the hosts file) instead of modifying these files.

In our example, we modify the properties file because the DNS is not configured.

5. Edit the tpcrcli-auth.properties file to include your Tivoli Storage Productivity Center
for Replication user name and password, as shown in Example 3-12. This properties file
must be placed into the tpcr-c1i subdirectory, which must be created in your home user
directory, as shown in Figure 3-19. Tivoli Storage Productivity Center for Replication
accesses this file only if it is in that specific subdirectory of your home user directory. In
Example 3-12, we use Administrator home directory, which is C:\Users\Administrator.

Example 3-12 tpcrcli-auth.properties

password=myPassword
username=myUsername

l Administrator =] E3
(; (_)V | |v Local Disk {C:y = Users = Administrator vl - l‘nl I Search Administratar Fel
Organize ¥ 5 Open  Incudeinlibrary v Sharewith »  Mew Folder ==+ (il ﬂ

& Downloads Al Name - | Date modified | Type |

£l Recent Places

i Contacks 6/14/2012 3:25 PM File folder
- Libraries j Desktop /62013 7133 AM File folder
“=| Documents 4 Downloads 6/14/2012 3:28 PM File: folder
.. Music Favorites 6/14/2012 3:25 PM File folder
k= Pictures P Links 6/14/2012 5:25 PM File Folder
(8 videos | My Documents 7/30{2013 8:27 &M File Folder
8 Computer o My Music 6/14/2012 3:25 PM File folder
.‘;,. Local Disk (1) =| My Pickures 6/14/2012 3:25 PM File folder
g 99044348572k & My Yideos 6/14/2012 3:28 PM File: Folder
csmcli # Saved Games 6/14/2012 3:25 PM File folder
DB2 £ Searches £/14/2012 3:28 PM File: Folder
Instal | l tpcr-cli g 3 AM File: folder

PerfLogs
Program Files
Program Files (xf

Lsers

Windows ﬂ 4| | ﬂ

Figure 3-19 tpcr-cli folder in home directory

6. After you change the properties files, verify that CSMCLI works by starting it through a
command prompt or by clicking csmc1i .bat from the directory where it is copied, as shown
in Figure 3-20 on page 82.
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Figure 3-20 Start csmcli.bat

7. The CLI window opens and you can start using CLI commands, as shown in Figure 3-21.

Administrator: 1BM Replication Manager CLI

Created new properties Tile with encryptea passmr'a: C:§U5ers§A3m1mstr‘a‘tor‘c\tpcr—c 1‘-\‘tpcr‘c 1—autﬁ.pr‘0per‘t1es
Tiwvoli Storage Productivity Center for Replication Command Line Interface (CLI)

Copyright 2007, 2012 IEM Corporation

Version: 5.2.0

Build: 20130719-0641

Server: SSCTCP4Z2-T.windows.ssclab-1j-s1.net Port: 9560

Authentication file: C:\Users'admini stratorytper-clidvtporcli-avth. properties

csmclds

Figure 3-21 Tivoli Storage Productivity Center for Replication CLI

3.3.4 CLI automation

By using Tivoli Storage Productivity Center for Replication CLI, scripting is the most common
way to automate copy services management. As described in 3.3, “CLI Overview” on
page 73, you can automate the following related tasks:

\{

Sessions and copy sets

» Storage systems and connections
» Management servers

» Security

In the following examples, we show you how to start the CLI commands with the -script
parameter, which points to a script file that contains the actual CLI commands. We start the
script by starting csmc1i.bat procedure from command prompt where we specify the name of
the script file. If the script file is in the same directory that the csmc1i.bat file is in, you specify
the script file name.
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If you use a different directory structure for the script file from the directory where the
csmcli.bat file is in, you must specify the fully qualified directory structure where the script
file is in. Example 3-13 shows the invocation of a script file where the script file is in the same
directory that the csmcli.bat file is in.

We also set up the tpcrcli-auth.properties file to include Tivoli Storage Productivity Center
for Replication user name and password, as shown in Example 3-12 on page 81. This
properties file must be placed into the tpcr-cli subdirectory, which must be created in your
home user directory (as shown in Figure 3-19 on page 81). Tivoli Storage Productivity Center
for Replication access this file only if it is in that specific subdirectory of your home user
directory. In our example, we use user tpcadmin and home directory, which is
C:\Users\tpcadmin.

Note: We recommend the use of the setoutput command to modify the script output. The
CLI setoutput command formats the output with a delimiter, which can be a comma by
default, .xm1 format, or tabular format that uses commas as delimiters between columns
and stanza, which specifies that the output is displayed as one keyword-value pair per line.
The format options that are specified by using the setoutput command apply to all
commands in the script. You can use any format that meets your requirements. If you do
not run the setoutput command, the output displays in the default output format.

Example 3-13 shows you the invocation of a script file for the 1sdevice command to display a
list of storage systems.

Example 3-13 Starting CLI script

C:\Program Files\IBM\TPC\cli>csmcli -script 1sdevice.txt
Tivoli Storage Productivity Center for Replication Command Line Interface (CLI)
Copyright 2007, 2012 IBM Corporation

Version: 5.2.0

Build: 20130719-0641

Server: SSCTCP42-T.windows.ssclab-1j-si.net Port: 9560

Authentication file: C:\Users\tpcadmin\tpcr-cli\tpcrcli-auth.properties

Device ID Connection Type Device Type Local Server Connection
SVC:CLUSTER:SVC2PROD Direct SvC Connected
SVC:CLUSTER:SVC8 Direct SVC Connected

If you must start FlashCopy, for example, the script that is shown in Example 3-14 creates
FlashCopy relationships for all FlashCopy volume pairs that are included in the session.

Example 3-14 FlashCopy script

# Create FlashCopy relation ship

I1ssess -1 -fmt stanza 'SVC8 FC'

cmdsess -quiet -action flash 'SVC8 FC'
I1ssess -1 -fmt stanza 'SVC8 FC'
#o—mm———- end of script --------------
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The output of the script is shown in Example 3-15.

Example 3-15 FlashCopy script output

C:\Program Files\IBM\TPC\cli>csmc1li -script flashcopy.txt
Tivoli Storage Productivity Center for Replication Command Line Interface (CLI)
Copyright 2007, 2012 IBM Corporation

Version: 5.2.0

Build: 20130719-0641

Server: SSCTCP42-T.windows.ssclab-1j-si.net Port: 9560

Authentication file: C:\Users\tpcadmin\tpcr-cli\tpcrcli-auth.properties

Name SVC8 FC
Status Warning
State Prepared

Copy Type FlashCopy
Recoverable No
Copying No

Copy Sets 1
Error No
IWNR10261 [Aug 8, 2013 8:08:52 AM] The Flash command in the SVC8 FC session
completed.
Name SVC8 FC
Status Normal
State Target Available

Copy Type FlashCopy
Recoverable Yes
Copying Yes

Copy Sets 1

Error No

C:\Program Files\IBM\TPC\cli>

After the Flash command finishes, the FlashCopy target is available and the session status
changes to Normal. FlashCopy is created by using the CLI script and you can check the
status in Tivoli Storage Productivity Center for Replication GUI, as shown in Figure 3-22.

Session Details Last Update: Aug 8, 2018 £:13:19 AM
SWCB FC
5 FlashCopy
[ Seleat Action = & s
Status @ armal @
State Target Available
H1
T
Participating Role Pairs:
[FRolepar ————Eorc B IE = "Copy Ty |Tmestamp |
*H1-T1 o 1 1 3% [ FC Aug B, 2013 8:08:52 AM

Figure 3-22 FlashCopy status in Tivoli Storage Productivity Center for Replication GUI

If you intend to add a certain set of copy sets to a session, it is more convenient to use the CLI
instead going through all the GUI panels. With two Copy Sets, a script can look as shown in
Example 3-16 on page 85.

84 Tivoli Storage Productivity Center for Replication for Open Systems



Example 3-16 CLI - Adding copy sets

#
# Add copy sets to Metro Mirror session

setoutput -fmt stanza

Issess -1

mkcpset -hl SVC:vol:SVC8:37 -h2 SVC:vol:SVC2PROD:223 SVC8-SVC2_MM
mkcpset -hl SVC:vol1:SV(C8:38 -h2 SVC:vol:SVC2PROD:224 SVC8-SVC2_MM
Tspair -1 -cpset SVC:vol:TPC51 SVC8 1000 SV(C8-SVC2_MM

Issess -1

The result of the script in Example 3-16 is shown in Example 3-17.

Example 3-17 Adding Copy Sets in CLI

C:\Program Files\IBM\TPC\cli>csmcli -script addcopysetl.txt
Tivoli Storage Productivity Center for Replication Command Line Interface (CLI)
Copyright 2007, 2012 IBM Corporation

Version: 5.2.0

Build: 20130719-0641

Server: SSCTCP42-T.windows.ssclab-1j-si.net Port: 9560

Authentication file: C:\Users\tpcadmin\tpcr-cli\tpcrcli-auth.properties

Name SVC8-SVC2_MM
Status Inactive
State Defined

Copy Type Metro Mirror Failover/Failback
Recoverable No
Copying No
Copy Sets 0
Error No

IWNR2001I [Aug 8, 2013 9:17:16 AM] The pair was created in session SVC8-SVC2_MM
for copy set with a copy set ID of SVC:VOL:SVC8:37

, with a source volume ID of SVC:VOL:SV(C8:37(TPC51 SVC8 1000), and a target volume
ID of SVC:VOL:SVC2PROD:223(TPC51 SVC2_1000).

IWNR2001I [Aug 8, 2013 9:17:18 AM] The pair was created in session SVC8-SVC2_MM
for copy set with a copy set ID of SVC:VOL:SVC8:38

, with a source volume ID of SVC:VOL:SV(C8:38(TPC51 SVC8 2000), and a target volume
ID of SVC:VOL:SVC2PROD:224(TPC51 SVC2_2000).

Name SVC8-SVC2_MM
Status Inactive
State Defined

Copy Type Metro Mirror Failover/Failback
Recoverable No
Copying No
Copy Sets 2
Error No

C:\Program Files\IBM\TPC\cli>
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Note: For more information about and the complete list and description of CLI commands,
see IBM Tivoli Storage Productivity Center Version 5.2 Command-Line Interface
Reference, SC27-4089.

Example 3-18 shows you how you can make a general-purpose script run an action on the
selected session. This script helps you to automate actions on your defined sessions.

Example 3-18 Tivoli Storage Productivity Center for Replication action run script

@ECHO OFF
RECNO ****hkkkkkkkkkkkk ko k ke ok
@echo ** TPC-R: ACTION EXECUTION SCRIPT **

@echo KKKKXKKAKKKAXKRRRKRKRRIRRkRXRhhkkhkhhhkhkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkxkkhkkk,x

set Sess=%1
set CMD=%2

IF "%¥1" == "" GOTO syntax
IF "%¥2" == "" GOTO syntax

SET /P yesno=Do you want to issue %CMD% for the session %Sess%? [Y/N]:
IF "%yesno%"=="y" GOTO start
IF "%yesno%"=="Y" (GOTO inizio) ELSE (GOTO Cancel)

:start

@echo.

FOR /F "tokens=1-30 delims=," %%i in ('csmcli -noinfo 1ssess -fmt delim -hdr off
%Sess%') do (

IF "%sn%"=="%Sess%" GOTO startaction

GOTO error

:startaction

@echo ----------- INITIAL STATUS------------

echo Session name: %sn%

echo Status: %st%

echo State: %ss%

PeChO ===

FOR /F "tokens=1-30 delims=," %%i in ('csmcli -noinfo 1ssessactions -fmt delim
-hdr off %Sess%') do (

echo.

echo Executing %CMD%.....

call csmcli -noinfo cmdsess -quiet -action %CMD% %Sess%
GOTO run

) ELSE rem

)
GOTO error

:run
FOR /F "tokens=1-30 delims=," %%i in ('csmcli -noinfo 1ssess -fmt delim -hdr off
%Sess%') do (
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echo Session name: %sn%

echo Status: %st%

echo State: %ss%

@echo —=-===— e
@echo.

@echo Action %CMD% completed

GOTO end

:cancel

@echo.

@echo Action %CMD% cancelled
GOTO end

:syntax

@echo.

@echo Syntax error - use "TPCRscript.bat <session> <action>"
GOTO end

:error
@echo.

@echo WARNING: Action %CMD% not allowed
GOTO end

:end
@echo.
@echo Script execution terminated

Run the following command to start the script:
TPCRscript.bat session_name action

Example 3-19 shows you the output of the script where suspend action is issued for a
session.

Example 3-19 Output of TPCRscript.bat

C:\Program Files\IBM\TPC\c1i>TPCRscript.bat SVC8-SVC2_MM suspend

kkhkkkkkkkhkkhkhkhkhkkhkhkhkhhkhkhkkhhkhkhkkhhkhkhkkhhkkhkkkhkkhhkkhkkhkhkkkkkkkkkx

i TPC-R: ACTION EXECUTION SCRIPT xk
Fhhkkkhkhhkhkdhkhhkhdhhhhdhhhhdhkhhdhdhhhdhdhhhdhdhhdhdhhdhdhhhkdhihhddikdixdsd
Do you want to issue suspend for the session SVC8-SVC2_MM? [Y/N]:y
----------- INITIAL STATUS-----=-------
Session name: SVC8-SVC2_MM
Status: Normal
State: Prepared
Executing suspend.....
IWNR10261I [Aug 12, 2013 8:24:55 PM] The Suspend command in the SVC8-SVC2 MM
session completed.
----------- FINAL STATUS-------=------
Session name: SVC8-SVC2_MM
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Status: Severe
State: Suspended

Action suspend completed
Script execution terminated

3.4 Tivoli Storage Productivity Center for Replication
interaction with Tivoli Storage Productivity Center

88

Because Tivoli Storage Productivity Center for Replication is a part of the Tivoli Storage
Productivity Center, there is an interaction between them.

Tivoli Storage Productivity Center is used as a monitoring tool and it monitors Tivoli Storage
Productivity Center for Replication alerts. These alerts are defined in Tivoli Storage
Productivity Center and they are enabled by default. This means that the Tivoli Storage
Productivity Center monitors your replication and shows you different replication alerts that
are triggered by specific conditions. Each condition has a related error message identifier that
is displayed when it is detected. Table 3-2 shows the triggering conditions, an explanation,

and related error messages.

Table 3-2 Tivoli Storage Productivity Center for Replication Triggering Conditions

Triggering condition

Explanation

Related error message

Replication Session
Change

An alert is generated if a
replication session changes to
the following states:

» Terminating

» Target Available

» Suspended, Suspended

H2H3, Suspended H1H3

Recovering

Preparing

Prepared

Flashing

Defined

An alert is generated if the

following conditions are

detected for a role pair:

» The role pair in a replication
session passed the
Recovery Point Objective
(RPO) warning threshold.

» The role pair in a replication
session passed the RPO
severe threshold.

vyvyvyYyy

ALR4339W

Replication Suspending
Event Notification

The state of a replication
session changed to
suspending.

ALR4339W
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Triggering condition

Explanation

Related error message

Replication
Communication Failure

An alert is generated when the
following communication errors
are detected:

» The Replication standby
server encountered
communication errors with
the Active server.

» The Replication server
timed out when attempting
to communicate with the
storage system.

» The Replication server
encountered
communication errors with
the storage system.

» The Replication active
server stopped
communicating with the
standby server.

ALR4339W

Replication
Management Server
State Change

An alert is generated when the
replication HA connection

changes to the following states:

» Unknown

Synchronized
Synchronization Pending
Disconnected
Disconnected Consistent

vvyyvyy

ALR4339W

Replication
Configuration Change

An alert is generated when the
following replication
configuration changes are
detected:

» One or more path
definitions were added or
removed.

» One or more copy sets
were added to a session.

» One or more copy sets
were deleted from a
session.

ALR4339W

Note: The error message identifiers help you to locate any other information about the
error messages that are related to triggering conditions. You can check the information in
the Messages section of the IBM Tivoli Storage Productivity Center Information Center or

the IBM Tivoli Storage Productivity Center Messages Guide, SC27-4061.

If you want to disable the alerts, you can log in to Tivoli Storage Productivity Center

stand-alone GUI and in the navigation tree, click Replication Manager — Alerting —

Replication Alerts and select the alert that you want to disable. This action opens an alert

panel in which the alert details are shown. In the panel, you clear the Enabled option (as
shown in Figure 3-23 on page 90) and then click Save. Alert is disabled and it does not

appear in Alerts.
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E=i-Alerting
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|
PCUser Replication Configuration Change
PCUser . Replication Management Server State Change
PCUser.Replication Session Change
PCUser.Replication Suspending Event Motification

Edit Replication Alerts

Creataor: TPCUser Marme: Replication Communication Failure

Description:  |The alert: for all Replication Communication Failure events

Enabled v Share with external applications [~

Alert |
- Triggering-Condition

Condition: Walue: Yalue Units:
ICommunication failedLI I I vl
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[~ TEC J OMNIbus Evert
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[~ Run Script DEfinE. .. |
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Email Recipients Aidd I e | Edit e-rnail

Figure 3-23 Enabling Tivoli Storage Productivity Center for Replication alerts

In the same panel, you define triggered actions to occur as a result of the alert. You can
define the following notifications or triggered actions:

SNMP Trap
Login Notification

Run Script
Email

vVvyYvyvyYYyvyy

Tivoli Enterprise Console / OMNIbus Event

Windows Event Log, UNIX Syslog

When the alerts are enabled, they are shown in Tivoli Storage Productivity Center
stand-alone GUI, as shown in Figure 3-24 on page 91.
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Figure 3-24 Tivoli Storage Productivity Center for Replication Alerts in Tivoli Storage Productivity Center stand-alone GUI

The alerts are also shown in the Tivoli Storage Productivity Center web-based GUI. When
you log on to the web-based GUI, click Home and select Alerts, as shown in Figure 3-25.
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\
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Analytics isk: 0 Running with... i
222 Warning
F5/LV: 102.8 GiB .
o 5 L . 0 Failed - .

o 0 Informational

jj 0 Not running
Reporting

View all monitors View all alerts
y y y

Settings

Figure 3-25 Tivoli Storage Productivity Center web-based GUI
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As shown in Figure 3-26, the Alerts panel is where you see all of the alerts that are managed
by Tivoli Storage Productivity Center. To view replication alerts, click the icon on the graph
and you see all replication alerts.
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Figure 3-26 Tivoli Storage Productivity Center for Replication alerts
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To explore an alert, click the resource in Internal Resource column, as shown in Figure 3-26.
If the resource is a storage system, click the hyperlink and Tivoli Storage Productivity Center
for Replication GUI opens and the storage system details are displayed, as shown in
Figure 3-27. If the user that is using the Tivoli Storage Productivity Center web-based GUI

does not have access to Tivoli Storage Productivity Center for Replication, the Tivoli Storage
Productivity Center for Replication login window opens. Enter a user name and password of a

user who is authorized to use Tivoli Storage Productivity Center for Replication and the

storage system details panel opens, as shown in Figure 3-27. For more information about the
user access control, see 3.5.3, “Managing user access” on page 95.
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[Select Storage System Action
Local Status: Connected

Remote Status: Connected D
Type: DS800G

¥endor: IEM

Lacation: Mone -

c

Health Overview
@ sessions
@3 normal
& vrning
O severe
lS(nragz Systems
&l Host systems

B management sarvers

B femote storage systems

Bl remore Host systems

=

Select Connection Action

= &l

 hmei 72513033

1A connected
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Figure 3-27 Storage System Details in Tivoli Storage Productivity Center for Replication GUI

Tivoli Storage Productivity Center for Replication for Open Systems



If the internal resource is not shown or if it is a session name, double-click a new resource in
the Internal Resource column (as shown in Figure 3-26 on page 141) and in a new window
you see the details about the alert that are related to that internal resource, as shown in
Figure 3-28.

i Alert 2012 Auag 8, 2013 09:06: 11 GMT+02:00

Replication configuration change

I ALRAS39w

* The Tivoli Storage Productivity Center for Replication resource SWCE-SWCZ_MM triggered an alert
with the following message: TwHNR19561 [8.8.2013 9:06:11] At least one copy set has been added
to or removed from session SVYCE-SVYCZ_MM,

Alert category: B3 Feplication Alert definition name: Replication Configuration Change
Resources: Alert creator: TPCUser

P
Acknowledge < Previous [l “Hext > |

Figure 3-28 Alert information

3.5 Tivoli Storage Productivity Center for Replication security
and user administration

In this section, we describe the role-based security model of Tivoli Storage Productivity
Center for Replication and how to add, modify, and remove user access to the application.

Tivoli Storage Productivity Center for Replication does not maintain a directory of user names
and passwords. Instead, the application uses the operating system repository or a
Lightweight Directory Access Protocol (LDAP) repository for user authentication.

The operating system repository is created by default during the installation of Tivoli Storage
Productivity Center.

For more information about the operating system and LDAP repositories, see the topic about
changing the user authentication configuration in the IBM Tivoli Storage Productivity Center
User's Guide, SC27-4060.

If you choose to use LDAP authentication, you must install the LDAP repository after you
install Tivoli Storage Productivity Center.

You can use the Tivoli Storage Productivity Center for Replication GUI or CLI to assign the
users and groups that are defined in the user repository to a user role. The roles are
predefined in Tivoli Storage Productivity Center for Replication and determine the
authorization level for individual users or all users who are in a group.

Note: To log on to Tivoli Storage Productivity Center for Replication, the user must have an
assigned user role or must belong to a group with an assigned role.
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3.5.1 Adding Tivoli Storage Productivity Center users and groups to Tivoli
Storage Productivity Center for Replication

By default, the common user that was defined during the installation of Tivoli Storage
Productivity Center and the user tpcFileRegistryUser are granted access to Tivoli Storage
Productivity Center for Replication and assigned to the Administrator role.

The user tpcFileRegistryUser is used only for recovery purposes. For example, if you
accidentally delete the repository that you are using for authentication, you can access Tivoli
Storage Productivity Center and Tivoli Storage Productivity Center for Replication by using
the user tpcFileRegistryUser.

The password for the user tpcFileRegistryUser is the same as the password that was
entered for the common user during the installation of Tivoli Storage Productivity Center.

To ensure smooth integration of Tivoli Storage Productivity Center with Tivoli Storage
Productivity Center for Replication, complete the following tasks:

» Add all Tivoli Storage Productivity Center users and groups (other than those that are
assigned by default) to Tivoli Storage Productivity Center for Replication. For example, if
you added a TPCSuperuser group to Tivoli Storage Productivity Center for LDAP
authentication, add that group to Tivoli Storage Productivity Center for Replication as well.

» Use the same user or group to log on to both applications.

You can add users and groups to Tivoli Storage Productivity Center for Replication by using
the GUI or the CLI.

3.5.2 Tivoli Storage Productivity Center for Replication role-based access
control

The following roles are defined in Tivoli Storage Productivity Center for Replication:
» Administrator

Administrators have unrestricted access to all features and functions in Tivoli Storage
Productivity Center for Replications. They can manage all replication-related activities and
sessions.

Administrators also manage access control and can assign users and groups to the
Administrator, Monitor, or Operator role. They can manage all sessions and perform all
actions that are associated with Tivoli Storage Productivity Center for Replication.

» Operator

Operators can manage specific sessions as determined by a user in the Administrator
role. Operators can issue commands only for sessions that they own.

The volumes that are in a session that is assigned to one user cannot be added to another
session that is assigned to a different user.

» Monitor

Monitors can view information in the Tivoli Storage Productivity Center for Replication;
however, they cannot modify or perform any commands or actions.
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If a user is assigned to one role as an individual and a different role as a member of a group,

the role with the highest level of authorization is granted to the user. For example, if a user

belongs to a group that is assigned the Administrator role and belongs to a group that is
assigned a Monitor role, the user is granted the authorization of the Administrator role.

For more information about roles and how to assign a role to a group, see the topic about
Tivoli Storage Productivity Center for Replication security in the IBM Tivoli Storage
Productivity Center User's Guide, SC27-4060.

3.5.3 Managing user access

To manage user access by using the Tivoli Storage Productivity Center for Replication GUI,
select Administration in the navigation tree. The Administration page is displayed, as shown
in Figure 3-29. This page lists all of the users and groups that were granted access to Tivoli

Storage Productivity Center for Replication.

Health Overview
Sessions
Storage Systems
Host Systems
Volumes

ESS/ D5 Paths
Management Servers
Administration
Advanced Tools
Console

About

Sign Out db2admin

Health Overview

@ Sessions
B 0 normal
& 0 warning
@ o severe
TQ Storage Systems

ﬁ Host Systems

E Management Servers

J Administration

Ja— Y

Add Access...

Select Action...

[)

Administrator

@ db2admin

) tpcFileRegistryUser Administrator

Figure 3-29 Administration page

You can add, modify, or remove user access from this page, as described in the following
sections.

Granting access to a user role
Complete the following steps to add a user or group to a user role:

1. On the Administration page, click Add Access, as shown in Figure 3-30 on page 96.

The Add Access wizard opens.
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Figure 3-30 Adding a user or group to a role

2. On the Welcome page of the wizard, enter the user or group name for which you want to
add access and the number of names that you want to be displayed. You can enter a
number in the range of 1 - 100. The default is 50.

If you want to search for all users, enter an asterisk (*) in the Users or group names field.

If you want to search for users that contain certain characters, you can use the asterisk as
a filter, as shown in Figure 3-31. In this example, only users or groups that contain the
characters db2 are displayed.

Add Access
= welcome Search
Select Users and Groups Search for users or groups to grant access to.

Select Access Level

conf Enter the name of users or groups to search for. You can use the '*' wildcard character to represent zero or more of any character.
onfirm

Adding Access #User or group names

Results db2*

#Maximum Results

50

<Back Finish

Figure 3-31 Search for the user or group to assign to a role
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3. On the Select Users and Groups page of the wizard, select the user or group for which you
want to grant access, as shown in Figure 3-32. Only those users or groups with names
that contain the characters db2 are displayed. You can select multiple users or groups.

Add Access

+ Welcome

o Select Users and Groups
Select Access Level
Confirm
Adding Access
Results

Select Users and Groups

Select which users and groups to add access for

IWNG60011
[Jul 30, 2012 3:144:24 PM] The query for user information returned successfully.

lame * Classification
[C]DB2ADMNS Group
[#]DB2USERS Group
[C]dbZzadmin User

[<Back] [Next>| Finish [Cancel]

Figure 3-32 Select the user or group to assign to a role

4. On the Select Access Level page of the wizard, click the role that you want to assign to the
user or group. In Figure 3-33, the Operator role is selected for the group DB2USERS and
the sessions that can be managed by the users in that group are selected.

Add Access

+ Welcome
+ Select Users and Groups
o Select Access Level
Confirm
Adding Access
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Select Access Level
Select the access level to grant.
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[<Back] [Next>] Finish [Cancel]

Figure 3-33 Select the role that you want to assign
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5. On the Confirm page of the wizard, review your selections. Click Back if you want to make
other changes or click Next to continue.

6. When you are prompted, click Finish to complete the wizard. The user or group and its
role are displayed on the Administration page, as shown in Figure 3-34.
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Figure 3-34 Administrator page with new DB2USERS group added

3.5.4 Modifying access to a user role

You can modify the access that is assigned to a user or group. For example, you can reassign
a user who is in the Operator role to the Administrator role. You also can add or remove
sessions for a user who is assigned to the Operator role.

Complete the following steps to change the role for a user or group:

1. On the Administration page, click the user or group that you want to modify, click
View/Modify Access in the Select Action list, and then click Go, as shown in Figure 3-35
on page 99.

The View/Modify Access page opens.

98 Tivoli Storage Productivity Center for Replication for Open Systems



Health Overview
Sessions
Storage Systems
Host Systems
Volumes

ESS/DS Paths
Management Servers
Administration
Advanced Tools
Console

About

Sign Out db2admin

Health Overview

@ sessions
0 normal

0 varning

@ 1 severe
B storage systems
L5 p— Systems

B Management servers

[ Administration

Add Access...

View/Modify Access -

Name “"Role " Classification
©) dbzadmin Administrator User
@ DB2USERS Operator Group
':‘tp:FHeR_egsthser Administrator User

Figure 3-35 Modify a user or group to a role

2. On the View/Modify Access page, click a role if you want to change the user role. If you

want to change the sessions that are assigned to a user in the Operator role, select or
clear the applicable sessions.

In Figure 3-36, the group DB2USERS is changed from the Operator role to the
Administrator role.
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Figure 3-36 Modify the access for the user or group

Chapter 3. General administration and high availability

99




3. Click OK. The role for the DB2USERS group changes from Operator to Administrator on
the Administration page, as shown in Figure 3-37.
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0 g | DB2USERS Administrator Group
savere
E Storage Systems  tpcFileRegistryUser Administrator User
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Figure 3-37 Administration panel

3.5.5 Removing access to a user role

To remove a user or group from a role, on the Administration page, click the user or group that
you want to remove, click Remove Access in the Select Action list, and then click Go.

The user or group is removed from the list of users and roles on the Administration page.
When you remove access, the user or users in a group cannot access the Tivoli Storage
Productivity Center for Replication GUI or run commands from the command line.

3.6 Tivoli Storage Productivity Center for Replication advanced
tools

Advanced tools are useful utilities and settings that assist you with your work in Tivoli Storage
Productivity Center for Replication. By using advanced tools, you can package log files, set
the browser refresh rate, and enable or disable the Metro Mirror heartbeat feature.

To manage advanced tools, select Advanced Tools in the navigation tree of the Tivoli

Storage Productivity Center for Replication GUI. The Advanced Tools page opens, as shown
in Figure 3-38 on page 101.
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Figure 3-38 Advanced Tools page

You can configure and use the utilities and settings in this page, as described in the following
sections.

3.6.1 Packaging log files

Tivoli Storage Productivity Center includes a utility that packages the log files that are created
by the application. By using this utility, you can collect all log files in one location for diagnostic

purposes. For example, you might be asked to package these files and send them to IBM
Software Support.

Complete the following steps to create a log file package:

1. On the Advanced Tools page, click Create under Package Log Files. When the log
package is created, the package file name and location on the Tivoli Storage Productivity

Center for Replication management server is displayed as a link, as shown in Figure 3-39
on page 102.
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@ secions ’f/ [Aug 8, 2013 12:36:45 PM] Log packages were successfully created and placed at location C:\Program Files\IBM\TPC\wip\usrisa
\TPC_RM-tpcr-vm41_2013-08-08_12-36-45 jar
4 2 normal
& 5 verming
Q 1 severe
Create | Display PE Packages
El Storage Systems
Bl Host systems Set browser auto-refresh rate
& Management Servers Brovser auto-refrash rste (seconds)
30 (5-3800)
Apply

Enable/Disable Heartbeat (ESS/D5 only)

Figure 3-39 Link to the log package.jar file

2. Click the link to download the log package to the server on which the web browser is
running.

Note: If you want to download log packages that were created previously, click Display PE
Packages.

3.6.2 Setting the auto refresh rate for the browser

On the Advanced Tools page, you can define the rate in seconds in which the content in the
web browser is refreshed. You can enter a number 5 - 3600; the default is 30, as shown in
Figure 3-39.

3.6.3 Managing the Metro Mirror heartbeat

When the Metro Mirror heartbeat is enabled, the Tivoli Storage Productivity Center for
Replication management server sends a signal to all connected ESS800, DS6000, and
DS8000 storage systems on which the server is managing replication relationships.

If the connection is lost to one storage system, the heartbeat signal is stopped to the
remaining storage systems. The volumes on the other storage systems are also frozen to
maintain consistency across the storage systems.

If the connection is lost to one of the storage systems, the storage system responds by
freezing all logical storage subsystem (LSS) pairings that are managed by the management
server. This process of freezing LSS pairings across the storage systems helps to ensure
consistency across the storage systems.

The Metro Mirror heartbeat is available for Metro Mirror sessions that do not have HyperSwap
enabled.
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When you are determining whether to use the Metro Mirror heartbeat, analyze your business
needs. If you disable the Metro Mirror heartbeat, data might become inconsistent if the
management server is down or connection to a storage system is lost. If you enable the Metro
Mirror heartbeat and a freeze occurs, your applications cannot perform write operations until
the freeze timeout value for the storage system passes.

For more information about the Metro Mirror heartbeat, see the topic about using the Metro
Mirror heartbeat in the IBM Tivoli Storage Productivity Center User's Guide, SC27-4060.

To enable or disable the Metro Mirror Heartbeat, on the Advanced Tools page, click Enable
Heartbeat or Disable Heartbeat.

By default, the Metro Mirror Heartbeat is disabled, as shown in Figure 3-40.

Health Overview -
Sessions 7 . Advanced Tools
Storage Systems j

Host Systems

Volumes p
ESS/DS Paths %
Management Servers Z —
Administration
Advanced Tools
Console

About

Package Log Files

Sign Out db2admin Click the button below to package PE data.

Health Overview Create | Display PE Packages
Sessions

4 normal Set browser auto-refresh rate

b 0 varning Broveer suto-refrash rate (seconds)

30 (5-3500)
0 severe

El Storage Systems
&l bost systems Apply
& vanagement servers Enable/Disable Heartbeat (ESS/DS only)

Enable Heartbeat| | Disable Heartbeat

Figure 3-40 Enable or disable the Metro Mirror heartbeat

3.7 Tivoli Storage Productivity Center for Replication Console

Tivoli Storage Productivity Center for Replication provides a detailed log of user and system
activity. This log is called the Tivoli Storage Productivity Center for Replication Console.

The Tivoli Storage Productivity Center for Replication Console detects dependent messages
and groups them as so-called child/children messages under the root message for the logged
event, which significantly improves the readability of the log. The console also provides a
hyperlink-based help system for the various messages.

You can start the console by clicking Console from the navigation tree area of the Tivoli
Storage Productivity Center for Replication GUI, as shown in Figure 3-41 on page 104.
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Figure 3-41 Opening Console from navigation tree
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You also can click Open Console in the message lines, which is in the upper section of the
Work Area after you performed specific actions in Tivoli Storage Productivity Center for

Replication, as shown in Figure 3-42.

Create Session.. |
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Figure 3-42 Example of Open Console hyperlink
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Figure 3-43 shows the Tivoli Storage Productivity Center for Replication Console window with
various roots and a pointer to child messages.

n Tivoli Storage Produd

——— i
ivity Center for Replication - Mazilla Firefox: IBM Edition e |

& https//tper-vmdl storage.tucson.ibm.com:9559/CSW/ Console jsp#CONSOLE_BOTTOM
Aug 8, 2013 1:10

109 PM : Server : INNH17681 : The Easy Tier heat map transfer service was started. -

- 2 children messages
Aug 8, 2013 1:10:14 PM : Server : IWNR1300I : Copy Services Manager version 5.2.0 has started successfully.
@ Aug 8. 2013 1:10:23 PM : Server : IWNH1037E : Device DS8000:BOX:2107.LM841 managed by hardwars connection ESSNI:9.11,222,96::2107 LM841 is no lenger accessible,

Aug 8, 2013 1:10:23 PM : Server : IWNR1355E : Tivoli Storage Broductivity Center for Replication Server tper-vm41.storage.tucson.ibm.com has encountersd communication errars with storage system
DS2000:BOX:2107.LM841.

& Aug 8, 2013 1:10:23 PM : Server : INNR1353W : Session ITSO-TEST has changed fram Warning status to Severe status,

Aug 8, 2013 1:10:27 PM : Server : [IWNH1038I : Device DS8000:BOX:2107.03611 managed by hardware connection ESSMNI:9,11,222,51::2107.03611 is now accessible,

Aug 8, 2013 1: 28 PM : Server : [IWNHOOO6I : The IBM Tivali Storage Praductivity Center for Replication server has been initialized with 2984 volumes for storage system DS8000:B0X:2107.03611,
.3 Aug 8, 2013 1: 28 PM : Server : [IWNR1335W : Session ITSO-TEST has changed fram Severe status to Nermal status,

Aug 8, 2013 1:14:43 PM : Server : [INNH1038I : Device DSS8000:BOX:2107.LM341 managed by hardware connection ESSNI:3.11.222.96::2107.LM841 is now accessible.

Aug 8, 2013 1:15:12 PM : Server : [IWNHOO0SI : The IBM Tiveli Storage Productivity Center for Replication server has been initialized with 26023 volumes for storage system DS2000:BOX:2107.LM341,

(7 Aug 8, 2013 1:30:01 PM : db2admin : IWNR11381 : Log packages were successfully created and placed at location C:\Program Files\IBMITEChwlplusriserversireplicationServeridiagnostics\TRC_RM-
@ per-vmat 2013-08-08_13-30-01jar

Aug 8, 2013 1:34:37 PM : ¢bZadmin : IWNR 11981 : Log packages were successfully created and placed at location Ct\Program Files\IBM\TBCwip\usriserversireplicationServeridiagnostics\TBC_RM-
tpcr-vm41_2013-08-08_13-34-27 jar
@ Aug 8 2013 1:41:48 PM : Server : INNHL1031E : The Replication Manager is disconnected from the hardware device server at 9.11,222.96.

Aug 8, 2013 1:41:48 PM : Server : INNR1355E : Tiveli Storage Productivity Center for Replication Server tper-vm41.storage.tucson.ibm,com has encountered communication errers with storage system
3.11,222.96,

g Aug 8, 2012 1: 52 PM : Server : IWNH1027E : Device DSS000:BOX:2107 LME841 managed by hardware connection ESSNI:9.11,222.96

Aug 8, 2013 1:41:52 PM : Server : IWNR1355E : Tiveli Storage Productivity Center for Replication Server tper-vm4 1.storage.tucson.ibm,com has encountered communication errers with storage system
DS2000:BOX:2107.LM841,

@ Aug 8, 2013 1:41:52 PM : Server : IWNH1044E : The Replication Manager is disconnected from 3 cluster for the hardware device server at DS8000:BOX:2107 LM841,
[y Aug 82013 1:41
@ Aug . 2012

Aug 8, 2013 :52 PM : Server : IWNR1355E : Tiveli Storage Productivity Center for Replication Server tper-vm41.storage.tucson.ibm,com has encountered communication errers with storage system
DS2000:BOX:2107.LM841,

& Aug 8, 2013 1:57:25 PM : Server : [IWNR1355W : Session ITSO-TEST has changed from Severe status to Normal status,

Aug 8, 2013 1: 17 PM : Server : INNH1038I : Device DS8000:BOX:2107.LM841 managed by hardware connection ESSNI:5.11.222.96::2107.LM841 is now accessible.

Aug 8, 2013 2: 40 PM : Server : IWNHOOOSI : The I1BM Tiveli Storage Productivity Center for Replication server has been initialized with 1597 volumes for storage system XIV:BOX:7825425,
Aug 8, 2013 2:08:40 PM : Server : [IWNHODO6I : The IBM Tivali Storage Praductivity Center for Replication server has been initialized with 1623 volumes for storage system XIV:BOX:7 825826,
g Aug 8, 2013 2:19:39 PM : Server : [IWNH10Z1E : The Replication Manager is disconnected from the hardware device server at 9.11,222.96,

107.LM841 is no lenger accessible,

52 PM : Server : [IWNR1355W : Session ITSO-TEST has changed from Normal status to Severs status.
:52 PM : Server : INNH10Z27E : Device DS8000:BOX:2107 LM841 managed by hardware connection ESSNI:3.11.222.96

107.LM841 is ne longer accessible.

Aug 8, 20132 2:19:29 PM : Server : INNR1955E : Tivoli Storage Productivity Center for Replication Server tpcr-vm4 L.storage.tucson.ibm.com has encountered communication errors with storage system
9.11.222.96.

g Aug 8, 2012 2:
g Aug 8, 2013 2:
& Aug 8, 2013 2: 43 PM : Server : INNR19359W : Session ITSO-TEST has changed from Normal status to Severs status.,

g Aug 8, 2013 2:15:43 PM : Server : INNH1037E : Device DS8000:BOX:2107 LM841 managed by hardware connection ESSNI:3.11.222,96::2107.LM3841 is no longer accessible.

Aug 8, 2013 2:15:43 PM : Server : INNR1355E : Tiveli Storage Productivity Center for Replication Server tper-vm41.storage.tucson.ibm,com has encountered communication errers with storage system
DS2000:BOX:2107.LM841,

Aug 8, 2013 2:15:43 PM : Server : INNR1355E : Tiveli Storage Productivity Center for Replication Server tper-vm41.storage.tucson.ibm,com has encountered communication errers with storage system
DS2000:BOX:2107.LM841,

(B Aug 8, 2013 2:25:02 PM : Server : IWNR1353W : Session ITSO-TEST has changed from Severs status to Normsl status. E
Aug 8, 2013 2:

43 PM : Server : INNH1027E : Device DSS000:BOX:2107 LME841 managed by hardware connection ESSNI:2,11,222,96::2107.LM841 is no lenger accessible,
43 PM : Server : INNH1044E : The Replication Mznager is discennected from a cluster for the hardware device server at DSS000:BOX:2107.LM341,

:52 PM : Server : INNH1028I : Device DSS8000:BOX:2107.LM2841 managed by hardware connaction ESSNI:S.11.222.96::2107.LM841 is now accessible. -

Figure 3-43 Tivoli Storage Productivity Center for Replication Console window

The console lists the message IDs of the messages as hyperlinks. Clicking these hyperlinks
takes you to the associated help panels, as shown in Figure 3-44 on page 106.
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TWNR3091E

MMessage Text:
[tirnestamyp] High-Availability had a connection failure with the serwer VALUE | with a message code of VALUE, 2 and a reason code of VALUE_3.

Explanation:
High-Asailability had a connection faflure with the server VALUE 1 with a message code of VALUE 2 and a reason code of VALTJE 3
Possible Message Codes:

# 32 - The active server already has too many standby servers.

® 33 - The active server is actually a standby server.

* 34 - The active server is alteady connected to the standby server

* 48 - The standby server already has an active server and it is not the given standby server,
* 49 - The standby server is actually an active server.

® 50 - The standby server is already connected with the active server.

# 51 - The standby server already has an active server so cannot create any mote.
» 06 - The synchronization process falled on the active server.

® 83 - The synchronization process failed on the standby serer.

» 113 - The connection has been shutdown.

* 114 - There was a corrnunications read failure,

» 115 - There was a communications write failure

® 116 - There was an HA server wersion rnismatch and they do not work together.
» 117 - The alternate server is a standby server.

* 118 - The given active and standby servers are the same server.

® 119 - There was a HA synchronization failure.

Figure 3-44 Help panel

If you created a log package and must download it later, the console shows you the log
package destinations as hyperlinks. By clicking these hyperlinks, the package file is saved.

3.8 Tivoli Storage Productivity Center for Replication High
Availability

Tivoli Storage Productivity Center for Replication offers support for creating a more resilient,
highly available Tivoli Storage Productivity Center for Replication environment by using a
standby server concept.

In addition to your active Tivoli Storage Productivity Center for Replication server, you can
install a second Tivoli Storage Productivity Center for Replication server into your
infrastructure (for example, at your remote site) and define it as a Tivoli Storage Productivity
Center for Replication standby server. Tivoli Storage Productivity Center for Replication then
replicates all changes of the active server’s repository to the repository of the standby server.

Note: Because the servers communicate with each other over TCP/IP network, make sure
that they are authenticated through all firewalls.

At any time, a takeover process can be started at the standby server. This takeover process
stops any relationship between active and standby server and turns the standby server into
an active Tivoli Storage Productivity Center for Replication server with the same configuration
the original server had at the time of takeover. This takeover process often occurs after the
active server fails or is down because of a disaster.
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The Tivoli Storage Productivity Center for Replication standby server does not need to be on
the same operating system platform as the active Tivoli Storage Productivity Center for
Replication server. Tivoli Storage Productivity Center for Replication supports a standby
server that is running in another platform.

This section guides you through the steps to set up a Tivoli Storage Productivity Center for
Replication Server as a standby server and explains how to start a takeover process.

Figure 3-45 shows an overview of a typical two-site storage infrastructure with a high
available Tivoli Storage Productivity Center for Replication installation.

SITE A SITEB
TPC-R TPC-R
M_ana:a_ment Server - ACTIVE Management Server - STANDBY
CR T CREFE

j Synchronisation

.

Private Q

g g

sVC ¢
e i
Storwize s Storwize

Unified

sSvC  §
e =
Storwize Storwize
SEEEE Unified

CIM Agent

£

CIM Agent

DS6000 DS6000

DS8000
DS8000

ESS800 Xiv Xiv

ESS800

Figure 3-45 Active and standby Tivoli Storage Productivity Center for Replication servers

As Figure 3-45 shows, both servers must have IP connectivity to each other and to all storage
systems that are managed by Tivoli Storage Productivity Center for Replication.

Note: Tivoli Storage Productivity Center for Replication supports one standby server for an
active server. This is also true for a three-site environment.

3.8.1 Setting up a Tivoli Storage Productivity Center for Replication standby
server

To set up a Tivoli Storage Productivity Center for Replication standby server for your active
server, you must install the Tivoli Storage Productivity Center to the standby server. This task
also installs Tivoli Storage Productivity Center for Replication.
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The standby server can be set up by using one of the following methods:

» Setting up a different server as the standby server
» Setting up the server you are logged in to as the standby server

Note: The standby server cannot manage sessions that are running in the active server.
Also, the standby server must be configured after you have your High Availability plan
defined. After setting a server as a standby server, you cannot use this server for any other
purpose than a Takeover.

Setting up a different server as the standby server

You set up a Tivoli Storage Productivity Center for Replication standby server by logging in to
the active server and defining a different server as a standby server.

Assume that you have an active Tivoli Storage Productivity Center for Replication server with
some sessions defined, but without a standby management server, as shown in Figure 3-46.
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Figure 3-46 Active Tivoli Storage Productivity Center for Replication server with defined sessions
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To define the standby Tivoli Storage Productivity Center for Replication server, click
Management Servers in the navigation tree from of your active Tivoli Storage Productivity
Center for Replication Server or click Configure in the Health Overview panel.

The Management Servers panel of your active server opens, as shown in Figure 3-47 on
page 109. You can see an entry for your server with its DNS name and the information that it
has the active role.
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Figure 3-47 Active Tivoli Storage Productivity Center for Replication server: Management Servers panel

From the drop-down menu of the Management Servers panel, select Define Standby and
click Go, as shown in Figure 3-48.
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Figure 3-48 Active Tivoli Storage Productivity Center for Replication server: Select Define Standby
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Tivoli Storage Productivity Center for Replication now shows a panel in which you must enter
the IP address or the fully qualified DNS name of your designated Tivoli Storage Productivity
Center for Replication standby server. You also must enter a user name and a password for
the standby server, as shown in Figure 3-49. This user must be a Tivoli Storage Productivity
Center for Replication Administrator. Click OK after you enter and verify your information.

Management Servers

Status: @ o Srandby

Select fction 7] Joo]

SSCTCR4Z-Twindous.ssclab-li-siner  ACTIVE fir dby Server

+DomainfLP of standby server
172311482

#Username for standby server
[Adrministrator

+Passuard for standby server

ok| | cancal

Figure 3-49 Define address and user credentials for standby

Important: Defining a Tivoli Storage Productivity Center for Replication server as a
standby server overwrites the complete database of the standby server. There is no way
within Tivoli Storage Productivity Center for Replication to recover the configuration after it
is overwritten.

Also, Tivoli Storage Productivity Center for Replication server uses TCP port 9561 for
communication with other Tivoli Storage Productivity Center for Replication servers for
high-availability purposes.

After you click OK, a confirmation message is shown that explains that you are about to
overwrite the current configuration for this management server and prompts you to confirm
that you want to continue, as shown in Figure 3-50. Click Yes.

| Define Standby Server

W arning:

IWHRI111W [Aug 14, 2013 11:28:34 PM] This command

! \ will define another management server as a standby for this
serwer, This will averwrite the configuration of the specified
standby, Do you want to continue?

Figure 3-50 Standby server confirmation message
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Tivoli Storage Productivity Center for Replication establishes communication with the
designated standby server, turns it into standby mode, and then starts to synchronize the
repository of the active server with that of the standby server. The Management Servers
status switches to a Connected status and warning, as shown in Figure 3-51, while the
repository of active Tivoli Storage Productivity Center for Replication is copied to the standby
Tivoli Storage Productivity Center of Replication server.

Health Overview

Sessions —_ - == Management Servers
Storage Systems i_“" i

Host Systems L=

Yolumes _a

ESS/DS Paths
Management Servers
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0 Remote Storage Systems
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Figure 3-51 Status after define of standby server

After the synchronization process completes, the state turns to a Synchronized status and
you see the content of the Management Servers panel of your active server that is shown in
Figure 3-52.
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Figure 3-52 Standby server is synchronized
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The standby server Tivoli Storage Productivity Center for Replication now shows that it is
connected to the remote server, as shown in Figure 3-53.
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Figure 3-53 Health Overview panel after standby synchronization

Setting up the server you are logged in to as the standby server

You can also define your standby server by logging in to the designated standby server and
set it as standby.

From the Management Servers panel, select Set this Server as Standby in the drop-down
menu and click Go, as shown in Figure 3-54 on page 113.
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Figure 3-54 Set the current server as a Tivoli Storage Productivity Center for Replication standby server

In the next panel, you must specify the IP address or DNS name of the server for which your
current server acts as a standby server. You do not have to supply any user credentials
because you do not overwrite the configuration of the active server or damage it in any other

way.

Click Ok to define your server as standby, as shown in Figure 3-55 on page 113.
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Figure 3-55 Enter the address of the active Tivoli Storage Productivity Center for Replication server
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Important: Defining a Tivoli Storage Productivity Center for Replication server as a
standby server overwrites the complete database of the standby server. There is no way
within Tivoli Storage Productivity Center for Replication to recover the configuration after it
is overwritten.

After you click OK, a confirmation message is shown that provides a warning that you will
overwrite the current configuration for this management server and prompts you to confirm
that you want to continue, as shown in Figure 3-56. Click Yes.

Set this Server as the Standby for Active Server

Warning:
i IWMRZ113W [Aug 15, 2013 12:24: 38 AM] This command
A% will set this management server as a standby for another
! }I management server, This will averwrite the current
configuration far this management server, Do you want to
continue?

Yes Mo

Figure 3-56 Set this Server as Standby confirmation message

Tivoli Storage Productivity Center for Replication now establishes communication with the
designated active server and starts to synchronize the repository of the active server with the
standby server. The Management Servers status switches to Connected status, as shown in
Figure 3-57 on page 114, but it is still in warning because the servers are not yet
synchronized.
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Figure 3-57 Warning status
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After the synchronization process completes, the state turns to Synchronized and you see the
content of the Management Servers panel of your active server that is shown in Figure 3-58.
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Figure 3-58 Standby Server that is synchronized

The standby server is successfully defined for your active Tivoli Storage Productivity Center
for Replication server. Your active server works as before (but now t it propagates all changes
to your standby server). However, your standby server now has the following different
properties:

» Configuration of the Tivoli Storage Productivity Center for Replication standby server in
terms of Storage Systems, ESS/DS Paths, Sessions, and Copy Sets was overwritten with
the configuration of the active Tivoli Storage Productivity Center for Replication server.

» The Sessions menu item is disabled so that you cannot view or modify any Session or
Copy Set-related configurations from the standby server.

» You can view the Storage Subsystem and ESS/DS Paths configuration, but you cannot
make any changes from the standby server.

» You can access the Advanced Tools menu but you cannot alter the Heartbeat setting from
the standby server.

» You can still access the Tivoli Storage Productivity Center for Replication Console from the
standby server.

Note: User access data is not synchronized between active and standby Tivoli Storage
Productivity Center for Replication servers.

Setting up standby server by using CLI

You can also use the Tivoli Storage Productivity Center for Replication CLI to define a standby
server for your active server or to define your current server as a standby server to a different
server.
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To define a standby server for your active server, open a CLI command window on your active
server and run the setstdby CLI command, as described in the following steps:

1. Run csmcli.bat from your default Tivoli Storage Productivity Center for Replication
installation directory TPC_Install\Program Files\IBM\TPC\cli. The command opens a
CLI window. If you did not set up the CLI properties file, the CLI prompts you to enter a
username and password for logging on to the server. On AIX and Linux servers, you must
run the csmc1i.sh script from the default Tivoli Storage Productivity Center for Replication
installation directory /opt/IBM/TPC.

2. Run the 1shaservers command to verify that your active server is not already connected
to a standby server, as shown in Example 3-20.

Example 3-20 List HA servers

csmcli> Tshaservers
Server Role  Status Port

SSCTCP42-T.windows.ssclab-1j-si.net ACTIVE No Standby 9561
csmcli>

3. Run the setstdby command the set the standby server. Through the CLlI, you are informed
that this operation overwrites the contents of the standby server database, and you are
prompted to confirm that you want to continue, as shown in Example 3-21.

Example 3-21 Adding standby server

csmcli> setstdby -password 12345678 -server 172.31.149.2 -username Administrator
IWNR3111W [Aug 15, 2013 12:56:01 AM] This command will define another management
server as a standby for this server. This will overwrite the configuration of the
specified standby. Do you want to continue? [y/n]:y

IWNR30201 [Aug 15, 2013 12:56:05 AM] Connection to the active high-availability
server at 172.31.83.171 making the server IICTPCRT1-PRI.windows.ssclab-1j-si.net a
standby was successful.
csmcli>

4. Run the 1shaserves command again to confirm that your active server now has a standby
server, as shown in Example 3-22.

Example 3-22 New standby server

csmcli> Tshaservers
Server Role Status Port

SSCTCP42-T.windows.ssclab-1j-si.net ACTIVE Synchronized 9561
IICTPCRT1-PRI STANDBY Synchronized 9561
csmcli>

The standby server is successfully defined for your active Tivoli Storage Productivity Center
for Replication server.

3.8.2 Takeover

If your active Tivoli Storage Productivity Center for Replication server fails (or if there is a
planned failover), you must perform a takeover of the active server role on your standby Tivoli
Storage Productivity Center for Replication server.
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The takeover action is a manual process, which can be started through the GUI or the CLI on
the Tivoli Storage Productivity Center for Replication standby server.

After you perform the manual takeover on the standby server, the synchronization of
repository changes stops and the Tivoli Storage Productivity Center for Replication standby
server becomes an active server with the same configuration as the original active server.

This is the case even when the original active server is still running. In this case, you have two
active Tivoli Storage Productivity Center for Replication servers with identical configurations
in your environment. You can manipulate your copy services configurations from both servers,
although changes in the Tivoli Storage Productivity Center for Replication databases are no
longer synchronized between the two active servers.

This can lead to inconsistencies in your overall configuration, which can damage your
environment. Therefore, we do not recommend that you have two active Tivoli Storage
Productivity Center for Replication servers.

Important: Before you attempt a Tivoli Storage Productivity Center for Replication
takeover, we recommend that you always shut down the active Tivoli Storage Productivity
Center for Replication server or stop the replication server.

You can start a takeover only from the standby server. In a planned situation (for example, for
maintenance purposes), we recommend that you first shut down the Tivoli Storage
Productivity Center for Replication or stop the replication server by running the
stopTPCreplication.bat command.

After you stop the active Tivoli Storage Productivity Center for Replication server, the standby
server is in Disconnected Consistent status, as shown in Figure 3-59.

TOFRTE SYStaTE
Host Systems
Yolumes
ES5/DS Paths
Ma 't 5

Hl remote Host Systems

Session Overview

Configure

Figure 3-59 Standby server status: Disconnected Consistent

You can see that all storage systems that are connected as the standby server received the
configuration of the storage systems via the repository synchronization process from the
active server.
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The Sessions hyperlink in the navigation tree area is grayed out (as shown in Figure 3-59)
because the Tivoli Storage Productivity Center for Replication server is still the standby
server.

Click Management Servers, which opens the Management Servers panel of your standby
server, as shown in Figure 3-60.
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Figure 3-60 Management Servers panel on Standby server

You now see a list of two Tivoli Storage Productivity Center for Replication servers with active
and standby roles.

The status of both management servers is Disconnected Consistent from the point of view of
the standby server. This means that the standby server cannot communicate with its active
server, but it has a consistent database and can take over the role of the active server.

In the drop-down menu, select Takeover and click Go (as shown in Figure 3-61 on page 119)
to start the takeover process.
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Figure 3-61 Standby server: Takeover

You also have the opportunity to attempt to reconnect to your active server before you decide
that a takeover is necessary. The active server is down, so you can omit this step.

You first see a confirmation message that warns you that if the original active server is still up,
you have two active Tivoli Storage Productivity Center for Replication servers with identical
configurations in your environment, as shown in Figure 3-62.

Management Servers

SelectAction =

172.31.83.171 AcTI

IICTRCRT1-PRLuindows.ssclab--siner  STAN

Figure 3-62 Standby server: Confirm takeover

Because you shut down your original active server, click Yes to continue.

Tivoli Storage Productivity Center for Replication changes the role of your standby server to
an active server, as shown in Figure 3-63 on page 120.
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Figure 3-63 Takeover action

After few seconds, the Management Servers panel that is shown in Figure 3-64 opens.
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Figure 3-64 Takeover complete
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Your standby server is now an active Tivoli Storage Productivity Center for Replication server.
The Sessions menu item in the Navigation Area is now active. You can manipulate your
sessions from the activated standby server.

Click Sessions in the navigation area. The Sessions Overview panel opens in which a list of
the sessions that were originally configured on the previous active Tivoli Storage Productivity
Center for Replication server are shown, as shown in Figure 3-65.

l . Sessions Last Update: Aug 15, 2013 2:12:08 AM

[actions = &l

€ syca-sves am @ vormal (=l Brepsre

d
C sucs-sves GMuP @ hormal M Prepared
€ suca-svcz_mm [ rormal ) Prepared H1
C yIKRTMTRRLSM & vormal am Prepared

' psakmmEoFs rat Defined H1

C Imported Fe Defined H1

I
z z z = < = = |
- -2- B

© suca-svcz omup =] Defined H1

Figure 3-65 Sessions on the new active TPC-R server

You can also perform the takeover process by using the CLI and the hatakeover command
that is run by the standby server, as shown in Example 3-23.

Example 3-23 Takeover command in CLI

csmcli> hatakeover

IWNR3114W [Aug 15, 2013 2:20:27 AM] This command will make this standby management
server an active management server. Both management servers will be active with
identical configurations. Do you want to continue? [y/n]:y

IWNR30631 [Aug 15, 2013 2:20:33 AM] Successfully issued the takeover to the
standby server SSCTCP42-T.windows.ssclab-1j-si.net with the active HA server
IICTPCRT1-PRI.
csmcli> Tshaservers
Server Role  Status Port

SSCTCP42-T.windows.ssclab-1j-si.net ACTIVE No Standby 9561
csmcli>

Tivoli Storage Productivity Center for Replication does not offer a failback function. Complete
the following steps to return to your original active server:

1. Start your recovered original Tivoli Storage Productivity Center for Replication server.

2. On the original active Tivoli Storage Productivity Center for Replication GUI, select
Management Servers and then select Remove Standby from Select Action drop-down
menu.
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3. After the standby server is removed, select Set this Server as Standby from the Select
Action drop-down menu. Tivoli Storage Productivity Center for Replication GUI prompts
you to specify the name or IP address of the Active Server.

4. Wait until both servers reach the Synchronized status.

5. Perform a takeover on this Tivoli Storage Productivity Center for Replication server after
synchronization completes. You have two active servers during this part of the process.

6. On the original standby server, remove the standby server by clicking Remove Standby
from the drop-down menu

7. Set your original standby server as a standby server to the original active server.

3.8.3 Best practices

In this section, we describe best practices for configuring and using Tivoli Storage
Productivity Center for Replication in a highly available Tivoli Storage Productivity Center for
Replication environment.

High-availability configuration

The Tivoli Storage Productivity Center for Replication high-availability configuration is highly
recommended because it provides high availability of replication management. As a best
practice, we recommend that you have the active Tivoli Storage Productivity Center for
Replication server always in primary site, while the standby server is required in disaster site.
If you have a three-site solution, the standby server is not required in the intermediate site, so
in a three-site solution, such as Metro Global Mirror, the standby server is required in the third
site.

Tivoli Storage Productivity Center for Replication does not support two standby servers. If
there is a disaster on the primary site, the standby server is in Disconnected Consistent
status and is ready to takeover. This action makes the standby server active and you can
continue to manage replication.

Accidentally removing the standby server

If you accidentally remove the standby server from the active server, you can reconnect the
standby server. The standby server is in Disconnected Consistent status. On the standby
server, you must run Reconnect action and it synchronizes the repository with your active
server.

Loss of connectivity in high-availability configuration

When you lose connectivity between the active and standby server, the servers has the
Disconnected Consistent status. When the connection is available, the communication
between the servers must be manually reconnected. To do this, select Reconnect action on
the Management Servers panel from the drop-down menu and then click Go. The server is
synchronized again, and you have high-available configuration.
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Note: Tivoli Storage Productivity Center for Replication does not automatically
resynchronize the servers if the loss of connectivity was the result of a network issue
breaking communication.

Because Tivoli Storage Productivity Center for Replication cannot determine what caused
the breakage, the server is not automatically resynchronized. The original active server
might be corrupted during the downtime. If this was the case, we do not want to wipe out
the standby, which might be the only uncorrupted version of the server. For this reason,
Tivoli Storage Productivity Center for Replication waits for a customer command that
indicates that the active server is not corrupted.

Upgrading use scenario

Upgrading Tivoli Storage Productivity Center for Replication in a high-availability configuration
requires planning and step-by-step procedures because the servers are synchronized. In this
section, we describe a procedure to upgrade the active and standby Tivoli Storage
Productivity Center for Replication server.

Complete the following steps to upgrade the servers:

1. Run the takeover command of active server on the standby server. This makes your
standby server active and ready for upgrade.

2. Upgrade the standby server.

3. Wait for the standby server to complete the upgrade installation and start. The standby
server is active server with no defined standby server.

4. Upgrade the active server.

5. If no changes were made to the configuration while the active server is upgraded,
reestablish the High Availability function from the active server to the defined standby
server by selecting Reconnect action.

6. If configuration changes were made to the standby server, synchronize the High
Availability function from the standby server to the active by using the Define Standby
action. This defines your active server as standby. To go to the original configuration, you
must perform a takeover, make that new standby server as an active server, and define its
standby server (which was the standby server).

Note: During the initial synchronization, the current information in the repository is saved
and held until the synchronization is complete. If an error occurs during this process, the
server repository is restored to its original state before the synchronization process began.
If an error occurs during the synchronization process that causes the status to be in the
disconnected or inconsistent state, you can reconnect to a synchronized state.

3.9 Starting and stopping the Tivoli Storage Productivity
Center for Replication server

In this section, we describe how to verify that Tivoli Storage Productivity Center for
Replication components are running and how to start or stop Tivoli Storage Productivity
Center for Replication components if they must be restarted.

Scripts for starting and stopping Tivoli Storage Productivity Center for Replication
components are provided by the Tivoli Storage Productivity Center installation.
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3.9.1 Verifying the status of components

After you install Tivoli Storage Productivity Center, you can verify whether the Tivoli Storage
Productivity Center for Replication components are running. The procedure that is described
in this section can also be used if there is a problem with Tivoli Storage Productivity Center for
Replication. We also describe a procedure to start and stop Tivoli Storage Productivity Center
for Replication server.

Starting from version 5.2, Tivoli Storage Productivity Center for Replication is running as a
process in a Windows environment.

To check whether the process is running, start Task Manager on Windows, as shown in
Figure 3-66, and look for java.exe *32 processes.
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Figure 3-66 Starting Windows Task Manager

To check which Java process is using Tivoli Storage Productivity Center for Replication, you
must add the Command Line column, as shown in Figure 3-67 on page 125. This column
shows details about the processes where you can see that Tivoli Storage Productivity Center
for Replication process is started, as shown in Figure 3-68 on page 125.
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Figure 3-67 Selecting Command Line view
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Figure 3-68 Tivoli Storage Productivity Center for Replication process running

Chapter 3. General administration and high availability

125



On AIX and Linux servers, you can check whether the Tivoli Storage Productivity Center for
Replication components are running by running the following command:

ps -aef | grep replication
You can also check whether the Tivoli Storage Productivity Center for Replication

components are running on the Windows operating system by completing the following steps:

1. In a Windows Command Prompt, go to the directory
TPC_installation_directory\wlp\bin\ where TPC_installation_directory is the
top-level directory where you installed Tivoli Storage Productivity Center (for example,
C:\Program Files\IBM\TPC\).

2. Run the server.bat status replicationServer command, which should return a status
of running, as shown in Example 3-24.

Example 3-24 TPC-R status running

C:\Program Files\IBM\TPC\wlp\bin>server.bat status replicationServer
Server replicationServer is running.

If the Tivoli Storage Productivity Center for Replication components are not running, you see
a status as shown in Example 3-25.

Example 3-25 TPC-R status not running

C:\Program Files\IBM\TPC\wlp\bin>server.bat status replicationServer
Server replicationServer is not running.

On the AIX or Linux operating system, you run the ./server status replicationServer
command from the TPC_installation_directory/wlp/bin/ where

TPC installation_directory is the top-level directory where you installed Tivoli Storage
Productivity Center; for example, /opt/IBM/TPC/.

You can also check whether Tivoli Storage Productivity Center of Replication server is
running by entering the address of Tivoli Storage Productivity Center for Replication server
(https://hostname:port/CSM) in a supported web browser. If you see the Tivoli Storage
Productivity Center for Replication login page, it means that all Tivoli Storage Productivity
Center for Replication components are running. Otherwise, you see the message that is
shown in Figure 3-69.

Unable to connect

Firefox can't establish a connection 1o the server at ssctcpaz-
twindows,ssclab-j-si.net: 9358,

» The site could be termpararily unavailable or too busy, Try again in a Few
maments,

= If you are unable to load any pages, check vour computer's netwark connection,

» IF your computer or network is protecked by a Firewall or proxy, make sure that
Firefox is permitted to access the web,

Figure 3-69 Tivoli Storage Productivity Center for Replication server is not running
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On the Windows operating system, the Tivoli Storage Productivity Center of Replication
server use scheduled tasks to start the servers when the Windows computer is started again.
To view the scheduled tasks for the Device server and the Replication server on Windows,
start the Windows Task Scheduler by clicking Start — Administrative Tools — Task
Scheduler. In the Task Scheduler navigation tree, click Task Scheduler Library. The
scheduled task for the Device server is called startDevServer, and the scheduled task for the
Replication server is called startRepServer, as shown in Figure 3-70.

@ Task Scheduler

File  Action View Help

e 2w HE
(2) Task Sc:ed:le; (:_ocag Narne | status | Triggers | Mext Run Time I Last Run Tirne | Last Run Result | author [ Created
B ' Ta_s Msc = ;lter ity (D startDevServer Ready  Multiple triggers defined 782013 19:21:52  (0x0) IBM Corp,
+ B ) .
L (D startRepServer Ready  Multiple triggers defined 7.8.2013 1M21:53  {0x0) IEM Corp,
1| | 3

General |Triggers | Actions | Conditians | Settings | Histary (disabled) |

| v

Marne: IstartRepSer\.-'er
Location: %
Author: IBM Carp.

Description: | Task to start IBM Tivoli Storage Productivity Center replication server.

Security options =

When running the task, use the following user account:
SYETEM
' Run onlywhen user is lagged on _I

Figure 3-70 Tivoli Storage Productivity Center for Replication server scheduled task

3.9.2 Starting and stopping Tivoli Storage Productivity Center for Replication

To start and stop Tivoli Storage Productivity Center for Replication, you run scripts on the
server where the Tivoli Storage Productivity Center for Replication is installed. The scripts are
inthe TPC_installation_directory\scripts\ directory where TPC_installation_directory
is the top-level directory where you installed Tivoli Storage Productivity Center; for example,
C:\Program Files\IBM\TPC\. The scripts folder also contains Tivoli Storage Productivity
Center scripts to start and stop Tivoli Storage Productivity Center components, which are
Data server, Device server, Storage Resource Agent, web server, and JazzSM.

To start the Tivoli Storage Productivity Center for Replication server on the Windows
operating system, enter the startTPCReplication.bat command from the scripts folder in an
administrator Windows command prompt (see Figure 3-71 on page 128), or run the script as
administrator from Windows Explorer (see Figure 3-72 on page 128).
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[z+] Administrator: Command Prompt

IZ:“Program Files“IBM\TPChscriptsadir
Yolume in drive C has no label.
Wolume Serial Number is F401-656F

Directory of C:“Program Files“IEBM TP scripts

10.07.2013  21:42 <DIR»
10.07.2013  21:42 <DIR»

10.07.2013  21:10 <DIR= Tdap
26.07.2013 10:32 619 startTPCData.bat
26.07.2013 10:32 377 startTPCDewice.bat
26.07.2013 10:34 384 startTPCReplication.bat
10.07.2013  21:42 398 startTPCweb.bat
26.07.2013 10:32 6le stopTPCData.bat
26.07.2013 10:32 728 stopTPCDewice. bat
26.07.2013 10:34 748 stopTPCReplication.bat
10.07.2013  21:42 679 stopTPCWeh, bat

2 File(s) 4.549 bytes

3 Dirds) 9.189.298.176 bytes free
IZ:“Program Files“IBM\TPChscriptssstarttporeplication

I :Program Files\IBMN\TPChscriptss_

Figure 3-71 Running the script from Command Prompt

l sCripks !E E
9.: .}\, .+ Computer = Local Disk {C:) = Program Files » IBM ~ TPC = scripts - lmll Seatch scripks Fel
Crganize ¥ Cpen  Print  Mew Folder 3= E] ﬂ
‘v Favorites Mame = Date modified Type | Size |

B Deskiop . ldap 10.7.2013 21:10 File falder

& Downloads G start TRCData 26.7.2013 1032 windaws Batch File 1 KB

&) start TPCDevice 26.7.2013 10032 Windows Batch File 1KE

=l Recent Places

5 skart TPCReplication el (1 5 1 Eiatch File

=l Libraries
=3 Documents Edit 1:42 Windows Batch File 1KB
,J': Music 5| skopTPCData Print 0:32 Windows Batch File 1KB
| Pictures ] skopTPCDevice @ Run as administrakor : windaows Batch Fils 1KB
: - Troubleshoot ibilit ) .
B videos 25| stopTPCReplication roubishon .compa I_” v 034 wWindaws Batch File 1KB
Restare previous versions
_ | skopTPCWveb L4z windaows Batch File 1KE
18| Computer Send to »
.; Local Disk (e an
o Local Disk (D) Gy
g Metwork Create shortcut
% Delete
%/ Rename
Properties

Figure 3-72 Running the script from Windows Explorer

Tivoli Storage Productivity Center for Replication server starts and you can check the status
by logging in to Tivoli Storage Productivity Center for Replication.

To stop the Tivoli Storage Productivity Center for Replication server on the Windows
operating system, enter the stopTPCReplication.bat command from the scripts folder in an
administrator Windows Command Prompt, or run the script as administrator from Windows
Explore. Figure 3-73 on page 129 shows you the message when the Tivoli Storage
Productivity Center for Replication server stops.
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[z+:] Administrator: Command Prompt

C:wProgram FilesWIBMWTPChscriptsadir
Wolume in drive C has no label.
Wolume Serial Number is F401-656F

Directory of C:“Program Files“IEBM TP scripts

10.07.2013  21:42 <DIR»
10.07.2013  21:42 <DIR»

10.07.2013  21:10 <DIR= Tdap
26.07.2013 10:32 619 startTPCData.bat
26.07.2013 10:32 377 startTPCDewice.bat
26.07.2013 10:34 384 startTPCReplication.bat
10.07.2013  21:42 398 startTPCweb.bat
26.07.2013 10:32 6le stopTPCData.bat
26.07.2013 10:32 728 stopTPCDewice. bat
26.07.2013 10:34 748 stopTPCReplication.bat
10.07.2013  21:42 679 stopTPCWeh, bat

2 File(s) 4.549 bytes

3 Dirds) 9,307.525.120 bytes free
C:\Program FileshIBM\TPChscriptssstoptpcreplication
Server replicationServer stopped.

Mo Instance(s) Awvailable.

C:Program Filesh\IBMMTPCh,scriptss_

Figure 3-73 Stopping Tivoli Storage Productivity Center for Replication

To start or stop the Tivoli Storage Productivity Center for Replication servers on the Linux or
AlX operating systems, enter the following commands in the default TPC_install_directory,
which is /opt/IBM/TPC/scripts:

» Start Tivoli Storage Productivity Center for Replication server:
/TPC_install_directory/scripts/startTPCReplication.sh
» Stop Tivoli Storage Productivity Center for Replication server

/TPC_install_directory/scripts/stopTPCReplication.sh

3.10 Using CSV files for importing and exporting sessions

In this section, we describe how to import and export a comma-separated value (CSV) file. A
CSV file includes each of the Copy Sets that you want to add to the session and Copy Sets
that are generated from existing sessions. You also see how to use a CSV file to record Copy
Sets by using a text editor or spreadsheet editor.

Note: CSYV files are text files that are created in a spreadsheet program such, as Microsoft
Excel.

To manage Import and Export Sessions, you must have an Administrator or Operator role.

3.10.1 Exporting CSV files

By exporting a CSV file, you can maintain a backup copy of your copy sets; for example, if you
lose your session or upgrade to a different server. By exporting the copy sets in a session,
you can take a snapshot of your session at a particular point and save the exported file for
backup or to be used for import purposes. You export the Copy Sets from a session into a
CSV file, which you view or edit in a spreadsheet program.
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Access for export activity is managed in the Session panel in the Navigation Area. You can
start this panel by clicking Sessions in the Navigation Area of the Tivoli Storage Productivity
Center for Replication GUI, as shown in Figure 3-74.

Ep——— Health Overview
Hast Systems
Volumes

ESS/DS Paths Session Overview
Management Servers

Administration
Advanced Tools
Console

About

Sign Out db2admin

Health Overview

Ll
)
|

@ sessions
@ 3 normal

&b 0 warning
1 severe

7 / (%
(] Starage Systems 3 Normal 13 0 Warning 1 Severe

Bl tiost Systems

& Manzgement servers

J
Storage Systems Host Systems Management Servers
™ = —
i L
/Ji » : :L
=
[ Connections to local server Configure Configure
Al starage systems connected

J J J

Figure 3-74 Tivoli Storage Center for Replication GUI

Select the session that you want to export by clicking the radio button on the left side of the
Session Name. Select Export Copy Sets in the drop down-menu and then click Go, as
shown in Figure 3-75.

Health Overview

Sessions Sessions Last Update: Aug 12, 2013 1:52:39 PM
Storage Systems

Host Systems

Volumes

ESS/DS Paths

Management Servers
Administration
Advanced Tools

‘Console Create Session

About

Export Copy Sets - -Go
Sign Out db2admin I—-I

Health Overview © msos Dsevere MGM Suspended H2 No

= -
@ ceasions @ FcDB2session & normal FC Target Available H1 Yes a1
@3 normal ) GM resrsezsion @ normal GM Prepared H1 Ves 1
"
& 0 warning © rTso-TEST & normal MM Preparad H1 Yes 1 =
© 1 severe - Heo-TEsT £
@ mso @ Inactive MGM Defined H1 Neo 1
B corsge systems -
& @) IT50-FlashCapy @ tnacrive FC Defined H1 No 1
Host Systems
[F3} @ rTso-mm @ tnscrive MM Define HL No 1 L
Management Servers
@ ITS0-MM-FOFB-wB @ mactive MM Defined Hi No 1
@ mactive MM Defined Wi . .
@ Inactive FC Defined H1 No 1
© r1s03 Q@ mactive GM Defined Hi Ma 1

Figure 3-75 Select session to Export Copy Sets
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The Export Copy Sets panel opens. Tivoli Storage Productivity Center for Replication creates
a CSV file that contains the Copy Sets and provides a link to download the CSV file. Click the
CSV file name link, as shown in Figure 3-76.

Expart copy sets = |

I poting Results

L Results

0| 1wnRriz011
4| [Aug 13,2013 1:56:27 BM] The export of a copy sst for session FCDB2session succesdad,

The csv file has been exported to the fallowing location. In your web browser, right click on the link and choose 'Save as..' to save this
file to your local workstation,

The filz is retained on the Tivoli Storage Productivity Center server for a limited amount of time, To ensure that the file is saved,
download the file immediately.

FCDBZsession2013-08-13-01-36-27.cs5v

<Back | |Mext> Cancel

Figure 3-76 Export Copy Sets

You can open this file or save it by downloading it. We recommend that you open it only to
read the content. Do not edit the file now. However, if you want to edit the file, make your edits
after you save the file by using a spreadsheet program, as described in 3.10.3, “Working with
CSYV files under Microsoft Excel” on page 139.

If you are using Microsoft Internet Explorer as your web browser, click Save. By using Internet
Explorer, you can choose the directory to which you save the CSV file. If you are using Mozilla
Firefox as your web browser, click Save File, as shown in Figure 3-77 on page 132. You can
choose the directory where you download your files by clicking in Mozilla Firefox menu bar
Tools — Options. You can specify the directory that you want for saving the files in the
Downloads area of the Options menu.
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Export copy sets [N 7]

¥ Exporting Results
o Results

ﬂ IWNR13011
[Aug 13,2013 1:56:27 PM] The export of a copy set for session FCDBE2s5ession succeeded.

= - ~
The csv file has been exparted to the following log| Opening FCDB2session2013-08-13-01-56-27.csv. i [

file to your local workstation.

The file is retained on the Tiveli Storage Praducti You have chosen to open:
download the file immedistaly.

" @ FCDB2session2013-08-13-01-56-27.csv
FCDB2session20132-08-13-01-56-27.c5v

which is & Microsoft Excel Comma Separated Values File
from: https://tpcr-vmdl storage.tucsen.ibm,.com:9559

‘What should Firefox do with this file?

() Open with | Micresoft Excel (default) -

@ Save File

[ Do this automatically for files like this from now on.

<Back | |Mext> Cancel

Figure 3-77 Selecting Save File option

Click Finish to close the Export Copy Set window.

3.10.2 Importing CSV files

By importing a CSV file, you can recover a backup copy of your Copy Sets; for example, if you
lose your session, or upgrade to a different server. You also can import a previous exported
session and add Copy Sets by using a spreadsheet program, such as Microsoft Excel, as
shown in 3.10.3, “Working with CSV files under Microsoft Excel” on page 139.

You can import Copy Sets from a CSV file that you previously created by using one of the
following methods:

» Import a Copy Sets in a new Session

» Import a Copy Sets in existing Session

These methods are described next.

Importing a Copy Set in a new Session

In this section, we describe the steps that are used to import the saved CSV file that contains
Copy Sets in a new session. From the Sessions panel, click Create Session to proceed, as
shown in Figure 3-78 on page 133.
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Sessions
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Host Systems
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Figure 3-78

Create Session

Select the Session Type from the drop-down menu and click Next, as shown in Figure 3-79.

Note: The Session Type should have the same Session Type defined into the previously
exported CSV file that is to be imported.

Create Session

Properties
Location 1 Site

Results

G Chosse Session Type

Choose Session Type

Choose the type of session to create.

SAN Volume Controller

FlashCopy

< Back Finish

Figure 3-79 Choose Session Type panel

Complete the Session Name, Description, and Properties sections as you require.
Figure 3-80 on page 134 shows an example of how you specify this information for a
FlashCopy session. Click Next to continue.
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Create Session
# Chosse Session Type Properties
) Properties Nzme znd describe the session.
Location 1 Site
#5ession name
Results
Imported_session

Description

SAN Volume Controller / Storwize Family / Storwize V7000 Unified FlashCopy Options

[El1neremental
Background copy rate [percentage)
50 (0-100)

[<Back| [Next>| [Finish| [Cancel|

Figure 3-80 Session properties

In the next panel, specify the Site Location, as shown in Figure 3-81. Select the Site Location

from the drop down-menu and then click Next.
Note: The Site Locations should be the same as defined in the previously exported

Session.

Create Session
¥ Choose Session Type Site Locations
+# Properties Choose Location for Site 1

svc0§

) Location 1 Site
Results #Site 1 location
svel8 - |§‘
HL

=

4
=

[<Back| [Next>| [Finsn| [cancel]

Figure 3-81 Session Site Locations
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Repeat this process for specifying other Locations as your session requires.

A successfully created session message is displayed. Click Launch Add Copy Set Wizard at
the bottom of the panel, as shown in Figure 3-82.

Create Session & =l

# Choose Session Type Results
+ Properties

« Locstion 1 Site
+ Results

"/ IWNR10211
[Aug 13, 2013 2:35:47 PM] Session Imported_session was successfully created,

< Back | |Mext> Cancel I[LﬁunchAddCopySe‘BWizard]l

Figure 3-82 Starting Add Copy Sets Wizard

In the Add Copy Set Wizard panel, select Use a CVS file to import copy sets to use a CVS
file to import Copy Sets. You can enter a file name manually, but we recommend that you use
the browse option to avoid entering an error. Click Browse to proceed, as shown in

Figure 3-83.

Add Copy Sets - Imported_session & &=
() Chaose Hostl Choose Host1
Choose Targetl Choose the Hostl storage system.
Matching
Matching Results #Hostl storage system swcD8
5
Select Copy Sets Select |§|
Confirm H1
Adding Copy Sets #Host1 logical storage subsystem
S
Results Select... %

#Hostl volume d
T1

Use a CSV file to import copy sets

Erowse...

<Back| |Mext>| |Finish| |Cancel

Figure 3-83 Choosing CSV file to be imported
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Select the exported or created CSYV file. Click Open, as shown in Figure 3-84.

Notes: Consider the following points as you proceed:
» It is not possible to choose multiple CSV files in the same operation.

» The Copy Sets in CSV files have a specific format to address Copy Services functions,
such as FlashCopy (FC), Metro Mirror (MM), and Metro/Global Mirroring (MGM). With
the specific formats, it is not possible to import a CSV file with specific characteristics
into another file with different characteristics.

» Be sure that Copy Sets in the CSV file have the same Site Location as defined in the
Session that Copy Sets are imported to avoid errors.

» The CSV file is case-sensitive.

Add Copy Sets - Imported session E @&l
5 Choose Hostl Choose Host1
Choose Targetl Choose the Hostl storage system.

A = B
e e o . =
Matching Ral
Select Copy @7-\ =| | » Downloads - | + Search Downloads el |
Canfirm U - ee—— N ————— - & | ——

ST E Organize v New folder 4= - Eﬂ '@'
Results -
4 Favorites Mame Date medified Type
B Desktop |@ FCDB2session2013-08-13-01-56-27 csv 13.8.2013. 14:06 Microsc
& Downloads
2| Recent Places
&> Ml Desktop
Mo preview available,
4 m +
File name: FCDB2session2013-08-13-01-56-27.csv - [AnFiles ) -
[ Open |v| [ Cancel ]
< Back

Figure 3-84 Opening exported Copy Set file

Click Next.

Tivoli Storage Productivity Center for Replication checks if the volumes are defined in another
session. It might show you a warning, as shown Figure 3-85 on page 137. After you click
Next, Tivoli Storage Productivity Center for Replication shows you the reason for the warning.
(This warning does not prohibit you from adding this Copy Set.)
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Add Copy Sets - Imported session

+ Choose Hostl

+ Choose Targetl

" Matching

s Matching Results
Select Copy Sets
Confirm
Adding Copy Sets
Results

Matching Results

AN TWNESAzIW
I [Aug 14, 2013 12:37:27 AM] One or more copy set Matches have a warning,

Click "Next" to continue.

<Eack| Next>| FinishI Cancell

[-il~]

Figure 3-85 Matching results warning

After clicking Next, Tivoli Storage Productivity Center for Replication shows the panel to
select the Copy Sets. It also shows the reasons for the warning message, if there is one.
Verify whether the selected Copy Set to be imported is selected and click Next, as shown in

Figure 3-86.

Add Copy Sets - Imported session

+* Choose Hostl
+ Chooze Targatl
" Matching
«* Matching Rezults
o Select Copy Sets
Confirm
Adding Copy Sets
Results

Select Copy Sets

Choose which copy sets to add, Click "Ment" to add copy sets to the session

Select Alll Deselect All

FTDCSl_SVCS_lDDD & Show

E =

Copy Set Information

Role volume 1D USer Harme
Hostl SWCIVOLISVCE ST TPCI1_SWCs_1000
Targetl SWCIVMOLISVCEI43 TPCS1_SWCs_1001

B TNR1 2460 [Aug 14, 2013 12:37: 27 AM] Warning for copy sat SYCVOLISVEE: 37 in seszion Impartad_sessiont valume
SWEIWOLISWEE 3T is already in sassion SWCE-SYCZ_MM,

< Previous Copy Set | Mast Copy Set »

<Eack| Next>| FinishI Cancell

Figure 3-86 Selecting and Checking Copy Sets to be imported
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Tivoli Storage Productivity Center for Replication displays the panel to confirm that you want
to add the Copy Sets. Click Next to confirm that you want to add the Copy Sets.

Click Finish to exit the wizard, as shown in Figure 3-87.

Add Copy Sets - Imported_session [-il7}

¥ Choose Hostl Results
+# Choose Targetl
« Matching

" Matching Results
o Select Copy Sets

 Confirm AN TWNR1Z 14w
« adding Copy Sets [ 4 [Bug 14,2013 12:44:18 AM] Copy sets were crestad for session Imported_session, but with warnings.
o Results

Press "Finish™ to exit the wizard.

1 cuccesse:
451 warnings
0 errors

Wiew individual results

cBackI Naxt)l leshl Cancell

Figure 3-87 Finishing importing Copy Sets

Importing Copy Sets into an existing session
From the Session window, select the session to which you want to add the Copy Sets, then
select Add Copy Sets from the drop-down menu. Click Go, as shown in Figure 3-88.

i Last Updste: Aug 14, 2012 12:51:40 AM
l ! e p B

Create Session.
Add Copy Sets ~| Go
o T T T T T T

€ sye2-svce e HL

HL

© sves:svgz

HL

HL

HL

' sycasvcz Gmue HL

A

© yTkRT-UTRRI 61 HL

Figure 3-88 Adding Copy Sets to existing Session

The steps to add the Copy Sets are the same as described in “Importing a Copy Set in a new
Session” on page 132.

When you are adding a Copy Sets to an existing Session with Copy Sets already active with
Status Normal and State Target Available, the Status changes to Warning, as shown in
Figure 3-89 on page 139.
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Figure 3-89 Warning when Copy Sets are added to an existing active Session

Tivoli Storage Productivity Center for Replication automatically starts the copying process.
The session changes its status to Normal when the new Copy Sets finishes its initial copy
process and enters Prepared state in the MM configuration, as shown in Figure 3-90.

Figure 3-90 Session back to normal after adding Copy Sets

3.10.3 Working with CSV files under Microsoft Excel

To simplify creating and implementing sessions, you can create a session with small Copy
Sets session and export this session to be used in the future under Microsoft Excel. To open
and edit a Copy Sets Session that was saved in CSV format, you start Microsoft Excel and
open this file in the directory where you saved the file during the Export Copy Sets process.

The Copy Sets Session file name for the FC session that was exported in Figure 3-76 on
page 131 has the name FCDB2session2013-08-13-01-56-27.csv. Tivoli Storage Productivity
Center for Replication creates the exported session with the name of the session that is
appended with date and time stamp. This file name is the file name that is used when you are
importing a Copy Sets Session file.

As shown in Figure 3-91 on page 140, you can open and edit the spreadsheet to add volumes
that are related to the session that you are working with and import the session back to your
Tivoli Storage Productivity Center for Replication session, as described in 3.10.2, “Importing
CSV files” on page 132.
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Figure 3-91 FC exported session

Figure 3-91 shows you an exported FC session, which includes the following information:
» FCDB2session is the exported session name.
» FlashCopy is the session type.

» H1and T1 are labels that describe the Copy Set roles of the storage systems and volumes
that belong to the exported FlashCopy session. Under these labels are the storage
systems and volumes.

3.11 Backing up and restoring a repository

The Tivoli Storage Productivity Center for Replication repository contains all product data,
including data about storage systems, sessions, copy sets, paths, user administration, and
management servers. You can back up this data and use the backup file to recover from a
disaster or restore a previous configuration. As described in 3.10.1, “Exporting CSV files” on
page 129, copy sets also can be backed up and recovered by using CSV files, but this does
not cover other Tivoli Storage Productivity Center for Replication repository data.

It is recommended that you back up Tivoli Storage Productivity Center for Replication
regularly, especially in the following situations:

» After the Tivoli Storage Productivity Center for Replication database data is changed, such
as adding or deleting a storage system, changing properties, and changing user
privileges.

» After an Tivoli Storage Productivity Center for Replication session changes direction. For
example, if an MM session was copying data from H1 to H2 when the backup was taken,
and later, the session was started in the H2 to H1 direction. The session must be in the
Prepared state before you create the backup.

» After a site switch was declared and the Enable Copy To Site command was issued. After
you create a backup, consider deleting the previous backup to prevent Tivoli Storage
Productivity Center for Replication from starting the copy in the wrong direction.
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Note: You must have Administrator privileges to back up and restore the Tivoli Storage
Productivity Center for Replication repository.

Also, ensure that all Tivoli Storage Productivity Center for Replication sessions are in the
Defined, Prepared, or Target Available state before the backup is created.

Backing up Tivoli Storage Productivity Center for Replication repository
To back up the Tivoli Storage Productivity Center for Replication repository, you run the
mkbackup command from the Tivoli Storage Productivity Center for Replication CLI. For more
information about how to start the CLI, see 3.1.2, “Accessing Tivoli Storage Productivity
Center for Replication CLI” on page 65.

Example 3-26 shows you how to start a backup of Tivoli Storage Productivity Center for
Replication repository.

Example 3-26 Backup of Tivoli Storage Productivity Center for Replication repository

C:\Program Files\IBM\TPC\cli>csmcli

Tivoli Storage Productivity Center for Replication Command Line Interface (CLI)
Copyright 2007, 2012 IBM Corporation

Version: 5.2.0

Build: 20130719-0641

Server: SSCTCP42-T.windows.ssclab-1j-si.net Port: 9560

Authentication file: C:\Users\tpcadmin\tpcr-cli\tpcrcli-auth.properties

csmcli> mkbackup

IWNR1905I [Aug 14, 2013 2:18:30 AM] Backup of internal data store completed
successfully. The following file was created: C:\Program
Files\IBM\TPC\wlp\usr\servers\replicationServer\database\backup\tpcrBackup 2013081
4 021829944.zip
csmcli>

The backup is created in a new file when you create a backup. It is your responsibility to
delete backup versions that are no longer needed. The backup file is named
yyyyMMdd_HHmmssSSS.zip, where:

yyyy is the year

MM is the month

dd is the day

HH is the hour

mm is the minute

ss is the seconds

SSS is the milliseconds when the backup command was run

vyVVyVYyVYVYYVYYyY

By default, the backup file is stored in the following location:
TPC_Install\ProgramFiles\IBM\TPC\wip\usr\servers\replicationServer\database\backup

You can change the default location by editing the db.backup.location property in the
rmserver.properties file. The rmserver.properties file is in the following location:

TPC Install\Program Files\IBM\TPC\wip\usr\servers\replicationServer\properties
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Example 3-27 shows you how to change rmserver.properties file.

Example 3-27 Location of Tivoli Storage Productivity Center for Replication repository backup

# Property db.backup.location: [ backup directory ]

# This property controls where the internal data store will be backed up

# when using the mkbackup command. The default in the code is database/backup
# and relative to the runtime directory. Only change this if you want to

# direct the backup files to be written to a different location. NOTE: This

# property is not required to be set in this file.
db.backup.location=database/backup

Restoring Tivoli Storage Productivity Center for Replication repository
Restoring of the Tivoli Storage Productivity Center for Replication repository from a backup
file takes the Tivoli Storage Productivity Center for Replication back to the point when the
backup was made. Relationships on the storage systems that were created by Tivoli Storage
Productivity Center for Replication after the backup was made no longer are managed by
Tivoli Storage Productivity Center for Replication until you add the copy set to the session and
Tivoli Storage Productivity Center for Replication assimilates the relationship into the session.
Copy sets that were deleted after the backup are restored and a subsequent Start command
to the session creates relationships. Therefore, you must remove the deprecated copy sets
before the Start command is run.

Note: After a GM session is restored, you must stop the GM master and subordinates
before the GM session is restarted.

Also, restoring the database does not require Administrator privileges. However, you must
access the files on the Tivoli Storage Productivity Center for Replication server where you
backed up the Tivoli Storage Productivity Center for Replication.

Complete the following steps to restore the Tivoli Storage Productivity Center for Replication
repository from a backup file:

1. Stop Tivoli Storage Productivity Center for Replication on the active management server
by running the stopTPCReplication.bat command, as described in “Starting and stopping
Tivoli Storage Productivity Center for Replication” on page 127 and shown in
Example 3-28.

Example 3-28 Stopping Tivoli Storage Productivity Center for Replication

C:\Program Files\IBM\TPC\scripts>stoptpcreplication
Server replicationServer stopped.
No Instance(s) Available.

C:\Program Files\IBM\TPC\scripts>

2. Delete the csmdb directory and all of its contents, as shown in Figure 3-92 on page 143.
The csmdb directory is in
TPC_Install\IBM\TPC\wip\usr\servers\replicationServer\database.
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Figure 3-92 Deleting csmdb

3. Extract the backup file into the
TPC_Instal1\IBM\TPC\wilp\usr\servers\replicationServer\database directory, as
shown in Figure 3-93.

Bl Extract Compressed (Zipped) Folders E3 I

o
I\ ’)I 1, Extract Compressed (Zipped) Folders

Select a Destination and Extract Files

Files will be extracted to this folder:

Brovwse.., |

W Showw extracted files when complete

Extract I Cancel

Figure 3-93 Extracting backup file
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4.

Restart IBM Tivoli Storage Productivity Center for Replication on the active management
server by running the startTPCReplication.bat command, as described in “Starting and
stopping Tivoli Storage Productivity Center for Replication” on page 127 and shown in
Example 3-29.

Example 3-29 Start Tivoli Storage Productivity Center for Replication

C:\Program Files\IBM\TPC\scripts>starttpcreplication

C:\Program Files\IBM\TPC\scripts>

5. Resolve any changes that occurred since the backup was created.

6. Start the IBM Tivoli Storage Productivity Center for Replication sessions by using the

appropriate start commands. The start commands reestablish the relationship between
the volume pairs and synchronize data on those volumes. If you have a standby
management server, reestablish that standby relationship to update the database on the
standby server, as shown in Figure 3-94.

" m=-- | = Management Servers
B
=

Status: (4% Disconnected Cansistent

ISeIec{.-’-‘«ction j Gnl

Select Action

Femove Standb L o
IICTPCRTL-FRI STAMDERY Q9561
SSCTCP42-Twindows.szclab-li-zinet ACTIVE 9561

Figure 3-94 Reconnecting Standby Tivoli Storage Productivity Center for Replication server

3.12 Tivoli Storage Productivity Center for Replication SNMP
management

Tivoli Storage Productivity Center for Replication servers can send Simple Network
Management Protocol (SNMP) traps to registered SNMP managers when various events
occur. In the following sections, the SNMP alerts and the basic SNMP setup are described.

3.12.1 SNMP Alerts

SNMP alerts are sent during the following general events:

>

>
>
>
>

Session state change
Configuration change
Suspending-event notification
Communication failure
Management Server state change

In the following sections, trap descriptions for an event are described.
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Session state change SNMP trap descriptions

This section describes the SNMP traps that are sent during a session state change. A
different trap is sent for each state change.

Note: Traps for Session state change events are sent only by the Tivoli Productivity Center
for Replication active server.

A session state change SNMP trap is sent when the session changes to one of the following
states:

Defined

Preparing

Prepared

Suspended

Recovering

Flashing

Target Available

Suspending

(Metro Global Mirror only) SuspendedH2H3
(Metro Global Mirror only) SuspendedH1H3

VVYVYVYVYVYVYVYYVYY

In addition, session state change SNMP traps are sent when a recovery point objective
(RPO) threshold (warning or severe threshold) is exceeded for a role pair that is in the
session.

Configuration change SNMP trap descriptions
This section describes the SNMP traps that are sent when a configuration change occurs.

Note: Traps for configuration change events are sent only by Tivoli Storage Productivity
Center for Replication active server.

Configuration change SNMP traps are sent after the following configurations changes are
made:

» One or more copy sets are added or deleted from a session.
» PPRC path definitions are changed.

Suspending-event notification SNMP trap descriptions

These SNMP traps that are sent during a suspending-event notification. Suspending-event
notification SNMP traps indicate that a session moved to a Severe status because of an
unexpected error.

Note: Traps for suspension events are sent only by the Tivoli Storage Productivity Center
for Replication active server.

Communication-failure SNMP trap descriptions
This section describes the SNMP traps that are sent during a communication-failure.

Note: Traps for communication failure events are sent by active and Stand-by Tivoli
Storage Productivity Center for Replication servers.
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Communication-failure SNMP traps are sent after the following events occur:
» A server times out when it attempts to communicate with a storage system.
» A server encounters errors when it attempts to communicate with a storage system.

» An active server terminates communication with a standby server because of
communication errors.

» A standby encounters communication errors with an active server.

Management Servers state-change SNMP trap descriptions

This section describes the SNMP traps that are sent when the state of the management
server changes.

Note: Traps for communication failure events are sent by active and Stand-by Tivoli
Storage Productivity Center for Replication servers.

A management server state change SNMP trap is sent when the management server
changes to one of the following states:

» Unknown
» Synchronization Pending

» Synchronized

» Disconnected Consistent

» Disconnected

Tivoli Storage Productivity Center for Replication SNMP traps summary

The Table 3-3 on page 147 summarize the Tivoli Storage Productivity Center for Replication
SNMP traps that are reporting their respective Object ID for each type of event.
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Table 3-3 Tivoli Storage Productivity Center for Replication traps description

Event

Object ID

Trap description

Session state
change event

1.3.6.1.4.1.2.6.208.0.1

The state of session X changed to Defined.

1.3.6.1.4.1.2.6.208.0.2

The state of session X changed to Preparing.

1.3.6.1.4.1.2.6.208.0.3

The state of session X changed to Prepared.

1.3.6.1.4.1.2.6.208.0.4

The state of session X changed to Suspended.

1.3.6.1.4.1.2.6.208.0.5

The state of session X changed to Recovering.

1.3.6.1.4.1.2.6.208.0.6

The state of session X changed to Target Available.

1.3.6.1.4.1.2.6.208.0.19

The state of session X changed to Suspending.

1.3.6.1.4.1.2.6.208.0.20

The state of session X changed to
SuspendedH2H3.

1.3.6.1.4.1.2.6.208.0.21

The state of session X changed to
SuspendedH1H3.

1.3.6.1.4.1.2.6.208.0.22

The state of session X changed to Flashing.

1.3.6.1.4.1.2.6.208.0.23

The state of session X changed to Terminating.

1.3.6.1.4.1.2.6.208.0.26

The recovery point objective for the role pair of X in
session Y passed the warning threshold of Z
seconds.

1.3.6.1.4.1.2.6.208.0.27

The recovery point objective for the role pair of X in
session Y passed the severe threshold of Z
seconds

Configuration
change event

1.3.6.1.4.1.2.6.208.0.7

One or more copy sets were added or deleted from
this session.

An event is sent for each session at least every 15
minutes.

1.3.6.1.4.1.2.6.208.0.8

Peer-to-Peer Remote Copy (PPRC) path
definitions were changed. An event is sent for each
path configuration change.

Suspension event

1.3.6.1.4.1.2.6.208.0.9

The session is in a Severe state because of an
unexpected error.

Communication
failure event

1.3.6.1.4.1.2.6.208.0.10

Server X timed out attempting to communicate
with storage system Y.

1.3.6.1.4.1.2.6.208.0.11

Server X encountered errors while attempting to
communicate with storage system Y.

1.3.6.1.4.1.2.6.208.0.12

Active server X terminated communication with
standby server Y because of communication
errors.

1.3.6.1.4.1.2.6.208.0.13

Standby server X encountered communication
errors with active serverY.
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Event Object ID Trap description

Management 1.3.6.1.4.1.2.6.208.0.14 The IBM Tivoli Storage Productivity Center for
Server state Replication Server Management Server
change event connection X — Y changed state to Unknown

(previously Offline).

1.3.6.1.4.1.2.6.208.0.15 The IBM Tivoli Storage Productivity Center for
Replication Server Management Server
connection X — Y changed state to Synchronized.

1.3.6.1.4.1.2.6.208.0.16 The IBM Tivoli Storage Productivity Center for
Replication Server Management Server
connection X — Y changed state to Disconnected
Consistent (previously Consistent Offline).

1.3.6.1.4.1.2.6.208.0.17 The IBM Tivoli Storage Productivity Center for
Replication Server Management Server
connection X — Y changed state to
Synchronization Pending.

1.3.6.1.4.1.2.6.208.0.18 The IBM Tivoli Storage Productivity Center for
Replication Server Management Server
connection X — Y changed state to Disconnected.

3.12.2 SNMP setup

Complete the following steps to set up the SNMP on Tivoli Storage Productivity Center for

Replication:

1. Configure the SNMP community name. By default, the SNMP community name on Tivoli

Storage Productivity Center for Replication has a value of public. To change the
community name, modify or add the csm.server.snmp_community_string property in the
rmserver.properties file, which is in the

WAS _HOME/usr/servers/replicationServer/properties directory.

. Add the SNMP managers. To add an SNMP manager, the mksnmp CLI command must be
used, as shown in Example 3-30.

Example 3-30 mksnmp CLI command to add an SNMP manager

csmcli> mksnmp -server 192.0.0.4 -port 166
IWNR1701I [Aug 19, 2013 4:02:45 PM] Host 192.0.0.4:166 was added to the SNMP
listeners Tlist.

To check the list of SNMP managers that are configured on Tivoli Storage Productivity
Center for Replication, use the 1ssnmp CLI command, as shown in Example 3-31.

Example 3-31 Issnmp CLI command to list the SNMP managers configured

csmcli> Tssnmp
SNMP Manager Port

192.0.0.4 166
192.0.0.3 162
192.0.0.2 162
192.0.0.1 162
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3. Configure the SNMP managers with the Tivoli Storage Productivity Center for Replication
MIB files. Tivoli Storage Productivity Center for Replication uses management information
base (MIB) files to provide a textual description of each SNMP alert that is sent by IBM
Tivoli Storage Productivity Center for Replication. You must configure the SNMP manager
to use the SYSAPPL-MIB.mib and ibm-TPC-Replication.mib files. These MIB files are in the
installation DVD in the root/replication/CSM-Client/etc directory. Follow the directions
that are provided by your SNMP manager application to configure it to use the MIB files.

Tivoli Storage Productivity Center for Replication sends all SNMP alerts to each registered
SNMP manager. SNMP alerts are not specific to any particular session, and all alerts for any
session are sent. You cannot choose to send a subset of SNMP alerts; nevertheless, the
information that is reported in Table 3-3 on page 147 can be used to configure the SNMP
manager to discard the traps considered irrelevant.

Note: By default, Tivoli Storage Productivity Center for Replication sends SNMP traps to
the Tivoli Storage Productivity Center alerting feature (see 3.4, “Tivoli Storage Productivity
Center for Replication interaction with Tivoli Storage Productivity Center” on page 88). You
can configure the Tivoli Storage Productivity Center for Replication to change the
destination Tivoli Storage Productivity Center where to send these traps by changing the
csm.server.tpc_data_server.address property in the rmserver.properties file, which is
in the WAS_HOME/usr/servers/replicationServer/properties directory.

3.13 Adding and connecting to storage systems

You must add connections to storage systems before you can use Tivoli Storage Productivity
Center for Replication to manage data replication.

Complete the following steps to add a storage system by using the Tivoli Storage Productivity
Center for Replication GUI:

1. In the navigation tree, select Storage Systems. The Storage Systems Welcome page
opens, as shown in Figure 3-95 on page 150. This page lists all of the storage systems
that were added to Tivoli Storage Productivity Center for Replication.
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Add Storage System ‘_ﬁ_l,' ‘IJI

O Type Welcome

Connection Choose the type of storage system to add:
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.'* l
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Back | | Next>| Finish | |Cancel|

Figure 3-95 Storage Systems Welcome page

2. On the Storage Systems page, click Add Storage Connection, as shown in Figure 3-96.

Health Overview
ST Storage Systems
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0 normal © pssoon:BOX:2107.03611 [~ ] Connected 8k00 - DSE8000
& o varning
0 severe © pssooo:EOx:2107.TKE31 i connected 8k03 =) DS8000
B® Storage Systems © ps2000:80%:2107.XCESL & connected ski1 - DS2000
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% Management Servers ©) STORWIZE-W3700:CLUSTER: TBCRTEIRDS  (tpcrtbirds) D Connected tbS - STORWIZ|
") STORWIZE-V7000:CLUSTER: TPCRTBIRD2 (tpertbird2) a Connected third2 - STORWIZ|
©) STORWIZE-V7000:CLUSTER s TPCRTEIRDZ  (tpcrtbird3) B4l Connect=d tbird3 =/ STORWIZ|
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Figure 3-96 Adding a connection to a storage system

3. On the Type page of the Add Storage System wizard (see Figure 3-96), click the icon for
the storage system that you want to add. The Connection page of the wizard opens.

Note: On the Type page of the Add Storage System wizard, use the Storwize Family
icon to add a Storwize V3500, Storwize V3700, or Storwize V7000 storage system.
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4. An example of a DS8000 connection) is shown on the Connection page, a shown in
Figure 3-97 on page 152. Complete the connection information for the storage system.

The following sections show the Connection page for DS8000, SAN Volume Controller, and
XIV systems. The fields are the same on the Connection pages for SAN Volume Controller
Storwize Family, and Storwize V7000 Unified storage systems.

3.13.1 DS8000 Connection page

You must use a Hardware Management Console (HMC) connection to connect to a DS8000
storage system if the system is a DS8700 or later or is on an Internet Protocol version 6
(IPv6) network.

If the storage system is earlier than DS8700 and is on an Internet Protocol version 4 (IPv4)
network, you can connect to the system directly.

Setting up an HMC connection

Click HMC and complete the connection information for the primary and optional secondary
HMC, as shown in Figure 3-97 on page 152. A secondary HMC is used for redundancy. Both
HMCs must be configured identically and must have the same user name and password.

Note: A dual HMC (primary and secondary HMC) while optional is highly recommended
for redundancy purposes when Tivoli Storage Productivity Center for Replication is used.
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Add Storage System

" Type Connection

o Connection Enter connection information for the DS8000 storage system.
Adding Storage System ) )
Results @ pmc O Direct Connect

Primary HMC Secondary HMC (Optional)
#IP Address/Domain Name IP Address/Domain Name

192.020 192.0.21

#*Username

admin

#*Password
DS8000
(1111 11])

Figure 3-97 Add a DS8000 connection by using an HMC connection

Setting up a Direct connection
Click Direct Connect and complete the connection information for cluster 0 and cluster 1, as
shown in Figure 3-98 on page 153. The port, user name, and password for cluster 0 are

automatically entered in the corresponding fields for cluster 1. You can edit this information, if
required for your environment.
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Add Storage System

" Type Connection
l;'>Conne:tion
Adding Storage System

Results

DSE000

7 HMC @ Direct Connect

Cluster 0
#IP Address/Domain Name

192022
*Port
2433
#*Username
admin
#*Password

Enter connection information for the DS8000 storage system.

Cluster 1
#IP Address/Domain Name

192023
*Port
2433
#*Username

admin
#*Password

Figure 3-98 Add a DS8000 connection

by using a direct connection
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Complete the connection information as shown in Figure 3-99.

Add Storage System

" Type
C:>Connertion
Adding Storage System

Results

Connection
Enter connection information for the SAN Velume Controller

#Cluster IP / Domain Name

192024
# Username
superuser

#* Password

MNote: The username and password will be used to install a
SAN Volume public key on the cluster for use within the command lina
Controller interface.

Figure 3-99 Add a SAN Volume Controller connection
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3.13.2 XIV System Storage Connection window

Complete the connection information as shown in Figure 3-100.

Add Storage System
" Typs Connection
& Connection Enter connection information for the XIV storage system.

Adding Storage System
#IP Address/Domain Name

Results 192025

#* Username

admin

* Passwaord
(I T1 111

v

Figure 3-100 Add an X1V system connection

Tip: When you are entering the connection information as shown in Figure 3-100, you
must enter the IP information for only one of the nodes. Tivoli Storage Productivity Center
for Replication discovers the rest automatically.

3.14 Adding and connecting host systems

Host systems are required to enable certain replication features for storage systems. There
are two types of host systems to which you can connect: an AlX host system or a z/OS host
system.

A connection to an AIX host system is required if you want to enable the Open HyperSwap
feature in Metro Mirror Failover/Failback sessions.
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A connection to a z/OS host is required if you want to enable z/OS features such as
HyperSwap and the management of freeze operations in Tivoli Storage Productivity Center
for Replication sessions.

If Tivoli Storage Productivity Center for Replication is installed on the z/OS host system, the
host system connection is automatically displayed on the Host Systems page. This
connection is referred to as the native z/OS connection.

Note: If Tivoli Storage Productivity Center for Replication is installed on a z/OS system
other than the host system, you must add the connection to the host system by using a
host name or IP address for the system.

Complete the following steps to add a host system by using the Tivoli Storage Productivity
Center for Replication GUI:

1. In the navigation tree, select Host Systems. The Host Systems window opens. A list of all
host systems that were added to Tivoli Storage Productivity Center for Replication
appears.

2. On the Host Systems window, click Add Host Connection, as shown in Figure 3-101.
The Add Host Connection window opens.

Health Overview

s Host Systems
Ston 51 —1
Host Systems
Volumes
ESS/DS Paths |.
Management Servers = e
Administration
Advanced Tools
Console
About
Add Host Connecfion
sign Out db2admin L
Choose Host System Go

Health Overview Ho Host Systems Defined
© sessions

& o normal

B 0 varning

[ p—
B Storage Systems
Bl ozt Systems
& manzgement servers

Figure 3-101 Adding a connection to a host system

3. In the Add Host Connection window, select the host system type and complete the

connection information for the host. The following sections provide connection information
by host system type.
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3.14.1 AIX Host System

Select AIX and complete the connection information for the host system, as shown in
Figure 3-102.

Add Host Connection
Connection Type: |aAlx | »

# Host name or IP address

* Port
192.0.2.10

9930

LIS

Add Hast| | Cancel

Figure 3-102 Add an AlX host connection

3.14.2 z/OS Host System

Select 2/0S and complete the connection information for the host system, as shown in
Figure 3-103.

Note: The port number, user name, and password must be the same as the values that are
specified for management address space IOSHMCTL SOCKPORT parameter and
Resource Access Control Facility (RACF®) settings on the host system. For more
information about the host system configuration, see the IBM Tivoli Storage Productivity
Center for Replication for System Z Installation and Configuration Guide, SC27-4091.

Add Host Connection

Connection Type: |z/Os |«

* Host name or IP address * Port

192.0.2.11 5858 =
# User name #* Password

ibmuser

Add Host | | Cancel

Figure 3-103 Add a z/OS host connection
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Using Tivoli Storage Productivity
Center for Replication with
DS8000

In this chapter, we describe the latest functions for DS8000 that are supported up to Tivoli
Storage Productivity Center for Replication v5.2 for open systems.

We also show you how to set up replication sessions and how to manage sessions. Also
provided are state transition diagrams for session types. The state transition diagrams
describe each session and show the potential states and the next steps to perform.

Finally, we describe some helpful use cases and provide recommendations for how to
perform disaster recovery scenarios. We also provide troubleshooting guidance.

This chapter includes the following topics:

» Capabilities overview

New functions for DS8000
Managing DS8000 sessions
Use cases

>
>
>
» Troubleshooting
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4.1 Capabilities overview

DS8000 Copy Services is a collection of functions that provide disaster recovery, data
migration, and data duplication solutions. There are two main types of Copy Services
functions: Point-in-Time Copy that includes the FlashCopy capabilities, and Remote Mirror
and Copy that includes the Metro Mirror, Global Copy, Global Mirror, and Metro/Global Mirror
capabilities. The Point-in-Time Copy functions are used for data duplication, and the Remote
Mirror and Copy functions are used for data migration, high availability, and disaster recovery.

For more information about DS8000 Copy Services, see IBM System Storage DS8000 Copy
Services for IBM System z, SG24-6787, and IBM System Storage DS8000 Copy Services for
Open Systems, SG24-6788.

The DS8000 copy services functions support open systems (Fixed Block) and System z
count key data (CKD) volumes.

Tivoli Storage Productivity Center for Replication provides management for the DS8000 copy
services in various combinations. In the following sections, we provide an overview of the
Tivoli Storage Productivity Center for Replication capabilities for DS8000 Copy Services.

To describe the flow of the operations that Tivoli Storage Productivity Center for Replication
supports for each session type, State Transition Diagrams are provided. These diagrams are
not intended to be exhaustive of all the actions that Tivoli Storage Productivity Center for
Replication can start in every specific condition (for example, the StartGC actions are not
shown in any diagram), but they list the actions that are considered the most significant to
describe the product capabilities. Table 4-1 shows a description of the notation that is used in
the state transition diagrams.

Table 4-1 State transition diagrams notation

Notation Description

Session status is in Defined state.

Session status is in a Normal state.

Session status is Severe.

Session status is in a Warning state.

Denotes a state transition following the Action
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Notation Description

Denotes a condition in which the host should work on the Location

: Hoston Site.
v Location
o site
Denotes a state transition following the action of Enabling the Copy
___________ to SiteX.
! Enable Copy ™.

. ToSiteX

4.1.1 FlashCopy

By using the DS8000 FlashCopy feature, you can create point-in-time copies of logical
volumes that make source and target copies immediately available to the users.

When a FlashCopy operation is started, it takes only a few seconds to complete the process
of establishing the FlashCopy pair and creating the necessary control bitmaps. Thereafter,
you have access to a Point-in-Time Copy of the source volume. When the pair is established,
you can read and write to the source and target volumes.

In a FlashCopy relationship, the source and target volumes must exist within the same
storage system. For this reason, FlashCopy is considered to be a single-site replication
capability.

The following variations of FlashCopy are available:
» Standard FlashCopy: Uses a fully provisioned volume as a target volume.

» FlashCopy Space Efficient (SE): Uses Track-Space-Efficient volumes as FlashCopy target
volumes and must be in a background no-copy relationship. An SE volume has a virtual
size that is equal to the source volume size. However, space is not allocated when the
volume is created and the FlashCopy started. Space is allocated in a repository when a
first update is made to a track on the source volumes, which causes the source track to be
copied to the FlashCopy SE target volume to maintain the point-in-time copy. Writes to the
SE target also use repository space.

» Extent-Space-Efficient (ESE) volume FlashCopy is supported starting with the DS8000
microcode version 6.2. With this kind of FlashCopy, space is not allocated when the thin
provisioned volume is created. Extents are allocated from an extent pool when the first
update is made to an extent on the thin-provisioned volume. Thin provisioning does not
use tracks from a repository; instead, they use tracks from the extent pool.

Note: Tivoli Storage Productivity Center for Replication support for ESE volumes in all
remote copy relationship is available with version 5.1 or higher.

Tivoli Storage Productivity Center for Replication manages all the variations of DS8000
FlashCopy through the Point in Time session types that currently includes only the FlashCopy
session. The FlashCopy session is shown in Figure 4-1 on page 162.
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Figure 4-1 FlashCopy session

With this type of session, Tivoli Storage Productivity Center for Replication users can start a
FlashCopy for all the volumes in the session. Figure 4-2 shows the state changes for a
FlashCopy session.
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Session

!
@
Flash ._.}

Figure 4-2 Change state diagram for a FlashCopy session

4.1.2 Metro Mirror

DS8000 Metro Mirror, which is also known as synchronous Peer-to-Peer Remote Copy
(PPRC) is a two-site, synchronous remote copy technology. It provides real-time mirroring of
logical volumes between two DS8000s that can be up to 300 km from each other. As a
synchronous copy solution, write operations are completed on both copies (primary and
secondary site) before they are considered to be complete. The Metro Mirror is the main
building block of the high-availability solutions and is based on the DS8000 HyperSwap
capabilities.

When a Metro Mirror operation is started, a mirroring relationship is established between the
source and the target volume and a control bitmap of the out-of-sync tracks is created. Then,
a full asynchronous copy process starts. After the initial copy is completed, the relationship
goes to Full Duplex status and the mirroring process become synchronous.

Tivoli Storage Productivity Center for Replication manages all of the variations of DS8000
Metro Mirror through the Synchronous session types that include three Metro Mirror
sessions.
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Metro Mirror Single Direction

With the Metro Mirror Single Direction session type, Metro Mirror replication is available only
from the primary site and it is not allowed any action that inverts the replication direction. With
this type of session, Tivoli Storage Productivity Center for Replication allows user to perform
the following tasks:

» Start the Metro Mirror.
» Pause and resume the Metro Mirror.

» Recover the Metro Mirror secondary site volumes, which makes them available for the use
at the remote site.

» Restart the Metro Mirror following a recovery. This is accomplished by performing an
incremental copy.

The Metro Mirror Single Direction session is shown in Figure 4-3.
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Figure 4-3 Metro Mirror Single Direction session

The state changes for a Metro Mirror Single Direction session are shown in Figure 4-4.
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Figure 4-4 State changes for a Metro Mirror Single Direction session

Metro Mirror Failover/Failback

The Metro Mirror Failover/Failback session type enables the direction of the data replication to
switch. With this session type, it is possible to use the secondary site as the production site
and then copy changes that are made at the secondary site back to the primary site. By using
this type of Tivoli Storage Productivity Center for Replication session, uses can perform the
following tasks:

» Start the Metro Mirror.
» Pause and resume the Metro Mirror.
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Recover the Metro Mirror secondary volumes and make them available for use at the
secondary site.

» Restart the Metro Mirror following a recovery. This is accomplished by performing an
incremental resynchronization.

» Perform a switch site role, which makes the secondary site source for the replication.

» Restart the Metro Mirror following a switch site role, which copies the changes that are
made at the secondary site back to the primary. This is accomplished performing an
incremental resynchronization.

» Resume the original direction of the Metro Mirror after switching back to the original site
roles. This is accomplished by performing an incremental resynchronization.

Open HyperSwap: With version 4.2 or higher, Tivoli Storage Productivity Center for
Replication supports the Open HyperSwap function for Metro Mirror Failover/Failback
session type. For more information about Open HyperSwap, see 2.1.6, “HyperSwap
configuration for z/OS and Open systems” on page 45.

The Metro Mirror Failover/Failback session is shown in Figure 4-5.
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Figure 4-5 Metro Mirror Failover/Failback session

The state changes for a Metro Mirror Failover/Failback session are shown in Figure 4-6 on
page 165. Table 4-1 on page 160 provides a description of the states.
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Figure 4-6 Change state diagram for a Metro Mirror Failover/Failback session

Metro Mirror Failover/Failback with Practice

Metro Mirror Failover/Failback with Practice replication combines Metro Mirror
Failover/Failback and FlashCopy capabilities to provide a point-in-time copy of the data on the
secondary site. This session type provides volumes that can be used to practice for disaster
recovery without losing your disaster recovery capability. By using this type of Tivoli Storage
Productivity Center for Replication session, you can perform the following tasks:

» Start the Metro Mirror.
» Pause and resume the Metro Mirror.

» Create a consistent copy of Metro Mirror secondary site at the secondary site by using
FlashCopy. This copy can be used as a practice copy for DR test.

» Recover the Metro Mirror secondary site volumes and make them available for use at the
secondary site. This also creates a copy of Metro Mirror secondary site at the remote site
by using FlashCopy.

» Restart the Metro Mirror following a recovery. This is accomplished by performing an
incremental resynchronization.

» Perform a switch site role, which makes the secondary site the source for the replication.
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» Restart the Metro Mirror following a switch site role, which copies the changes that were
made at the secondary site back to the primary. This is accomplished by performing an
incremental copy.

» Resume the original direction of the Metro Mirror after switching back to the original site
roles. This is accomplished by performing a full copy.

Limitation: The use of Track Space Efficient volumes as a FlashCopy target for practice
copy (H2 volumes) is not allowed in this session type.

The Metro Mirror Failover/Failback with Practice session is shown in Figure 4-7.
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Figure 4-7 Metro Mirror Failover/Failback with Practice session

The state changes for a Metro Mirror Failover/Failback with Practice session are shown in
Figure 4-8 on page 167.
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Figure 4-8 Change state diagram for a Metro Mirror Failover/Failback with Practice session

4.1.3 Global Mirror

DS8000 Global Mirror, previously known as Asynchronous PPRC, is a two-site, long-distance,
asynchronous, remote copy technology. This solution integrates the Global Copy and
FlashCopy technologies. With Global Mirror, the data that the host writes at the primary
(local) site is asynchronously mirrored to the storage unit at the secondary (remote) site. With
special management steps and under control of the local master storage unit, a consistent
copy of the data is automatically maintained and periodically updated by using FlashCopy on
the storage unit at the remote site.

Note: You need extra storage at the remote site for these FlashCopies. Because of its
asynchronous mirroring characteristics, the Global Mirror supports unlimited distances
between the local and remote site.

It is typically used for disaster recovery (DR) solutions or for those applications that cannot be
affected by the latency effects of synchronous replication.

Tivoli Storage Productivity Center for Replication manages all of the variations of DS8000
Global Mirror through the Asynchronous session types that include four Global Mirror
sessions.
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Global Mirror Single Direction session

With the Global Mirror Single Direction session type, Global Mirror replication is available only
from the local site. Tivoli Storage Productivity Center for Replication does not allow any action
that inverts the replication direction. By using this type of Tivoli Storage Productivity Center for
Replication session, you can perform the following tasks:

» Start the Global Mirror.
» Pause and resume the Global Mirror.

» Recover Global Mirror secondary volumes, which makes them available for use at the
remote site.

» Restart the Global Mirror following a recovery. This is accomplished by performing an
incremental copy.

Note: Track Space Efficient volumes can be used as Journal volumes (J2 volumes) for this
session type.

The Global Mirror Single Direction session is shown in Figure 4-9.
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Figure 4-9 Global Mirror Single Direction session

The state transitions for a Global Mirror Single Direction session are shown in Figure 4-10.
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Figure 4-10 Change state diagram for a Global Mirror Single Direction session
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Global Mirror Failover/Failback

The Global Mirror Failover/Failback session type enables the direction of the data replication
to be switched. With this session type, the remote site can be used as a production site and
changes that are made at the remote site are copied back to the local site. By using this type
of Tivoli Storage Productivity Center for Replication session, you can perform the following
tasks:

>

>

>

Start the Global Mirror.
Pause and resume the Global Mirror.

Recover the Global Mirror secondary volumes, which makes them available for use at the
remote site.

Restart the Global Mirror following a recovery. This is accomplished by performing an
incremental resynchronization.

Perform a switch site role, which makes the remote site the source for the replication.

Restart the replication (only the Global Copy) following a switch site role, which copies the
changes that were made at the remote site back to the local. This is accomplished by
performing an incremental resynchronization.

Resume the original direction of the Global Mirror after returning to the original site roles.
This is accomplished by performing an incremental resynchronization.

Note: Track Space Efficient volumes can be used as Journal volumes (J2 volumes) for this
session type.

The Global Mirror Failover/Failback session is shown in Figure 4-11.
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Figure 4-11 Global Mirror Failover/Failback session

The state transitions for a Global Mirror Failover/Failback session are shown in Figure 4-12 on
page 170.
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Figure 4-12 Change state diagram for a Global Mirror Failover/Failback session

Global Mirror Failover/Failback with Practice

Global Mirror Failover/Failback with Practice replication combines Global Mirror
Failover/Failback and FlashCopy capabilities to provide a point-in-time copy of the data on the
remote site. This session type provides volumes that can be used to practice for disaster
recovery without losing your disaster recovery capability. By using this type of Tivoli Storage
Productivity Center for Replication session, you can perform the following tasks:

>

>

»

Start the Global Mirror.
Pause and resume the Global Mirror.

Create a consistent copy of Global Mirror secondary site at the remote site by using
FlashCopy. This copy can be used as practice copy for a DR test.

Recover the Global Mirror secondary site volume, which makes them available for use in
the remote site. This also creates a copy of Global Mirror secondary site in the remote site
by using the FlashCopy.

Restart the Global Mirror following a recovery. This is accomplished by performing an
incremental resynchronization.

Perform a switch site role, which makes the remote site the source for the replication.
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» Restart the replication (only the Global Copy) following a switch site role, which copies the
changes that were made at the remote site back to the local. This is accomplished by

performing an incremental copy.

» Resume the original direction of the Global Mirror after returning to the original site roles.
This is accomplished by performing a full copy.

Limitation: Track Space Efficient (TSE) volumes can be used only for Journal volumes (J2
volumes) for this session type. TSE volumes cannot be used as FlashCopy targets for the
practice copy (H2 volumes) in Tivoli Storage Productivity Center for Replication.

The Global Mirror Failover/Failback with Practice session is shown in Figure 4-13.
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Figure 4-13 Global Mirror Failover/Failback with Practice session

Figure 4-14 on page 172 shows the state transitions for a Global Mirror Failover/Failback with
Practice session. Table 4-1 on page 160 provides a description of the states.
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Figure 4-14 Change state diagram for a Global Mirror Failover/Failback with Practice session

Global Mirror Either Direction with Two-Site Practice

By using Global Mirror Either Direction with Two-Site Practice replication, you can run Global
Mirror replication from the local or remote site. This session type provides volumes on the
local and remote site that you can use to practice for disaster recovery without losing your
disaster recovery capability. This type of Tivoli Storage Productivity Center for Replication
session allows a user to perform the following tasks:

>

>

»

Start the Global Mirror.
Pause and resume the Global Mirror.

Create a consistent copy of Global Mirror secondary site at the remote site by using the
FlashCopy. This copy can be used as a practice copy for disaster recovery test.

Recover the Global Mirror secondary site volumes, which makes them available for use in
the remote site. This also creates a copy of Global Mirror secondary site in the remote site
by using the FlashCopy.

Restart the Global Mirror following a recovery. This is done by performing an incremental
resynchronization.

Perform a switch site role, which makes the remote site the source for the replication.
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» Restart the Global Mirror following a switch site role, which copies the changes that were
made at the remote site back to the local. This is accomplished by performing a full copy. A
full disaster recovery capability is now restored between the original remote and local site.

» Resume the original direction of the Global Mirror after returning to the original site roles.
This is accomplished performing a full copy.

Limitation: TSE volumes can be used only for Journal volumes (J2 and J1 volumes) for
this session type. TSE volumes cannot be used as FlashCopy targets for the practice copy
(H2 and H1 volumes) in Tivoli Storage Productivity Center for Replication.

The Global Mirror Either Direction with Two-Site Practice session is shown in Figure 4-15.
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Figure 4-15 Global Mirror Either Direction with Two Site Practice

The state transitions for a Global Mirror Either Direction with Two-Site Practice session is
shown in Figure 4-16 on page 174.
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Figure 4-16 Change state diagram for a Global Mirror Either Direction with Two-Site Practice session

4.1.4 Metro Global Mirror

The Metro Global Mirror function enables a three-site, high-availability disaster recovery
solution. It combines the capabilities of Metro Mirror and Global Mirror functions for greater
protection against planned and unplanned outages. Metro Global Mirror uses synchronous
replication to mirror data between a local site and an intermediate site, and asynchronous
replication to mirror data from an intermediate site to a remote site. In this configuration, a
Metro Mirror pair is established between two nearby sites (local and intermediate) to protect
from local site disasters. The Global Mirror volumes can be thousands of miles away and

continue to be updated if the original local site suffered a disaster and I/O must be failed over
to the intermediate site.

Metro Global Mirror is fully supported only on the DS8000, while the ESS800 is supported
only when it is acting as primary (or active) site of the Metro Mirror.

Tivoli Storage Productivity Center for Replication manages all of the variations of DS8000

Metro Global Mirror through the Three Sites session types that include two Metro/Global
Mirror sessions.
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Metro Global Mirror combines Metro Mirror synchronous copy and Global Mirror
asynchronous copy into a single session, where the Metro Mirror target is the Global Mirror
source. By using Metro Global Mirror replication, you can switch the direction of the data flow
so that you can use your intermediate or remote site as your production site. By using this
type of Tivoli Storage Productivity Center for Replication session, a user can perform the
following tasks:

»

»

>

Start the Metro Global Mirror.
Pause and resume both Metro Mirror and Global Mirror leg of Metro Global Mirror.

Start the Global Mirror directly from local site to remote site. This uses the Global Mirror
Incremental Resync feature.

Recover the Metro Mirror secondary site volumes, which makes them available for use in
the intermediate site.

Recover the Global Mirror secondary site volumes, which makes them available for the
use in the remote site.

Restart the Metro Global Mirror following a recovery of Metro Mirror or Global Mirror
secondary site.

Perform a switch site role, which makes the intermediate or the remote site source for the
primary replication.

Start a Metro Global Mirror that has the intermediate site volumes as the primary site for
the Metro Global Mirror. This is the typical HyperSwap scenario.

Start a cascading Global Copy that has the remote site volumes as the primary site for the
replication. This is a typical Go-Home scenario.

Start a Metro Mirror that has the intermediate site volumes as the primary site for the
Metro Mirror. This is the typical HyperSwap scenario when the remote site is not available.

Resume the original direction of the Metro Global Mirror after returning to the original site
roles.

Note: TSE volumes can be used as Journal volumes (J3 volumes) for this session type.

The Metro Global Mirror session is shown in Figure 4-17.
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Figure 4-17 Metro Global Mirror session

The state transitions for a Metro Global Mirror session that has the host running on Local site
is shown in Figure 4-18. For a description of the states, see Table 4-1 on page 160.
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Figure 4-18 Change state diagram for a Metro Global Mirror session while the host is running on Local Site
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Figure 4-19 shows the state transitions for a Metro Global Mirror session when the host runs
on Intermediate site.
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Figure 4-19 Change state diagram for a Metro Global Mirror session while the host is running on Intermediate Site
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Finally, Figure 4-20 shows the state transition for a Metro Global Mirror session when the host
is supposed to run on Remote site.
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Figure 4-20 Metro Global Mirror session while the host is running on Remote Site

Metro Global Mirror with Practice

The Metro Global Mirror with Practice replication combines Metro Mirror, Global Mirror, and
FlashCopy capabilities to provide a point-in-time copy of the data on the remote site. This
session type provides volumes that you can use to practice for disaster recovery without
losing your disaster recovery capability. By using this type of Tivoli Storage Productivity
Center for Replication session, a user can perform the following tasks:

>

>

>

Start the Metro Global Mirror.
Pause and resume the Metro Mirror and Global Mirror leg of Metro Global Mirror.

Create a consistent copy of Global Mirror secondary site at the remote site by using the
FlashCopy. This copy can be used as practice copy for disaster recovery testing.

Start the Global Mirror directly from local site to remote site. This uses the Global Mirror
Incremental Resync feature.

Recover the Metro Mirror secondary site volumes, which makes them available for the use
in the intermediate site.
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» Recover the Global Mirror secondary site volumes, which makes them available for use in
the remote site.

» Restart the Metro Global Mirror following a recovery of Metro Mirror or Global Mirror
secondary site.

» Perform a switch site role, making the intermediate or the remote site the source for the
primary replication.

» Start a Metro Global Mirror that has the intermediate site volumes as the primary site for
the Metro Global Mirror. This is the typical HyperSwap scenario.

» Start a cascade Global Copy that has the remote site volumes as the primary site for the
replication. This is a typical Go-Home scenario.

» Resume the original direction of the Metro Global Mirror after returning to the original site
roles.

Limitation: TSE volumes can be used only for Journal volumes (J3 volumes) for this
session type. Tivoli Storage Productivity Center for Replication does not allow the use of
TSE volumes as FlashCopy target for the practice copy (H3 volumes).

The Metro Global Mirror with Practice session is shown in Figure 4-21.
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Figure 4-21 Metro Global Mirror with Practice session
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The state transitions for a Metro Global Mirror with Practice session that has the host running
on Local site is shown in Figure 4-22.
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Figure 4-22 Metro Global Mirror with Practice session while the host is running on Local Site
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The state transitions for a Metro Global Mirror with Practice session when the host is
supposed to run on Intermediate site are shown in Figure 4-23.

From Host on
Local Site
Transition

Diagram

StartH2H3
StartH2ZH1H3
Flzsh Van StartHZH1H3 _\ ’L /— SEEMH2ZHIHI
k @ E—StErtHZH @ — SuspHIHE D 9
- —
/ = e startHZALHE / -\
Suspand Flazh
Suspend StartH2ZH3 suspend
L1
StartHLHLH3
StartH2H3 ¢ |
| e StartH2H2 9 SR ] %. @
| 1 f
Recowver RecoverH1 Flash J
i “Enable Copy™,
\ Yar™ v, ToSitel
= s L .
______ . S I
Enable Copy -, ! Enable Copy -,
.. ToSitel " ToSite2 |

GotoHoston
Remote Site
Transition
Diagram

Goto Host on
Remote Site
Transition
Diagram

Goto Host on
Local Site
Transition

Diagram

Figure 4-23 Metro Global Mirror with Practice session while the host is running on Intermediate Site
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The state transition for a Metro Global Mirror with Practice session when the host is running
on Remote site is shown in Figure 4-24.

From Host on
Intermediate Site
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Diagram

From Host on
Local Site
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Diagram
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Go to Host on
Local Site
Transition

Diagram

Figure 4-24 Metro Global Mirror with Practice session while the host is running on Remote Site

4.2 New functions for DS8000

In this section, we describe the new functions for DS8000 that were introduced in the latest
versions of Tivoli Storage Productivity Center for Replication.

4.2.1 FlashCopy consistency groups for FlashCopy sessions

Consistency Group FlashCopy is an option of the FlashCopy capability that allows the
creation of a consistent point-in-time copy across multiple volumes, even across multiple
storage systems. By temporarily freezing the I/O activity on the volumes, consistency group
FlashCopy helps users to create a consistent point-in-time copy without quiescing the
application. Consistency Group FlashCopy ensures that the order of dependent writes is
always maintained and thus creates host-consistent copies, not application-consistent copies.
The copies have power-fail or crash level consistency.
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To recover an application from Consistency Group FlashCopy target volumes, you must
perform the same recovery as is done after a system crash or power outage.

Starting with version 5.1.1.0 of Tivoli Storage Productivity Center for Replication, the
consistency group option is transparently implemented in all the FlashCopy session.

Figure 4-25 shows the Tivoli Storage Productivity Center for Replication console window in
which messages are reported that are related to a FlashCopy session. As highlighted, a
message of releasing the 1/O is reported, which states that a freeze/unfreeze operation was
performed against the volumes within the session.

@ Tivoli Storage Product

led] U5

D Jul 29, 2012 2:19:25 PM : dbZadmin : IWNR&O12I ! Flashing all pairs in role pair H1-T1 ...
u Jul 29, 2013 2:19:25 PM : dbZadmin : IWNRG0111 : Background copy is running for role pair H1-T1.
D Jul 28, 20132 2:19:26 PM : db2admin : IWNRG0Z0I : Releasing 1/0 for all pairs in rale pair H1-T1...
Jul 29, 2012 2:19:26 PM : db2admin : IWNR19501 : Session ITSO-FlashCopy changed from the Defined state to the Target Available

D stata.

E Jul 29, 2012 2:19:26 PM : db2admin : IWNR10281 : The Flash command in the ITSO-FlashCopy session completed.
u Jul 23, 2013 2:19:52 PM : db2admin : IWNR 10281 : The Terminate command in the ITSO-FlashCopy session was issued.
D Jul 29, 2013 2:19:52 PM : db2admin : IWNRS&003I : Terminating all pairs in role pair H1-T1 ...
D Jul 23, 2013 2:19:52 PM : db2admin : IWNR10261 : The Terminate command in the ITSO-FlashCopy session completed.
Jul 23, 2012 2:19:52 PM : dbZadmin : IWNR 19501 : Session ITSO-FlashCopy changed from the Target Available state to the Defined

E state.

u Jul 23, 20132 2:20:05 PM : dbZadmin : IWNR 10281 : The Flash command in the ITSO-FlashCopy session was issued.
D Jul 29, 2012 2:20:05 PM : db2admin : IWNRS012I : Flashing all pairs in role pair H1-T1 ...

E Jul 29, 20132 2:20:06 PM : db2admin : IWNRS&020I : Releasing 1/0 for all pairs in rele pair H1-T1...

[ o |

ivity Center for Replication - Mozilla Firefox (Private Browsing)

B01371  Baclearmund copy = rupning for pols gaie H1-T1

u Jul 25, 2013 2:20:06 PM : db2admin : IWNR10261 : The Flash command in the IT50-FlashCopy session completed.
Jul 25, 2013 2:20:06 PM : db2admin : IWNR19501 : Session ITSO-FlashCopy changed from the Defined state to the Target Available [

D state.

Figure 4-25 FlashCopy session console messages

There is no means of disabling the consistency group option for the FlashCopy sessions.

Note: The consistency group option applies only to the FlashCopy type session. All the
other sessions that use FlashCopy to create practice copy do not use this option.

4.2.2 Global Mirror pause with consistency

The Global Mirror pause with consistency is a capability that can be requested by submitting
a SCORE/RPQ to IBM for the microcode level 6.3.1 for DS8700 and DS8800, and level 7.0.5
for DS8870. By using this capability, the Global Mirror can be paused, which leaves the
Global Mirror secondary site volumes in a consistent state. Specifying this new option in the
Global Mirror pause command, the Global Mirror first completes the ongoing consistency
group. After it is hardened on the journal volumes, all the Global Copy pairs are suspended,
which does not allow any further update from the primary storage systems.

The Global Mirror pausing consistently allows several Tivoli Storage Productivity Center for
Replication sessions to use the function and speed up the time it takes to perform some
operations. This Global Mirror pausing option spares any further action to make the Global
Mirror secondary site volumes consistent. The standard recovery process, which involves the
consistency group checking and Fast Reverse Restore FlashCopy, is still needed for all the
planned and unplanned Global Mirror scenarios in which the Global Mirror was not paused
with the proper “with consistency” option.
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Tivoli Storage Productivity Center for Replication uses the Global Mirror pause command
whenever a Suspend of a Global Mirror (or Global Mirror leg in the case of Metro Global
Mirror session) is started. Starting with Tivoli Storage Productivity Center for Replication
version 5.2, the Global Mirror pause with consistency option is transparently used for those
storage systems that fulfill the microcode requirements. Figure 4-26 and Figure 4-27 show
the report of the session details of a Global Mirror FO/FB session where a suspend command
was issued and the Pause with consistency option was used by Tivoli Storage Productivity
Center for Replication.

Last Update: Jul 29, 2013 4:25:0

Session Details

- Global Mirror Failover/Failback
: (

SelectAction: ~ |Go o5 S0
Status Q severe gl% &
State Suspended H1 Hz
Active Host H1
Recoverable Yes %
Description (modify)
Copy Sets 1 (view) §
Transitioning  No

1z

Role Pairs Info Global Mirror Info

Participating Role Pairs:

Role Pa Recoverable yi 2 e y Type L i
*1-H2 i} ° i} GC Jul 29, 2013 4:22:32 PM
* iz a 1 a NfA GM Jul 29, 2013 4:22:32 PM

L JRr 0 0 1 /A FC nfa

Figure 4-26 Session Details window after a Suspend command

The Role Pairs Info tab (see Figure 4-26) shows that H1 - H2 Global Copy pairs are already
recoverable with a time stamp that is the same of the consistency group that was hardened
on the journal.

Rale Pairs Info Glabal Mirrar Info

Global Mirror Master: DS8000:2107.TK831:L55:61

Last Master Consistency Group Time: Jul 25, 20132 5:22:06 PM MST
Master Time During Last Query: Jul 29, 2013 5:23:24 PM MST

Data Exposure: 2.66 seconds

c = Lo =

' Master State: 0 Paused with secondary consistency '

CG Interval Time: 0 seconds

Max Coordination Interval: 50 milliseconds

Max CG Drain Time: 20 seconds

Unsuccesstul CGs 0 (0%) 1 (0%)

BTl 47 (100%) 105 (99%)

Figure 4-27 Global Mirror Info tab after a Suspend command

In the Global Mirror Info tab (see Figure 4-27), a Paused with secondary consistency state is
reported.
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Note: There is no means of disabling the Pause with consistency option for the Tivoli
Storage Productivity Center for Replication sessions. The Tivoli Storage Productivity
Center for Replication always uses this option following a Global Mirror suspend command.

4.2.3 Easy Tier Heat Map Transfer

The IBM System Storage DS8000 Easy Tier heat map transfer function transfers heat map
information from a source storage system to one or more target storage systems. Each target
storage system then generates volume migration plans that are based on the heat map data
and the physical configuration of the storage system.

This process ensures that the performance characteristics of the target storage systems are
consistently updated to reflect the performance characteristics of the source storage system.
The Easy Tier heat map transfer function is available for System Storage DS8000 Release
7.1 and later.

IBM Tivoli Storage Productivity Center for Replication supports the DS8000 Easy Tier heat
map transfer function with version 5.1.1.1 or higher. The storage systems must meet the
following requirements:

» The source and target storage systems must be connected to Tivoli Storage Productivity
Center for Replication by using a Hardware Management Console (HMC) connection.

» The Easy Tier heat map transfer function must be enabled on the source and target
storage systems.

To support the Easy Tier heat map transfer function, another software component is installed
simultaneously to Tivoli Storage Productivity Center for Replication. This component, which is
called Heat Map Transfer Utility (HMTU), operates as a daemon that is running on the Tivoli
Storage Productivity Center for Replication server and performs the following actions:

v

Loads storage system configuration information

Pulls heat maps from the source storage system
Applies source heat maps on the target storage system
Records the heat maps transfer results

vYyy

All of the Easy Tier heat map transfer-related tasks are performed by the HMTU. By using its
web-based GUI, Tivoli Storage Productivity Center for Replication offers an effective user
interface to configure the HTMU.

For more information about Easy Tier heat map transfer, see IBM System Storage DS8000
Easy Tier Heat Map Transfer, REDP-5015.

In the following sections, the HMTU main configuration steps through the Tivoli Storage
Productivity Center for Replication web-based GUI are described.

Adding a storage system to HMTU

Before a DS8000 storage system is added to HMTU, you must verify whether the Heat Map
Transfer function is enabled on the box. For this purpose, the showsi DSCLI command can be
used, as shown in Example 4-1 on page 186.
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Example 4-1 Showsi command to verify the Easy Tier settings

dscli> showsi IBM.2107-75XC891

Name -

desc -

ID IBM.2107-75XC891
Storage Unit IBM.2107-75XC890
Model 961

WWNN 5005076303FFD414
Signature 6641-eccc-7ca9-7/cla
State Online

ESSNet EnabTed

Volume Group Vo

0s400Serial 414

NVS Memory 2.0 GB

Cache Memory 48.7 GB
Processor Memory 62.2 GB

MTS IBM.2421-75XC890
numegsupported 1

ETAutoMode all

ETMoni tor all

I0PMmode Managed

ETCCMode Disabled
ETHMTMode Enabled

The ETHMTMode setting reports the status of the Heat Map Transfer function. The scope of
Easy Tier Heat Map Transfer is determined by the following Easy Tier automatic mode
settings:

» With ETAutoMode set to tiered and ETMonitor set to automode, Heat Map Transfer and
data placement occurs for logical volumes in multi-tiered pools only.

» With ETAutoMode setto all and ETMonitor set to all, Heat Map Transfer and data
placement occurs for logical volumes in all pools.

To change the Easy Tier settings, including the Heat Map Transfer, you can use the chsi
DSCLI command, as shown in Example 4-2.

Example 4-2 Enabling Heat Map Transfer function

dscli> chsi -ethmtmode enable IBM.2107-75XC891
CMUC00042I chsi: Storage image IBM.2107-75XC891 successfully modified.

Tip: If you do not have Easy Tier activated and want to run an Easy Tier evaluation on the
primary and secondary storage systems, you can set the Easy Tier control on the primary
and secondary storage systems to monitor only (-etmonitor all). The heat map transfer
utility then automatically transfers the heat map data and uses this data to generate an
Easy Tier report, without changing the data layout on either of the storage systems.

Log on to the Tivoli Storage Productivity Center for Replication GUI to start the DS8000
adding procedure. Complete the following steps:

1. From the Health Overview window, access the Storage Systems panel through one of the
available links, as shown in Figure 4-28 on page 187.
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Health Chervizw

S=s Health Overview
Storage Systems

Host Systems

Volumes \.
ESS/DS Paths Session Overview
Mensgement Servers
Administration
Advanced Tools
Console

Abaut

Last Update: Jul 31, 2013 10:58:43 AM

Sign Out db2admin

- AL A G
Health Owerview ST sl of o el AT ST

& sexsions

1 normal

Do emvam al Q
/1N
® Storage Systams *— 1 Normal iLCl\\farrirg 0 Savars

[ e

[ Maregemert Server

Storage Systems Host Systems Management Servers

[ connections to local server
I 2tzrage ystams sanrectes

Figure 4-28 Health Overview window

2. On the Storage Systems panel, click the Easy Tier Heat Map Transfer tab, then click Add
Storage System, as shown in Figure 4-29.

Health Overview
Sessions

Storage Syst=m=
Host Systemns
Wolurmes

ESS/ DS Paths
Management Servers
Administration
Advanced Tools
Console

About

Storage Systems

Storage Systems Connections Eazy Tizr Hzat Map Transf=r

=T Stetus: @ Dizsbies | Enable Transfer| | Disable Transfer
Add Storage Systems. ..

Heslth Dwerview
H 1 normal Select Action:

D Se=sions
o

B 0 warming

Q:s=\-=r= 2 '
EE‘[:W:;: Systams=

5 Host Systems

&M:r:;:n:rt Smrvmrs

Figure 4-29 Adding storage system
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3. Select the Storage Systems to be included on the HMTU, as shown in Figure 4-30. Click
Add Storage Subsystems.

| Add Storage Systems to Easy Tier Hest Map Transfer |

Select Al Dessl=ct Al

Storage System

DSBC!CVCI: BOX-2107.03611

DSBC!CVCI: BOX: 2107 . XCES1

Add Storage Systems | | Cancel

Figure 4-30 Storage System selection

Note: In the Add Storage System to Easy Heat Map Transfer panel, Tivoli Storage
Productivity Center for Replication shows only the storage systems with the Heat Map
Transfer function internally enabled.

4. After the storage systems are included in HMTU, all of the systems are presented with
inactive connection status. Select which storage system must have the transfer enabled
first and then click Enable Transfer, as shown in Figure 4-31.

Storage Syst=ms Connections Eazy Tier Heat Map Transfer

Ststus: @ Disaties | Enable Transfer yismble Transfer
Add Storage Systems

Select Action: ])_ G ‘2J

- o
5 ¢ & System Connection

B DSBOD0-BOX:-2107.03611 e Inactine

1Z) psBODO:BOX: 2107 XCESL @ Inactive

Figure 4-31 Enabling map transfer

5. Click Yes in the confirmation panel to complete the operation, as shown in Figure 4-32.

| Do You Want to Ensble Fasy Tier Hest Map Transferz |

Al Enabling Eazy tier =at map transfer starts the transfer of the Easy Tier heat map data from the
f ] =cure to the target storage systems that ar= displayed on this page. Do you want to enable the
L2 Y transfarof Eazy Tier heat map data?

L] No

Figure 4-32 Enable Transfer confirmation panel

188 Tivoli Storage Productivity Center for Replication for Open Systems



Checking the transfer status

To check the transfer status and validate when the latest transfer occurred, you can use two
different processes: click Select Action and then select View Transfer Status, or click the

paired storage systems, as shown in Figure 4-33.

Storage Syst=ms Connections Easzy Ti=r Heat Map Transfer

Status: B Enapiea | Enable Transfer| [ Disable Transfer

Add Storage Systems...
View Transfer Status =
Select Action: |

Remaove Storage System

= DSE000: BOX- 2107 XCEDL

"] DSE00D: BON: 21 :-:-.nzsué'—_‘-'—

"/ DSEDOD: BOX - 2107 XCES1 ﬂ Connected

Figure 4-33 View Transfer status

Statistics and some other information about the latest transfer are reported in the Transfer

Results panel, as shown in Figure 4-34.

| Transfer Results for Storsge System DS8000:80X:2107.03612 |

Targ=l Storags Syslem:| DSE000: BOM: 2107 MCESL | »

Attempts i

Suooce=sTul Transfers 1 {100%%)

Failed Transfers O [0=%)

La=st Tra Bug 1, 2013 2:05:36 PM

Swg 1, 2013 2:11:01 PM

u IWNH17791 [Awg 1, 2013 2:11:01 PM] The data transfer complet=d.

He=xt Transfer Time Basg 2, 2013 2:05:36 AM

7]

Cloze

Figure 4-34 Transfer results

Removing a storage system from HMTU

To remove a storage system from the HMTU configuration, complete the following steps:

1. From the Easy Tier Heat Map Transfer tab, select the storage system to be removed and

then click Disable Transfer to stop transfer processes, as shown in Figure 4-35.

Storage Systems Connections Eazy Ti=r Heat Map Transfer

Status: B Srapies | Enzble Transfer| [ Disable Transfer
Add Storage Systems...

— 2,
Select Action: 1 v |Go .

(@) pss00D: BoN: 2107 03611

DSE000: BOX- 2107 XCED1

cnnectio
E Connect=d
E Connedted

)

Figure 4-35 Disabling Heat Map transfer
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2. Click Yes in the confirmation panel, as shown in Figure 4-36.

Do You Want to Disable Tier Heat Transfer?

Disabling Ea=y Tizr h=at map transfer stops the transfer of the Eazy Tier heat map data from the:
J 1Y =ource to the target storage zy=t=ms that ar= dizplayed on this page. Do you want to dizable
L2 the transfer of Ea=y Tizr heat map data?

|Y:5 No

Figure 4-36 Disable transfer confirmation panel

3. Select the storage system to be removed and then click Remove Storage System from
the Select Action drop-down menu, as shown in Figure 4-37.

Storage Syst=ms Connections Ea=y Ti=r Hzat Map Transf=r

Status: @ Disabies | Enable Transfer| | Disable Transfer
Add Storage Systems...

Select Action: = |Gg
Select Action:

= OSSUOUT O ZI07 U551 @ Inactive

Figure 4-37 Removing Storage System

4. Click Yes in the confirmation panel to completely remove the storage system from the
HMTU configuration, as shown in Figure 4-38.

Rermawe Storage System DSB000:BOXM:2107.03611 from Easy Tier Heat Map Transfer?

Warning

I .! This command removes the storage syst=m from the Easy Tier h=at map transfzr configuration and stops the
transf=r of Ea=sy Tier he=at map data. Do you want to continu=?

Vex No

Figure 4-38 Remove Storage System confirmation panel

Important: When you enable or disable the use of the Easy Tier heat map transfer function
in Tivoli Storage Productivity Center for Replication, the function is not enabled or disabled
on the storage systems that are connected to Tivoli Storage Productivity Center for
Replication. The configuration options that you set for Easy Tier heat map transfer in Tivoli
Storage Productivity Center for Replication are used only by Tivoli Storage Productivity
Center for Replication.
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4.2.4 Global Mirror Info Tab for DS8000 sessions

Tivoli Storage Productivity Center for Replication Version 4.2 introduced a specific
informational tab in the Session Details panel (see Figure 4-39), which provides useful
information and details about the Global Mirror status. The following Global Mirror information
was made available:

» Data exposure information

» Current Global Mirror settings

» Statistics of successful and unsuccessful consistency groups

: H Last Update: Aug 6, 2013 5:01:15 PM
Session Details ? :

TS0

Select Action: ~ |Go ;l:itim Glﬁh-&glk;l:irmr w,.;kF‘:r:d:ice

Status [ [Fr— g

State Frepar=d wé §

Active Host H1 Hi Py e

Recoverable faw

Description {madify) % é
Copy Sets 1 [vizw) e

Transitioning  Ne

Role Psirs [rl" Global Mimror Info "

Par 9

00:00:01.00 8 =] n/a
* ] 1 o I—r—| FC Aug 5, 2013 5:50:44 PM
g ] o 1 N/A FC

Figure 4-39 Global Mirror Info tab in Session Details panel
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Some of this information is available at a glance directly from the Role Pairs Info tab in the
Session Detail panel, as shown in the Figure 4-40.

Role Pair H1-12

Global Mirror Master: DS8000:2107.TKE31:L55:61
Session ID: 0x5

Data Exposure: 00:00:01.00

Requested Consistency Group Interval Time: 0
saconds

Query Interval: 50 seconds

Successful Consistency Groups in this Interval: 50

Failed Consistency Groups in this Interval: 0

Figure 4-40 Global Mirror session info at a glance

Selecting the Global Mirror Info tab (see Figure 4-39 on page 191) shows more information.
On the left side of the tab, the following information about the current Global Mirror status is
reported, as shown in Figure 4-41 on page 193:

Global Mirror master logical subsystem (LSS)
Master Consistency group time

Master time during last query

Data exposure time

Session ID

Master State

Unsuccessful consistency groups (CGs) during last formation
CG interval time

Max Coordination time

Max CG drain time

List of subordinates (if any)

VYVYYYYYVYVYVYYVYY
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Global Mirror Master: D58000:2107.TK831:L55:61
Last Master Consistency Group Time: Jul 30, 2013 10:20:43 AM MST
Master Time During Last Query: Jul 20, 2013 10:20:49 AM MST

Data Exposure: 1.00 seconds

Session ID: O0x5
Master State: u Running

Unsuccessful CG's since last successful CG: 0

CG Interval Time: 0 seconds

Max Coordination Interval: 50 milliseconds

Max CG Drain Time: 30 seconds

0 (0%) 2 (0%)

61 (100%) 48836 (99%)

Consistency Group Failure Messages... 8

Last Consistency Group Failure
Failing LSS: DS8000:2107.TKE831:L55:61
Error Reason: 0x0FCC XDC starting increment with wrong state

Master State: 0x4 Global Mirror Start Increment In Progress

Figure 4-41 Global Mirror status information

An expandable section is reported whenever there is unsuccessful CG information that was
encountered since the start of the session. In this case, the following information is shown for
the last, previous, and first unsuccessful CG:

» Failing LSS
» Error reason
» Master state

On the right side of the tab, the Data Exposure graph is shown, as shown in Figure 4-42 on
page 194. The Data Exposure graph shows the instant Recovery Point Objective (RPO) trend
for the last 24 hours or the last 15 minutes. You can set up a data exposure threshold, which
highlights unusual spikes.
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Data Exposure [Seconds) vs. Time: Last 15 Minutes

120 1

110

100

B0 1

70

20

10

o T T
10:20 AM 10:24 AM 10:28 AM 10:32 AM

View Last 24 Hours

Highlight Data Exposure
Data E
D e Show Data Exposure over: 2()

= =CG Interval Time

Highlighted Data Exposure Set Threshold

Export Global Mirror Data

Figure 4-42 Data Exposure graph

Moving the mouse over the bullets in the graph, a callout appears which shows that the data
exposure exceeded the threshold, as shown in Figure 4-43.

Data Exposure (Seconds) vs. Time: Last 15 Minutes

120 1

- Data Exposure was 60.00 sec at 10:30 AM

a0 4
0 4
20
10

0 T T
10:2%9 AM 10:33 AM 10:37 AM 1041 AM

Figure 4-43 Data exposure exceeded
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4.2.5 Global Mirror Historical Data

Starting with Tivoli Storage Productivity Center for Replication version 5.1, the Global Mirror
historical data is available to be exported in comma-separated value (CSV) file format. Export
can create the following types of CSV files:

» A file that contains data about the RPO
» A file that contains data about the logical subsystem (LSS) out-of-sync tracks

The data in the CSV file can be used to analyze trends in your storage environment that affect
your RPO.

Note: There is a Global Mirror Reporting Tool that is not included with the product.
However, it is available for use and includes a pre-setup spreadsheet for customers to
import data into, and can be downloaded from this website:

http://www-01.1ibm.com/support/docview.wss?uid=swg21609629

Exporting the data

To export the Global Mirror historical data, you can click Export Global Mirror Data on the
Global Mirror tab (see Figure 4-42 on page 194) or click Export Global Mirror Data from the
drop-down menu in the Session Detail panel, as shown in Figure 4-44.

Select Action: |= |Go

Select Action:

Actions._.
Start H1-=H2
Suspend

Modiy...
Add Copy Sets
Modify Site Location(s)...
WView [ Modify Properties

Cleanup._.
Remove Copy Sets 7.TKB3
Remove Session

- 20, 2013
Terminate

20, 2013
Other...

Export Copy Sets
Refresh States
View Copy Sets | Select Action: |

View Messages
Figure 4-44 Export Global Mirror Data
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The Export Historical Data for Global Mirror wizard is displayed, as shown in Figure 4-45.

Export Historical Data for Global Mirror
= Selact Data Type Select Data Type
Exporting
Results

Export histarical data for the role pair to a C5V fila.

Select the role pairr  H1-J2 -

Select the type of data:

(@ RPO
[ : LSS Out-of-Sync Tracks

Select the date range for the data in the CSV file. The maximum date range for RPO
datz is 21 days. The maximum date range for LS5 out-of-sync data is 7 days.

Start date: | 7/29/2013 - End date:|7/20/20132 -

<Back Finish

Figure 4-45 Export Historical Data wizard

The following information is required to complete the export:

» The role pair for the data that you want to show in the CSV file. Multiple role pairs are
available for Metro Global Mirror sessions and for Global Mirror Either Direction session.

» The type of data that you want to export to a CSV file. Depending on the data type that you
select, the CSV file contains data about the RPO or data about LSS out-of-sync tracks.

» The date range for the data that you want to show in the export file. The date range
maximum for RPO files is 31 days of data and the maximum for LSS out-of-sync track files
is seven days of data.
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Click Next. If the export was successful, a link to the CSV file is provided on the Results page,
as shown in Figure 4-46. The CSV file now can be saved to your local system.

Export Historical Data for Global Mirror
« Select Data Type Results
«" Exporting
o Results

IWNR12621

[Jul 20, 2013 11:11:36 AM] The data for session ITS0OS was exported. The
C5V file is located on the server at: C:\Program Files\IBM\TPCiwip

\usr\servers\replicationServer\exportdirf\ ITSOSH1-

J2rpo2013-07-30-11-11-36.c5v

The C5V file was exported. Right-click the following link to open or save the file:
ITSOSH1-1Z2rpo2013-07-30-11-11-36.c5v

The file is retained on the Tivoli Storage Productivity Center server for a limited amount of
time. To ensure that the file is saved, download the file immediately.

<Back| |MNext= Cancel
Figure 4-46 Historical Global Mirror data export results panel

Using the data

Tivoli Storage Productivity Center for Replication provides the Global Mirror historical data in
the CSV file format that can be imported in a spreadsheet. The layout of the two files is fixed
and contains the fields that are shown in Table 4-2 on page 198 and Table 4-3 on page 199.
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Table 4-2 RPO data file layout

Column | Name Description

A Query Time Query sample time as reported by the Tivoli Storage
Productivity Center for Replication server.

B Hardware Time Time that is reported internally by the Master system.
Can be different from the Query Time because Master
System time and Tivoli Storage Productivity Center for
Replication server time might not be aligned.

C Interval Sample interval in seconds.

D Master Session Number Global Mirror session number. The format is Oxn where
n is the session number.

E Master Box Name Serial number of the Master system. The format that is
used is 2107.XXXXX, where XXXXX is the storage
image serial number.

F Master LSS Global Mirror master Logical Subsystem. The format is
Oxnn, where nn is the LSS number.

G Master State Status of the Global Mirror Master.

Last Consistency Group Last consistency group formation time as reported by
Formation Time the Master system.
| Average RPO Calculated average RPO for the last sample in
milliseconds.
J RPO at Time of Last Query Instant RPO at the last query in milliseconds. This is the
difference between the Hardware Time and the Last
Consistency Group Formation Time.
K Successful Consistency Number of successful consistency groups that are
Groups in Interval formed in the last sample interval.

L Number Failed Consistency Number of unsuccessful consistency groups that are
Groups in Interval formed in the last sample interval.

M Number Failed Consistency Number of unsuccessful consistency groups that are
Groups Since Last Successful | formed in a row.

N Total LSSs Total number of LSSs that are defined to the Global
Mirror session.

(0] Total Out of Sync Tracks Total number of Out of Sync Tracks that are calculated
at the query time.

P Total Joined Total number of volumes that joined the Global Mirror
session.

Q Total Suspended Total number of volumes that were suspended in the
Global Mirror session (joined or in join pending).

R Most Recent Consistency Error that is reported for the last unsuccessful

Group Error consistency group formation.
S Most Recent Consistency Global Mirror state at the time of the last unsuccessful
Group Error State consistency group formation.

198

Tivoli Storage Productivity Center for Replication for Open Systems




Table 4-3 LSS out-of-sync tracks file layout

Column | Name Description

A Query Time Query sample time as reported by the Tivoli Storage Productivity
Center for Replication server.

B Hardware Time Time that is reported internally by the system (can be the Master
or a subordinate system). Can be different from the Query Time
because the hardware time and Tivoli Storage Productivity
Center for Replication server time might not be aligned.

C Interval Sample interval.

D Session Number Global Mirror session number. The format is 0xn, where n is the
session number.

E Box Name Serial number of the system (can be the Master or a subordinate
system). The format is 2107. XXXXX, where XXXXX is the
storage image serial number.

LSS LSS queried. The format is 0xnn, where nn is the LSS number.

G Out Of Sync Tracks Total number of the out-of-sync tracks for the queried LSS.

A five-row header, which is common for both CSV files, is automatically created that reports
general information about the file. A sample of this header for an RPO data file is reported in
Figure 4-47.

#Generated at:,5/15/2013 12:26
#Session Name:,MGM_ITSO

#Role Pair:,H2-J3

#Start Date:,9-May-13

#End Date:,15-May-13

<statistics data here>

Figure 4-47 RPO data file header

The CSV file format is suitable to be processed by using a spreadsheet application. By using
pivot tables or a similar feature, you can sort or aggregate the data to obtain more usable
information that can be used for performance tuning or problem determination purposes.
Also, by using the spreadsheet chart feature, you can create a graph for historical trend
information, as shown in Figure 4-48 on page 200. You can also create a punctual interval
analysis, as shown in Figure 4-49 on page 200.
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Figure 4-49 Out of Sync Tracks versus LSS chart
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4.2.6 Managing z/OS HyperSwap from Tivoli Storage Productivity Center for
Replication for Open Systems

Tivoli Storage Productivity Center for Replication for Open Systems version 5.2 can manage
z/OS HyperSwap enabled sessions through an IP connection to a z/OS server. For more
information, see Chapter 7, “Managing z/OS HyperSwap from Tivoli Storage Productivity
Center for Replication for Open Systems” on page 355.

4.3 Managing DS8000 sessions

As described in 4.1, “Capabilities overview” on page 160, Tivoli Storage Productivity Center
for Replication support many types of DS8000 replication topologies that combine various
copy services features. In the following sections, we describe how to set up and manage
replication sessions. We summarize the tunable parameters for every session that is
supported and describe some scenarios that require a full copy of data.

4.3.1 DS8000 Path management

Before we start to operate with a DS8000 session, we must properly define the replication
connectivity schema to implement. This involves managing the logical paths.

The logical paths define the relationship between a source LSS and a target LSS that is
created over a physical path (10 port).

Tivoli Storage Productivity Center for Replication includes the Path Manager feature to
provide control of logical paths when relationships between source and target storage
systems are established.

Path Manager helps you control the port pairing that Tivoli Storage Productivity Center for
Replication uses when the logical paths are established and ensure redundant port
combinations. It also keeps that information persistent for use when the path is terminated
because of a suspended operation.

Tivoli Storage Productivity Center for Replication provides you the following options to create
the logical paths and specify port pairing:

» Adding logical paths automatically, Tivoli Storage Productivity Center for Replication
automatically picks the paths or uses paths that were established.

» Adding logical paths and creating port pairing by using a CSV file.
» Adding logical paths by using Tivoli Storage Productivity Center for Replication GUI.

Adding logical paths automatically

If you do not specify the port pairing, Tivoli Storage Productivity Center for Replication queries
the storage systems to check whether there are established paths. By using the CSV file, you
can ensure redundant port combinations and use only the specified ports. If at least one path
is established, Tivoli Storage Productivity Center for Replication uses that path and it does not
create more paths. Otherwise, if no path is established, Tivoli Storage Productivity Center for
Replication queries the storage systems to pick the available ports (if any) to create a path. In
this case, Tivoli Storage Productivity Center for Replication creates only one path per LSSs
pair.

Note: This option does not ensure that you have redundant logical paths.
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Adding logical paths by using a CSV file

You can add logical paths by creating a CSV file. The CSV file specifies storage systems
pairings and associated port pairings that are used by Tivoli Storage Productivity Center for
Replication to establish the logical paths. By using the CSV file, you can ensure redundant
port combinations and use only the specified ports. Tivoli Storage Productivity Center for
Replication uses the ports that are listed in the CSV file when you run the start command
(that is, Start H1 — H2) and attempts to establish the paths between any LSS on those two
storage systems.

To add logical paths by using a CSV file, complete the following steps:

1. Create a CSYV file that is named portpairings.csv in the
install_root/IBM/TPC/wip/usr/servers/replicationServer/properties directory.

Note: In the install root/IBM/TPC/wip/usr/servers/replicationServer/properties
directory, you find the portpairings.csv.sample file, which you can use and rename to
portpairings.csv

An example of a CSV file is shown in Example 4-3.

Example 4-3 Sample of portpairings.csv file

#Primaries ---> Secondaries
2107.ALD71:2107.ANZ41,0x0002:0x0002,0x0006:0x0006,0x0132:0x0132,0x0136:0x0136
2107.ACD21:2107.ALZ61,0x0002:0x0002,0x0006:0x0006,0x0132:0x0132,0x0136:0x0136

#Secondaries ---> Tertiaries
2107.ANZ41:2107.YX531,0x0231:0x0003,0x0206:0x0233,0x0005:0x0001,0x0235:0x0101
2107.ALZ61:2107.AXG11,0x0102:0x0333,0x0206:0x0233,0x0035:0x0001,0x0305:0x0131

#Primaries ---> Tertiaries
2107 .ALD71:2107.YX531,0x0231:0x0003,0x0131:0x0233,0x0232:0x0232,0x0236:0x0236
2107.ACD21:2107 .AXG11,0x0331:0x0333,0x0031:0x0233,0x0232:0x0232,0x0236:0x0236

Each line in the file represents a storage system-to-storage system pairing. The first value
represents the storage systems, which are delimited by a colon. The remaining values are
the port pairs, which are delimited by a colon. All values are separated by a comma and
commented lines must start with # character. The following roles must be followed when
the CSV port pairings are used:

— The entry for a storage system pair and the port pairs are bidirectional. This means
that a line that has systemA:systemB is equivalent to a line that has systemB:systemA.
Lines that are incorrectly formatted are discarded. For example, if a line contains ports
without the Ox, or does not contain port pairs that are delimited by the : character, the
entire line is discarded.

— Aline can be properly formatted but contain invalid ports for your storage system
configuration. In this case, the ports are passed down to the storage system to be
established and there is no validation that is done in Tivoli Storage Productivity Center
for Replication. The valid ports might be established by the storage system, while the
invalid ports can be rejected.

— If afile contains duplicate lines for the same storage systems, the ports on the last line
are used. Also, the entries are bidirectional. Thus, if you have systemA:systemB and
then a line with systemB:systemA, the second line is the line that is used.
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— Any line that starts with a # character is considered a comment and is discarded. The
# must be at the start of the line. Placing it in other positions can cause the line to be
invalid.

— The portpairings.csv is not shared between two Tivoli Storage Productivity Center for
Replication servers in a high-availability environment. Thus, different port pairings can
be established from the standby server after a takeover. You must copy the
portpairings.csv file to the standby server to ensure that the two files are equal.

2. To enable the changes in the file, you must perform a task that requires new paths to be
established. For example, suspend a session to remove the logical paths and then issue
the Start H1 — H2 command to enable the paths to use the port pairings in the CSV file.

Note: By enabling the CSV file port pairing, you cannot differentiate LSS logical paths
definitions within a storage systems pairing. If you must use different port pairings among
LSSs within the same storage systems pairing, you must not use the portpairings.csv
file.

Adding logical paths by using Tivoli Storage Productivity Center for
Replication GUI

You can add logical paths by using the Tivoli Storage Productivity Center for Replication GUI.
In this section, we describe how to add the logical paths. Before you add the paths, you must
ensure that you defined the appropriate storage systems on the Storage Systems panel.

To add the logical paths, complete the following steps:

1. In the Tivoli Storage Productivity Center for Replication navigation tree, select ESS/DS
Paths. The panel in which you manage the paths opens, as shown in Figure 4-50.

é ESS/DS Paths
—

Figure 4-50 Manage paths
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2. Click Manage Paths. The Path Management wizard opens, as shown in Figure 4-51.
From the drop-down menu in the wizard, select the source storage system, source logical
storage system, target storage system, and target logical storage system. Click Next.

Path Management

52 Choose Storage Syst=ms Welcome
Select Paths
Confirm Paths Chooze source and target storage systems and logical storage subsystems.
M=ditying #5Source storage system *Target storage system
Resuits DS8000:BOX:2107 X283 - DS8000:BOX:2107.LMa41 -
#*Source logical storage subsystem *Target logical storage subsystem
DS8000:2107.XC891:L55:61 - DS8000:2107.LMB41:L55:61 -

< Back | | MNext >| |Finish | |Cancel

Figure 4-51 Selecting Source and Target storage systems

3. From the drop-down menu in the wizard, select the source port and target port and click
Add. You can add multiple paths between the logical storage subsystems, or one at a
time. After you make your selections, click Next, as shown in Figure 4-52.

Path Management & =
Select Paths

Select the paths that will remain or bec

DS8000:2107.4CA91:155:61
8000:2107.LMB41:LS5:61

Souree Ports Target Port:

<0303 + 0300 -

Figure 4-52 Adding ports
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4. Confirm your selections and click Next, as shown in Figure 4-53.

Path Management

o Chooes Storage Systems Conflrm paths
o Sul=ct Paths
5 Canfirm Paths The tallowing paths will remain or become active:
Maditying
Scurce Storage System: DSB000:BOX:2107.XCES1
Resuits Scurce Logical Storage Subsystem: DSE000:2107.MCEO1:LSS:61

Targ=t Storage Syst=m: DSB000:BOX:2107.LMB41
Targ=t Logical Storags Subsyst=m: DSB000:2107.LMB41:L55:61

Click 'Mext' to apply changes.

Figure 4-53 Confirm the paths

5. Verify the Results panel and click Finish to exit the wizard, as shown in Figure 4-54.

Path Mansgement

¥ Chooss Storage Systems Results
o Sel=ct Paths
¥ Cenfirm Faths
o Madifying
i TWNG40D031
E [Aug 12, 2013

DSE000: 2107,

= command EstablizhPath for the path
7.LMB41:L55: 61, (D300,

Click "Finigh’ to exit the wizard.

< Back | | Next > Cancel

il 7]

Figure 4-54 Results panel
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6. By clicking the Storage System, you see the path that were added, as shown in
Figure 4-55.

D$8000:BOX:2107.XC891 Paths Last Update: Aug 12 2013 13528 P
Actions... Go

O wormat

DSB000: 2107 MCES1:1SS:60 Cwl300 DSE0D0:2107. FGA0L:LSS:60  Ow0100 Mo
|~ — DSEOD0: 2107 ¥CES1:1SS:61 (o300 DSEDDD: 2107, 03611 : 18561 0232 o
F & normat DSEOO0: 21 o6t Dx0300 DSE0DD: 2107 FGA0L: LS5 61 00100 Nz
R DSBOD0: 2107 SS:61 Ox0300 DSED TKE3L:LS5:61 0232 e
] — DSBO00: 2107 DSE0D0: 2107 LMB41: LS5:61 00300 Mo I
[T & morma RN =
|~ — O 0100 Ne
O@ noma fwb0E1 =
- o2 - =
]~ [p— e 2
] - DSB000: 2107 MCES1:LSS: 70 (w0300 DSE0DD:2107. TKE3L:LSS:70 (w0232 Mo -

Figure 4-55 Managed paths

Logical Paths requirements and limitations

There are some considerations that are related to logical paths that we must remember when
we are planning the replication configuration.

Logical Paths requirements

PPRC technology requires at least one logical path per LSS pair to establish a mirroring
relationship. Tivoli Storage Productivity Center for Replication does not check the path’s
availability before starting a mirroring relationship. If no paths are available between two
DS8000s, this leads to an error at the first attempt to establish a pair relationship. Although
the physical Fibre Channel link is bidirectional, the logical path definition is not. Therefore, to
use the same port pair in both directions we must define a logical path in both storage
systems (for example, one from box A to B and another from box B to A).

If you are not using the CSV file to establish the paths (as described in section “Adding logical
paths by using a CSV file” on page 202), the following recommendations are important:

» Establish all the paths in both directions to avoid bandwidth limitations in the failback
operations.

» Provide connectivity and path definitions from the local to remote site and vice versa for
the three site session types. This is because many operations in a Metro Global Mirror
configuration require a full interconnection among the three sites.

Logical Paths limitations

The following limitations apply to logical paths:

» Maximum number of logical paths per LSS pair is 8.
» Maximum number of LSS pairs per source LSS is 4.

Note: These limitations might change in future releases and are the supported limits at the
time of this writing.
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Give specific attention to the second limitation in the case of asymmetrical pairings of LSSs.
For example, consider the configuration that is shown in Figure 4-56.

Metra Mirror Global Mirror

LEE pairinus

Figure 4-56 Metro Global Mirror with asymmetric LSS pairing configuration

In this configuration, LSS pairings are not symmetrical for the Global Mirror because volumes
that belong to LSS 20 are replicated in LSS 30, 31, 32, and 33. During the normal Metro
Global Mirror operations, this LSS pairing does not create problems. However, consider a
scenario in which a Failover/Failback operation is required for volumes on the intermediate
site (that is, Metro Mirror secondary volumes). This is a typical switch site scenario that can
be managed through Tivoli Storage Productivity Center for Replication by following the
transition diagram that is shown in Figure 4-57 on page 208.
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Figure 4-57 State transition diagram

In this example, when the Failback operation is performed, Tivoli Storage Productivity Center
for Replication attempts to establish one path between LSS 20 in Site 2 and LSS 10 in Site 1.
However, because there are four LSS pairs from LSS 20 still defined (even if they not used), it
fails, as shown in Figure 4-58 on page 209.
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Figure 4-58 Failed Failover operation

4.3.2 Setting up a session

In this section, the setup process for a sample session is described. Consider that the
process of defining a session is about the same for all the DS8000 session types. Only the
number of volumes that define a copy sets and the session parameters (see 4.3.3, “Session
tunable parameters” on page 230) are different among the session types. For this reason, the
processes in this section can be used to define virtually any type of DS8000 session.

Creating Metro Mirror Failover/Failback with Practice session
Log on the Tivoli Storage Productivity Center for Replication GUI interface to start the session
creating process. Complete the following steps:

1. From the Health Overview window, open the Session panel by using one of the available
links, as shown in Figure 4-59 on page 210.
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Figure 4-59 Health Overview panel with the Session links
2. In the Session panel, click Create Session, as shown in Figure 4-60.
l l Sessions Last Update: Jul 31, 2013 4:38:53 PM
Actions... Go
Status Type State Active Host Recoverable opy Sels
[ r—— MM Freparsd Hi Yms 1 =
[ —— FC Target Avsisbiz Hi ms 1
@ rractive MEM Dafir=d H1 Ne 1
@ nactive FC Defin=d H1 No 1
© rractive GM Dafired Hi No 1
@ Inactive MEH Dafin=d Hi No 1 =
© ractive GM Dafired Hi No 1
@ Inactive GM Dafin=d Hi No [}
[= P MM Defired HL No o
@ Inactive Srap Dafin=d Hi No [}
@ rractive MM HL H= o -
a. e - - i

Figure 4-60 Session panel

3. The Create Session panel opens. From the Choose Hardware Type drop-down menu,
select DS8000, DS6000, ESS800, as shown in Figure 4-61 on page 211.
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Creste Session = E
Choose Session Type

Choose the type of session to oreate,

. Choose Se=sion Type

Properti=s

Location Choose Hardware Type v:
Remmults Choose Hardware Type

SAN Volume Controller
Storwize Family
Storwize V7000 Unified
IV

< Back | | Next =| | Finish | |Cancel

Figure 4-61 Choose Hardware Type menu

4. From the Choose Session Type drop-down menu, select Metro Mirror Failover/Failback
w/ Practice, as shown in Figure 4-62.

Create Session = E
Choose Session Type

52 Choose Se==ion Typ=
Choos= the type of session to create.

Properti=s
Location DS2000, DS6000, ESS 300 - 9%] EE
Rm=uits
) HL H2
Choose Session Type - \1 é
Choose Session Type
FPoint in Time ﬁ
FlashCopy
Synchronous =

Metro Miror Single Direction
Metro Miror Failover/Failback
Metro Mimor Failover/Failback w/ Practice

Global Miror Single Direction

Global Mimor Failover,Failback

Global Mimor Failover/Failback w/ Practice

Global Mimor Either Direction w. Two Site Practice
Three Site

Metro Global Mimor

Metro Global Mimor w/ Practice

< Back | | Next »| | Finish | [Cancel

Figure 4-62 Choose Session Type menu

5. Click Next to go to the Session Properties panel. The Properties panel requires that you
specify at least a name for the session, which is about to be created (valid characters for
the session name are: A-Z, a-z, 0-9, '), ', '.", ' ', '_"). An optional Description is
recommended to understand the purpose of the session because the session name might
not indicate the purpose of the session. Possible session-specific tunable parameters also

must be set in this panel. Figure 4-63 on page 212 shows the setting for this sample.
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Figure 4-63 Session Properties panel

6. Click Next to go to the Site Locations panel. Because the Metro Mirror Failover/Failback

with Practice session type is a two-site replication topology, two location sites must be
specified. From the drop-down menu, select the Site 1 location, as shown in Figure 4-64.

Create Session

Site Locations
Choose Location for Site 1

+" Choose Session Type
~" Properties

.2 Location 1 Site *Site 1 location
Location 2 Site Bronx -
Results

<Back| |Next=| Finish |Cancel

Figure 4-64 Site Location Panels for Site 1
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. Click Next to define the Site 2 location, as shown in Figure 4-65.

Create Session
Site Locations

Choose Location for Site 2

+" Choose Session Type
~" Propertias
" Location 1 Site #5ite 2 location Bronx Queans

o Location 2 Site CQueens - § |55J
Hz

Results /

Y
&

< Back| |Next=| |Finish| |Cancel

Figure 4-65 Site Location Panels for Site 2

. Click Next to see the results of the session creation, as shown in Figure 4-66.

Creste Session IE IE
o Choo== Se==ion Typ= Results
+ Properfies
o Location 1 Sit=
o Location 2 Site
o Rimmylts '/I TWHNR1O021T
- [Jul 31, 2013 5:12:26 PM] Session ITSO0-MM-FOFE-wP was successfully crested.

< Back | |MNex >| [Finish| [Cancel | [Launch Add Copy Sets Wizard |

Figure 4-66 Create session Results panel

. Click Finish to close the Create Session wizard or Launch Add Copy Sets Wizard to add
copy sets in this session.
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After the session is created, the Session panel shows the new session in Inactive status, as
shown in Figure 4-67.

l l sessions Last Update: Jul 21, 2013 5:35:58 PM

Actions...

Go

¥ 5
o MM =pared ¥ 1 -
[ p— FC Targ=t fuailabh Ht ¥ 1
@ Inactive MEM Definad 1 " i
Q et F Dzfin=d Hi N 1
@ Lractive M Defin=g 1 N o )
& Lnectee ey pary v s 0 - =
@ ractive MGEM Defin=g H1 N 1
@ nactive aM Defined H1 N 1
© rrectve M Defin=d K1 W 0
© v mmrors © tnacve MM Defin=d Hi M | 4
O v oue © ozt P Defired 1 W

Figure 4-67 Session panel showing the new session
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Complete the following steps to add the copy sets to the session:
1. To start the Add Copy Set wizard, use one of the following methods:

— Click Launch Add Copy Sets Wizard in the Create session wizard, as shown in
Figure 4-66 on page 213.

— Select the radio button of the session name in the main Session panel and then click
Add Copy Set from the drop-down menu.

— Click the session name in the main Session panel, and then click Add Copy Set from
the drop-down menu in the Session Detail panel.

The Add Copy Set wizard opens, as shown in Figure 4-68. The Metro Mirror
Failover/Failback with Practice session is a two-site replication topology with each copy
sets formed by the following volumes:

— H1 volume for the host volume in site 1. This is Metro Mirror primary volume.
— H2 volume for the host volume in site 2. This is the practice FlashCopy target volume.

— i2 volumes for the intermediate volume in site 2. This is Metro Mirror secondary
volume.

As shown in Figure 4-68 on page 215, you must specify the storage system (#1 in the
figure), the Logical Subsystem (#2 in the figure), and Volume ID (#3 in the figure) for each
volume within the copy set. This process always starts with the H1 volumes.

Tivoli Storage Productivity Center for Replication for Open Systems




Add Copy Sets - ITSO-MM-FOFB-wP IE IE

Choose Host1

== the Hostl storage system.

*Hzoxll slzrags systam =
D58000:B0X.2107 XC891 < 1/ |§|
#Hzstl logical storage subsystem .

DS8000:2107 XC831.LSS 61 <\. N
#Hostl volume 2} | -
D58000:2107 XCETVOL6104 \ =

[] us= = €5V file to impart copy ==ts
3/
Browse_

< Back Firish

Figure 4-68 Host 1 volume selection

After the volume selection (see Figure 4-68) is completed, the volume details are reported
on the right side of the panel. In the select volume drop down-menu, you can select all of
the volumes that belong to the LSS that was selected. You can define more copy sets at
once. In this case, the selection of the copy set to be added definitively to the session can
be refined later.

Important: The intermix of volumes with different sizes or space allocation methods
(standard or ESE) within the same copy set is not allowed. The characteristics of H1
volumes determine the characteristics of the remaining volumes in the copy sets. For
example, if the H1 volume is a 10 GB Extent Space Efficient volume, all the other
volumes within the copy sets must have the 10 GB size and ESE space allocation
method. For more information about TSE volumes usage as FlashCopy targets, see
4.1, “Capabilities overview” on page 160.

2. Click Next to go the H2 volume selection panel, as shown in Figure 4-69 on page 216.
The Host 2 volume selection drop-down menu shows only one volume candidate because
it is the only one in the selected storage system and LSS that has the same characteristics
of the H1 volume.

Chapter 4. Using Tivoli Storage Productivity Center for Replication with DS8000 215



216

¥ Choses Haostt Choose Host2
[ ——— rooss the RostI stzrags system.
Chosss Intermedistal
Matening #Host? storage mystem
T s DSB000-B0X 2107.03611 -
Selmct Copy Sets
Canfiom #Host? logial storage subsystem
NS DSB0002107 0361115561 -

#Host2 vohsme| .
DS8000:2107.03611:VOL:6104 |~

R i

D58000:2107 03611:VOL:6104 I

Brorx Quesrs

|____'_|
S @

Volume Detail
User Name; DS!

3611:W0L- 6104
611:VOL-6104

=/ 05 Connection: ke

@ &

Figure 4-69 Host 2 volume selection

3. Click Next and complete the copy set definition by selecting the i2 volume, as shown in

Figure 4-70.

o Chooze Hostl Choose Intermediate2

o Chooss Host Chooss the Intarmadiat=2 storage system.

) Chooss Intermediste2
Matching #Irf=rm=diat=? stzrage syst=m
Matzhing Results D58000:B0X:2107.03611 -
Selzct Copy Sets
Conffirm #Irt=rm=diat=2 logical storage subsyst=m
aading Copy Sets D58000:2107.03611:L55:62 -

Results

#Int=rmediate volume

D58000:2107.03611:VOL:6204 -

[(Eack] [Next >] Finish [Cancel]

Bromx Ques=ns

Usser Marme:

611:VOL-6204
611:VOL-6204

Space Efficient: No
z/ 0% Connection: No

Figure 4-70 Intermediate 2 volume selection

4. When the volume selection for the copy set is completed, click Next to start the matching
process. After the matching process is completed, the Select Copy Sets panel opens, as

shown in Figure 4-71 on page 217.
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Figure 4-71 Select Copy Set panel

By clicking Add More, more copy sets can be added to the session by using the same
process. When all of the copy sets are defined, you select the copy set to add to the
session and click Next to continue.

5. The wizard prompts you to confirm your configuration, as shown in Figure 4-72. Click

Next.
Add Copy Sets - ITSO-MM_FOFE-wP = |
¥ Clhoo=e: Hee Confirm
+ = Host2
of Choo== Int=rmediated
o Matching ﬂ 1 Copy ==t will b= creat=d.

+F Matching Re=ults
o Sel=ct Copy S=t=
=
52 Confirm:
Adding Copy S=i=
Results

< Back | | Mext >| | Finish | |Cancel

Press “Next” to add copy sets,

Figure 4-72 Add copy sets confirmation panel
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When the Copy Set is added successfully, click Finish, as shown in Figure 4-73.

Add Copy Sets - TTSO-MM-FOFE-wP IE IE

TWHNR1000I
[Basg 1, 2013 12:15:08 PM] Copy s=i= were created for the s==sion
ramed ITS0O-MM-FOFE-wP.

Press "Finish"” to exit the wizard,

< Back | | Mext 3 Finish | |Cancel

Figure 4-73 Add copy sets results panel

If you have a large configuration to define to a session, this process can be laborious. In this
case, the Add Copy Set wizard provides the CSV file import feature that simplifies the copy
sets definition process. For more information, see “Importing CSV files” on page 132.

Managing a session

After we define a session and populate the session with Copy Sets, we can start managing
the replication through Tivoli Storage Productivity Center for Replication. Again, the process
of managing a session is about the same for all the DS8000 session types. So, the basic
concepts we describe in this section apply to almost all of the session types.

In this section, we describe how to use the Tivoli Storage Productivity Center for Replication
GUI to manage the Metro Mirror Failover/Failback with Practice session that was previously
defined in some actual situations.

First, we describe a normal operation scenario in which the following actions are performed:

1. Start the Metro Mirror.
2. Run a FlashCopy to create practice volumes for Disaster Recovery testing.

The flow of the operation is shown in Figure 4-74 on page 219.
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Figure 4-74  State transition diagram for first scenario

We then consider a scenario of planned outage of the primary site. In this case, the process
can be used:

1. Suspend the Metro Mirror.
2. Recover the Metro Mirror secondary volumes.
3. Start the Metro Mirror from Site 2 site to Site 1.

The flow of the operations for this second scenario is shown in Figure 4-75.

4 4

| -
Suspend —J Recover L Enablesite 1 ™
~ ]

StartHZH]

v 24

~
L 1

Figure 4-75 State transition diagram for second scenario

Starting the Metro Mirror

Figure 4-76 on page 220 shows the ITSO-MM-FOFB-wP session as we defined it. We
defined only one copy set in our example. Because this is Failover/Failback type of a session,
it can be started in direction from Host 1 to Host 2 and in direction from Host 2 to Host 1.
Initially, the session can be started only in direction from Host 1 to Host 2. To start it, from the
drop-down menu, select Start H1 — H2 and then click Go.
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Recoverable Ne
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Figure 4-76 Start Metro Mirror

The message that is shown in Figure 4-77 is a warning that you are about to start a Metro
Mirror session. It starts copying the data from Host 1 to Intermediate 2 volumes that were
defined by adding copy sets, which overwrite any data on Intermediate 2 volumes. At this
stage, data on Host 2 volumes is not yet overwritten.

Site 1 Site 2
H1 HZ

WHR1BDODW

[Bwg 2, 2013 3:04:50 PM] This command will initist= the copying of data from Sit= 1 to Sit= 2
ifl 'j for s===ion ITSO-MM-FOFE-wP, overwriting any data on Site 2 for any inactive copy s=ts. For

ESS/DS storage syst=ms, the s==sion will att=mpt to ==tabiish at l=ast on= path between =ach

LSS pair without =xisting paths. Do you want to continuee?

ez Neo

Figure 4-77 Start H1 — H2 confirmation panel

Click Yes to continue.

220 Tivoli Storage Productivity Center for Replication for Open Systems



In Figure 4-78, the session details are shown after the Metro Mirror is started. We can find the
following information:

1. Atthe top of the panel is a message that confirms that start of Metro Mirror session is
complete.

2. The status of the session is shown in the middle of the panel. The session is in Preparing
state and Warning status because the copying is still in progress.

3. The Detailed Status field shows the current action Tivoli Storage Productivity Center for
Replication is performing.

4. The progress bar shows the copy progress for the Metro Mirror (it shows 0% because the
copy is started).

Also, the Non-Participating Role Pairs are shown at the bottom of the panel. Non-Participating
Role Pairs are role pairs that are not involved in any replication activity, but can become active
during specific configurations of the session.

Copy Sets 1 {wimw)
Transitioning Ne

session Details Last Update: Aug 2, 20132 2:08:22 PM
[Zlstart H1-5H2 [TS0-MM-FOFS-w® : DWNRAOZEL : Success : (Op=n Conssle) - Campleted )
TS0-MM-FOFB-wP -)
F— Metro Mirror Failower/ Failbaclk
Select Action: - |Go e s S
Sit= 1 Sit= 2
iy Wamirg 2 § o
Stute Fraparing (
A o J H1 Hz
Recoverable No
Description [ madity) % é

Detailed Status: 3 ‘
L TWNREOO6T [Aug 2, 2013 3:06:33 FM] Waiting for all pairs in role pair Hi-12 to reach a state of Prepar=d ... " i Tirme to Complete: Caloulating

Participating Role Pairs:

* iz o (] 1 o H MM na

*on ] o o L ?) nis

t Mon-Participating Role Pairs: } 5)

Figure 4-78 Session Details panel
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After the initial copy is completed, the session goes to Normal status and Prepared state, as
shown in Figure 4-79.

Session Details Last Update: Aug 2, 2013 3:32:08 PM

TSO-MM-FOFB-wP

F— Metro Mirror Failover/ Failback
Select Action: ~ |Go w/ Practice

- Sit=: 1 Site 2
Status =
il =D &
Active Host H1 H2
Recowersble Y=z

Description [maodity) % é
Copy Sets 1 {wizw)

Transitioning  Ne §

Participating Role Pairs:

* i o t

a1 o ] (1] Ni& FC nfa

Man-Parkicipating Role Pairs:

Figure 4-79 Session Details showing the session in Normal status

The following actions are now available:

» Flash

» Start H1 —»> H2

» StartGC H1 — H2
» Stop

» Suspend

Flashing the session

Now that the volumes of the session are synchronized, we can start different actions against
the Metro Mirror session. One of these actions is Flash. By using the Flash action, you can
create a consistent copy of i2 volumes on H2 volumes and overwrite data on Host 2 volumes.
From the Sessions Details panel, select Flash from the drop-down list and click Go, as shown
in Figure 4-80 on page 223.
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Figure 4-80 Session Details panel showing the Flash action

A confirmation panel opens. Click Yes to continue. The Flash command is used to create a
consistent point in time copy of H1 volumes to the H2 volumes for test purposes. This is
achieved completing the following steps:

1. Run a Metro Mirror Freeze/Unfreeze command to bring the i2 volumes in consistent state.
2. Establish the FlashCopy to H2 volumes.
3. Restart the Metro Mirror.

All of these actions are reported in the console log, as shows Figure 4-81.
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o
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Figure 4-81 Console log

The status of the Metro Mirror session briefly changed to Warning status while the
resynchronization process was active. After the copy is completed, the session status is
returned to Normal. In Figure 4-82 on page 224, you can see the session details after the
Flash action was performed.
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Figure 4-82 Session Details panel showing the Flash action results

224 Tivoli

In the row that lists the H2-12 pair (see Figure 4-82), you can see the time stamp when the
point in time copy was created. This can be used as a reference.

After the Flash action completes, you can start using the Host 2 volumes. The point in time
copy is created with the background copy option and the progress bar for H2-12 role pair
shows the percentage of copied data.

You can use Flash action any time in the life span of the session.

Suspending the session

After the volumes of the session are synchronized, we can start the Suspend action. From the
Sessions Details panel, select Suspend from the drop-down menu and click Go, as shown in
Figure 4-83 on page 225.
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Figure 4-83 Session Details panel showing the Suspend action

Confirm the action in the next panel to continue. The Suspend command is used to create a
consistent copy of the secondary volumes. This is achieved issuing a Metro Mirror Freeze.

The status of our Metro Mirror session, as shown in Figure 4-84, changed from Normal to
Severe status, which indicates that data is no longer replicated between Host 1 and Host 2
volumes. The volumes in H1-12 role pair are in recoverable (that is, consistent) status.

Session Details
A Suspend TS0-MM-FOFE-w P : IWNRLOZEL : Success - [Op=n Console) : Completed
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Figure 4-84 Session Details panel showing the Suspend action results
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After the Metro Mirror session is suspended, the following actions are available:

» Recover
» Start H1 — H2
» StartGC H1 —» H2

Recovering the session

After the Metro Mirror session and its associated copy sets are suspended, we can start the
secondary volumes recovery process by selecting Recover from the drop-down menu, as
shown in Figure 4-85. Click Go to continue.
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Figure 4-85 Session Details panel showing the Recover action

Confirm the action in the next panel to continue. The Recover command is used to make the
H2 volumes available for the host and ready to be copied back to the Site 1. This is achieved
by issuing multiple Metro Mirror Failover commands that establish Out of Sync Tracks bitmaps
on the i2 and H2 volumes. The Recover command also establishes a new FlashCopy to the
H2 volumes.

Important: The Recover command overwrites the content of the H2 volumes that are
issuing a FlashCopy from i2 to H2. Before you run the Recover command, make sure that
all the host activity on H2 volumes is stopped.

There is a message at the top of the window (as shown in Figure 4-86 on page 227) that
indicates that Recover action was successfully completed. The status of our Metro Mirror
session is Normal and the State is Target Available, which indicates that H2 volume is
available to your host. Also, the new FlashCopy was established between i2 and H2.
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Figure 4-86 Session Details panel showing the Recover action results

After the Metro Mirror session is recovered in Target Available state, the following options are
available:

» Flash
» Start H1 — H2
» StartGC H1 —» H2

There also is the option to switch the production site by selecting Enable Copy To Site 1.

Reversing the Metro Mirror

After the Recover action, Host 2 volumes are active. Because the Host 2 site is now the active
site, you can start copying from Host 2 to Host 1 volumes. To do this, from the drop-down
menu (as shown in Figure 4-86), select Enable Copy To Site 1 and then click Go. The panel
that is shown in Figure 4-87 warns that you are about enable commands with which you can
copy data to Site 1. Click Yes to proceed.

Enshble Copy to Site 1 IT:

IWNR1B34W
[Bwg 2, 2013 5:27:44 PM] The commands with which you can copy data to Sit= 1 for se==ion

; ! ? ITS0-MM-FOFE-wP ar= cumently disabled to protect against accidentally copying ower production
data. Ensurs that all of the wolumes in this s==sion located at Sit= 1 ar= not being us=d by amy
application befor= you =nable the commands that copy data to Site 1. Do you want to Enabile
Copy to Site 17

Yes | | No

Figure 4-87 Enable Copy to Site 1 confirmation panel
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At this stage, data on Host 1 volumes is not yet overwritten, but the following actions are now
enabled:

» Flash
» Start H2 —» HA1
» StartGC H2 — H1

Select Start H2 — H1 and click Go, as shown in Figure 4-88.
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Production Site Switch__.
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Modify.._.
Add Copy Sets
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Removr;-[__",opy Sets
Remove Session
Teminate

Other ..
Export Copy Sets
Refresh States
View Copy Sets
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1 o N/ MM Bug 2, 2013 4:30:17 PM

Figure 4-88 Session Details panel showing the Start H2 — H1 action

Confirm the action in the next panel to continue. The Start H2 — H1 command is intended to
be used to switch the Metro Mirror direction temporarily when the host is working on Site 2. In
this case, the synchronization process from H2 to H1 volumes is incremental.

The message at the top of the window that is shown in Figure 4-89 on page 229 confirms that
start of Metro Mirror session is complete. The session is in Preparing state and Warning
status.
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Figure 4-89 Session Details panel showing the Start H2 — H1 action results

After the resynchronization is complete, the session goes to Normal status and Prepared
state, as shown in Figure 4-90.

Last Update: Aug 2, 2013 3.
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Figure 4-90 Session Details panel showing the session in Normal status
To return to the original configuration, the process is the same as described in “Recovering

the session” on page 226 and “Reversing the Metro Mirror” on page 227 where the role of H1
and H2 is reversed. A full copy from H1 to H2 is required in this case.
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4.3.3 Session tunable parameters

In this section, we describe the tunable parameters (session Options) for all of the session
types that are available for DS8000. All of these tunable parameters can be set during the
session definition (see 4.3.2, “Setting up a session” on page 209). Most of these parameters
can be modified later by changing the properties of the session.

To modify the options for a session, go to the Session main panel and select the session, as
shown in Figure 4-91.

. l Sessions Last Update: Aug &, 2013 3:05:55 FM

Select Action: - |Go
Status
[ —— MEM Fraparzd H1 Yaz 1 =
[ [— FC Target dvsilablz Hi ez 1
@ rrsctive FC Defined H1 e 1
@ 1ractive MM Defin=s H1 N 1
@ 1rsctive MM Defined H1 He 1
@ ractive aM Defined H1 Ne 1 -
@ 1ractive MEM Defined H1 He 1
@ nective aM Defin=d HL N 1
@ 1noctive GM Dafinad H1 Mo o
@ nactive MM Defin=d HL N o o
@ nactive Snap Dafined H1 No 0
[ P Preficest s T

Figure 4-91 Select the session in the main Session panel

From the drop-down menu, select View / Modify Properties and then click Go, as shown in
Figure 4-92 on page 231.
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Figure 4-92 Select View / Modify Properties

From the View / Modify Properties panel, the session options can be modified, as shown in
Figure 4-93.
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FlashCopy session tunable parameters
The FlashCopy session includes the following options:

>

Incremental

Select this option to apply incremental changes to the target volume. After the initial
FlashCopy operation, only data that changed on the source volume since the last
FlashCopy operation was performed is copied to the target volume. If you select this
option, a persistent FlashCopy relationship is created regardless of whether you select the
Persistent option.

Persistent

Select this option to keep the FlashCopy relationship established on the hardware after all
source tracks are copied to the target volume. If you do not select this option, the local
replication relationship ends after the target volume contains a complete point-in-time
image of the source volume

No Copy

Select this option if you do not want the hardware to write the background copy until the
source track is written to. Data is not copied to the target volume until the blocks or tracks
of the source volume are modified. This option is required for space-efficient volumes.

Allow FlashCopy target to be Metro Mirror source

Select this option to enable the FlashCopy operation if the target volume of the FlashCopy
relationship is also the source volume of a Metro Mirror relationship. If this option is not
selected, the FlashCopy operation fails. This option requires that the IBM Remote Pair
FlashCopy option is available for your IBM System Storage DS8000 storage system.
Select one of the following options to specify whether you want to maintain consistency, if
possible:

— Don't attempt to preserve Metro Mirror consistency

Click this option if you want the FlashCopy operation to complete without preserving
consistency of the Metro Mirror relationship on the remote site. The FlashCopy
operation does not occur on the remote site.

— Attempt to preserve Metro Mirror consistency but allow FlashCopy even if Metro Mirror
target consistency cannot be preserved

Click this option to preserve the consistency of the Metro Mirror relationship at the
target of the FlashCopy relationship when the source and target of the FlashCopy
relationship are the source of a Metro Mirror relationship. If the consistency cannot be
preserved, a full copy of the Metro Mirror relationship at the target of the FlashCopy
relationship is performed. To preserve consistency, parallel FlashCopy operations are
performed on both sites, if possible.

— Attempt to preserve Metro Mirror consistency but fail FlashCopy if Metro Mirror target
consistency cannot be preserved

Click this option to prevent a full copy from being performed over the Metro Mirror link.
Instead, parallel FlashCopy operations are performed on both sites, if possible. If the
consistency cannot be preserved, the flash for the FlashCopy relationships fails, and
the data of the Metro Mirror relationship at the target of the FlashCopy relationship is
not changed.
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Metro Mirror sessions tunable parameters
Different session options are available for the Metro Mirror session type, depending on the
topology of the session.

Metro Mirror Single Direction and Metro Mirror Failover/Failback
The following Metro Mirror options are available:

» Metro Mirror Suspend Policy options

Select one of the following options to specify the policy for holding or releasing
input/output (1/0) after a Metro Mirror relationship is suspended. When a relationship is in
a Suspended state, write operations from the source volume are no longer mirrored to the
target volume:

— Hold I/O after Suspend

Click this option to prevent the source volume from receiving new data after the
relationship is suspended. Use this option if you want to determine the scope of the
suspension before new data is written to the source volume. This option helps to
ensure that the data on the source and target volumes remains the same. To enable
write operations to the source volume to continue, issue the Tivoli Storage Productivity
Center for Replication Release I/O command for the session. If you do not issue this
command, write operations are enabled when the hardware timeout value on the
storage system expires.

— Release I/O after Suspend

Click this option to enable the source volume to automatically receive data after the
relationship is suspended. Use this option if you want to limit the affect on the
applications that are writing to the source volume. This option is enabled by default

» Fail MM/GC if target is online (CKD only)

Select this option to fail any session commands for a Metro Mirror or Global Copy
relationship if the target volume is in the Online state. For more information about this
state, see the documentation for the storage system. This option applies only to count key
data (CKD) volumes.

» Reset Secondary Reserves

Select this option to remove any persistent reserves that might be set on the target
volumes of the copy sets when a Start command is issued for the session.

Metro Mirror FO/FB with Practice

In addition to the options that were described for the Metro Mirror Failover/Failback (FO/FB)
session type (see “Metro Mirror Single Direction and Metro Mirror Failover/Failback” on

page 233), the Persistent FlashCopy option for Role Pair H2-12 is available for the Metro
Mirror FO/FB with Practice session type. Select this option to keep FlashCopy pairs persistent
on the hardware.

Global Mirror sessions tunable parameters

Different session options are available for Global Mirror session types, depending on the
topology of the session.

Chapter 4. Using Tivoli Storage Productivity Center for Replication with DS8000 233



Global Mirror Single Direction and Global Mirror FO/FB
For the Role Pair H1-J2, the following Global Mirror options are available:

» Consistency group interval time (seconds).

Enter how often, in seconds, the Global Mirror session attempts to form a consistency
group. A lower value can reduce the data exposure of the session. However, a lower value
also causes the session to attempt to create consistency groups more frequently, which
can increase network traffic. Possible values are 0 - 65535. The default is 0 seconds.

Global Mirror settings: In addition to the Consistency Group Interval Time, the
Maximum Coordination Interval Time and the Maximum Consistency Group Drain Time
are parameters that affect the Global Mirror behavior. By default, Tivoli Storage
Productivity Center for Replication establishes a Global Mirror session that uses the
default values for these two parameters. The default values are 50 (ms) for Maximum
Coordination Interval Time and 30 (seconds) for Maximum Consistency Group Drain
Time. These values are the recommended values that fit most of the Global Mirror
installations.

If a modification of these two parameters is required, this can be done only by using the
chsess CSMCLI command. Depending on the Role Pair that is involved and the session
type, different options are available for the chsess CSMCLI command to modify
Maximum Coordination Interval Time and the Maximum Consistency Group Drain Time
settings. For the Global Mirror Single Direction, Global Mirror Failover/Failback and
Global Mirror Failover/Failback with Practice session types you can use the following
commands:

» chsess -maxdrain xx NameSession to set to xx seconds the Maximum Consistency
Group Drain Time for the session NameSession

» chsess -coordint yy NameSession to set to yy milliseconds the Maximum
Coordination Interval Time

These settings require a Global Mirror session suspension.

» Recovery Point Objective Alerts

Specify the length of time that you want to set for the RPO thresholds. The values
determine whether a Warning or Severe alert is generated when the RPO threshold is
exceeded for a role pair. The RPO represents the length of time (in seconds) of data
exposure that is acceptable if a disaster occurs. Use the following options to set the RPO
threshold values. For both options, you can specify an RPO threshold in the range of O -
65535 seconds. The default is 0 seconds, which specifies that no alerts are generated:

— Warning level threshold (seconds).

Enter the number of seconds that you want to set for the warning level RPO threshold.
If the RPO is greater than this value, a warning console message is generated, an
SNMP trap is sent, and the session status changes to Warning. If the value in this field
is other than 0, it must be greater than the value in the Consistency group interval time
(seconds) field and less than the value in the Severe level threshold (seconds) field.

— Severe level threshold (seconds)

— Enter the number of seconds that you want to set for the severe level RPO threshold. If
the RPO is greater than this value, an error console message is generated, an SNMP
trap is sent, and the session status changes to Severe. If the value in this field is other
than 0, it must be greater than the value in the Warning level threshold (seconds) field.
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Fail MM/GC if target is online (CKD only)

Select this option to fail any session commands for a Metro Mirror or Global Copy
relationship if the target volume is in the Online state. For more information about this
state, see the documentation for the storage system.

Reset Secondary Reserves

Select this option to remove any persistent reserves that might be set on the target
volumes of the copy sets when a Start command is issued for the session.

Global Mirror FO/FB with Practice

In addition to the options that were described for the Global Mirror FO/FB session type (see
“Global Mirror Single Direction and Global Mirror FO/FB” on page 234), the following specific
FlashCopy Options for Role Pair H2-12 are available for the Global Mirror FO/FB with Practice
session type:

| 2

Persistent
Select this option to keep FlashCopy pairs persistent on the hardware.
No Copy

Select this option if you do not want the hardware to write the background copy until the
source track is written to. Data is not copied to the H2 volume until the blocks or tracks of
the i2 volume are modified.

For the Role Pair 11-J2, the Reflash After Recovery FlashCopy option is available. Select this
option if you want to create a FlashCopy replication between the i2 and J2 volumes after the
recovery of a Global Mirror Failover/Failback with Practice session. If you do not select this
option, a FlashCopy replication is created between the i2 and H2 volumes only.

Global Mirror Either Direction with two Site Practice
For the Role Pair H1-J2, the following Global Mirror options are available:

» Consistency group interval time (seconds)

Enter how often, in seconds, the Global Mirror session attempts to form a consistency
group. A lower value can reduce the data exposure of the session. However, a lower value
also causes the session to attempt to create consistency groups more frequently, which
can increase network traffic. Possible values are 0 - 65535. The default is 0 seconds.

Global Mirrors settings: For the Global Mirror Either Direction with Two Site Practice
session type you can use the following commands:

» chsess -maxdrain_hlj2 xx NameSession to set to xx seconds the Maximum
Consistency Group Drain Time for the session NameSession for the Role Pair
H1-J2.

» chsess -coordint_hlj2 yy NameSession to set to yy milliseconds the Maximum
Coordination Interval Time for the Role Pair H1-J2.

These settings require a Global Mirror session suspension.
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» Recovery Point Objective Alerts

Specify the length of time that you want to set for the RPO thresholds. The values
determine whether a Warning or Severe alert is generated when the RPO threshold is
exceeded for a role pair. The RPO represents the length of time (in seconds) of data
exposure that is acceptable if a disaster occurs. Use the following options to set the RPO
threshold values. For both options, you can specify an RPO threshold in the range of O -
65535 seconds. The default is 0 seconds, which specifies that no alerts are generated:

— Warning level threshold (seconds)

Enter the number of seconds that you want to set for the warning level RPO threshold.
If the RPO is greater than this value, a warning console message is generated, an
SNMP trap is sent, and the session status changes to Warning. If the value in this field
is other than 0, it must be greater than the value in the Consistency group interval time
(seconds) field and less than the value in the Severe level threshold (seconds) field.

Severe level threshold (seconds)

Enter the number of seconds that you want to set for the severe level RPO threshold. If
the RPO is greater than this value, an error console message is generated, an SNMP
trap is sent, and the session status changes to Severe. If the value in this field is other
than 0, it must be greater than the value in the Warning level threshold (seconds) field.

For the Role Pair H2-J1, the following Global Mirror options are available:
» Consistency group interval time (seconds)

Enter how often (in seconds) the Global Mirror session attempts to form a consistency

group. A lower value can reduce the data exposure of the session. However, a lower value

also causes the session to attempt to create consistency groups more frequently, which
can increase network traffic. Possible values are 0 - 65535. The default is 0 seconds.

Global Mirror settings: For the Global Mirror Either Direction with Two Site Practice
session type, you can use the following commands:

> chsess -maxdrain_h2jl xx NameSession to set to xx seconds the Maximum
Consistency Group Drain Time for the session NameSession for the Role Pair
H2-J1.

> chsess -coordint_h2jl yy NameSession to set to yy milliseconds the Maximum
Coordination Interval Time for the Role Pair H2-J1.

These settings require a Global Mirror session suspension.

Recovery Point Objective Alerts

Specify the length of time that you want to set for the RPO thresholds. The values
determine whether a Warning or Severe alert is generated when the RPO threshold is
exceeded for a role pair. The RPO represents the length of time (in seconds) of data
exposure that is acceptable if a disaster occurs. Use the following options to set the RPO
threshold values. For these options, you can specify an RPO threshold in the range of O -
65535 seconds. The default is 0 seconds, which specifies that no alerts are generated:

— Warning level threshold (seconds)

Enter the number of seconds that you want to set for the warning level RPO threshold.
If the RPO is greater than this value, a warning console message is generated, an
SNMP trap is sent, and the session status changes to Warning. If the value in this field
is other than 0, it must be greater than the value in the Consistency group interval time
(seconds) field and less than the value in the Severe level threshold (seconds) field.
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— Severe level threshold (seconds)

Enter the number of seconds that you want to set for the severe level RPO threshold. If
the RPO is greater than this value, an error console message is generated, an SNMP
trap is sent, and the session status changes to Severe. If the value in this field is other
than 0, it must be greater than the value in the Warning level threshold (seconds) field.

The following general options also are available:

>

Fail MM/GC if target is online (CKD only)

Select this option to fail any session commands for a Metro Mirror or Global Copy
relationship if the target volume is in the Online state. For more information about this
state, see the documentation for the storage system. This option applies to CKD volumes
only.

Reset Secondary Reserves

Select this option to remove any persistent reserves that might be set on the target
volumes of the copy sets when a Start command is issued for the session.

Metro Global Mirror sessions tunable parameters

Different session options are available for Metro Global Mirror session type, depending on the
topology of the session.

Metro Global Mirror
For the Role Pair H1-J3, the following Global Mirror options are available:

» Consistency group interval time (seconds)

Enter how often (in seconds) the Global Mirror session attempts to form a consistency
group. A lower value can reduce the data exposure of the session. However, a lower value
also causes the session to attempt to create consistency groups more frequently, which
can increase network traffic. Possible values are 0 - 65535. The default is 0 seconds.

Global Mirror settings: For the Metro Global Mirror and Metro Global Mirror with
Practice session type, you can use the following commands:

» chsess -maxdrain_hlj3 xx NameSession to set to xx seconds the Maximum
Consistency Group Drain Time for the session NameSession for the Role Pair
H1-J3.

» chsess -coordint_hlj3 yy NameSession to set to yy milliseconds the Maximum
Coordination Interval Time for the Role Pair H1-J3.

These settings require a Global Mirror session suspension.
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» Recovery Point Objective Alerts

Specify the length of time that you want to set for the RPO thresholds. The values
determine whether a Warning or Severe alert is generated when the RPO threshold is
exceeded for a role pair. The RPO represents the length of time (in seconds) of data
exposure that is acceptable if a disaster occurs. Use the following options to set the RPO
threshold values. For both options, you can specify an RPO threshold in the range of O -
65535 seconds. The default is 0 seconds, which specifies that no alerts are generated:

— Warning level threshold (seconds)

Enter the number of seconds that you want to set for the warning level RPO threshold.
If the RPO is greater than this value, a warning console message is generated, an
SNMP trap is sent, and the session status changes to Warning. If the value in this field
is other than 0, it must be greater than the value in the Consistency group interval time
(seconds) field and less than the value in the Severe level threshold (seconds) field.

Severe level threshold (seconds)

Enter the number of seconds that you want to set for the severe level RPO threshold. If
the RPO is greater than this value, an error console message is generated, an SNMP
trap is sent, and the session status changes to Severe. If the value in this field is other
than 0, it must be greater than the value in the Warning level threshold (seconds) field.

For the Role Pair H2-J3 the following Global Mirror options are available:
» Consistency group interval time (seconds)

Enter how often, in seconds, the Global Mirror session attempts to form a consistency

group. A lower value can reduce the data exposure of the session. However, a lower value

also causes the session to attempt to create consistency groups more frequently, which
can increase network traffic. Possible values are 0 - 65535. The default is 0 seconds.

Global Mirror settings: For the Metro Global Mirror and Metro Global Mirror with
Practice session type, you can use the following commands:

> chsess -maxdrain_h2j3 xx NameSession to set to xx seconds the Maximum
Consistency Group Drain Time for the session NameSession for the Role Pair
H2-J3.

> chsess -coordint_h2j3 yy NameSession to set to yy milliseconds the Maximum
Coordination Interval Time for the Role Pair H2-J3.

These settings require a Global Mirror session suspension.

Recovery Point Objective Alerts

Specify the length of time that you want to set for the RPO thresholds. The values
determine whether a Warning or Severe alert is generated when the RPO threshold is
exceeded for a role pair. The RPO represents the length of time (in seconds) of data
exposure that is acceptable if a disaster occurs. Use the following options to set the RPO
threshold values. For those options, you can specify an RPO threshold in the range of O -
65535 seconds. The default is 0 seconds, which specifies that no alerts are generated:

— Warning level threshold (seconds)

Enter the number of seconds that you want to set for the warning level RPO threshold.
If the RPO is greater than this value, a warning console message is generated, an
SNMP trap is sent, and the session status changes to Warning. If the value in this field
is other than 0, it must be greater than the value in the Consistency group interval time
(seconds) field and less than the value in the Severe level threshold (seconds) field.
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— Severe level threshold (seconds)

Enter the number of seconds that you want to set for the severe level RPO threshold. If
the RPO is greater than this value, an error console message is generated, an SNMP
trap is sent and the session status changes to Severe. If the value in this field is other
than 0, it must be greater than the value in the Warning level threshold (seconds) field.

The following general options also are available:
» Fail MM/GC if target is online (CKD only)

Select this option to fail any session commands for a Metro Mirror or Global Copy
relationship if the target volume is in the Online state. For more information about this
state, see the documentation for the storage system. This option applies to CKD volumes
only.

» Reset Secondary Reserves

Select this option to remove any persistent reserves that might be set on the target
volumes of the copy sets when a Start command is issued for the session.

» Metro Mirror Suspend Policy options

Select one of the following options to specify the policy for holding or releasing I/O after a
Metro Mirror relationship is suspended. When a relationship is in a Suspended state, write
operations from the source volume are no longer mirrored to the target volume:

— Hold I/O after Suspend

Select this option to prevent the source volume from receiving new data after the
relationship is suspended. Use this option if you want to determine the scope of the
suspension before new data is written to the source volume. This option helps to
ensure that the data on the source and target volumes remains the same. To enable
write operations to the source volume to continue, run the Tivoli Storage Productivity
Center for Replication Release I/O command for the session. If you do not run this
command, write operations are enabled when the hardware timeout value on the
storage system expires.

— Release I/O after Suspend

Select this option to enable the source volume to automatically receive data after the
relationship is suspended. Use this option if you want to limit the affect on the
applications that are writing to the source volume. This option is enabled by default.

Metro Global Mirror with Practice

In addition to the options that were described for the Metro Global Mirror session type (see
“Metro Global Mirror” on page 237), the No Copy FlashCopy option for Role Pair H3-I3 is
available for the Metro Global Mirror with Practice session type. Select this option if you do not
want the hardware to write the background copy until the source track is written to. Data is not
copied to the H2 volume until the blocks or tracks of the i2 volume are modified.

HyperSwap related tunable parameters

When a z/OS host connection is made available to Tivoli Storage Productivity Center for
Replication (see “Adding and connecting host systems” on page 155), other z/OS HyperSwap
options are available for some session types.
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Metro Mirror Single Direction and Metro Mirror FO/FB with Practice

The Enable Hardened Freeze HyperSwap related option applies to Metro Mirror Single
Direction and Metro Mirror FO/FB with Practice session types. Select this option to enable the
z/0OS 1/0O Supervisor to manage freeze operations. With this option, IOS can freeze volumes
regardless of whether the Tivoli Storage Productivity Center for Replication server is started
or stopped.

Note: This option requires the z/OS address spaces Basic HyperSwap Management and
Basic HyperSwap API (see “Managing z/OS HyperSwap from Tivoli Storage Productivity
Center for Replication for Open Systems” on page 355) even though the HyperSwap
function is not available for the type of session.

Metro Mirror FO/FB, Metro Global Mirror, and Metro Global Mirror with Practice

The following HyperSwap related options apply to Metro Mirror FO/FB, Metro Global Mirror,
and Metro Global Mirror with Practice session types:

» Enable Hardened Freeze

Select this option to enable the z/OS 1/0O Supervisor to manage freeze operations. With
this option, I/O Supervisor can freeze volumes regardless of whether the Tivoli Storage
Productivity Center for Replication server is started or stopped.

» Manage H1-H2 with HyperSwap

Select this option to trigger a HyperSwap operation, which redirects application 1/0O to the
target volumes when there is a failure on the host accessible volumes. Tivoli Storage
Productivity Center for Replication uses HyperSwap to manage the H1-H2 sequence of a
Metro Mirror or Metro Global Mirror session. Setting this option automatically sets the
Release 1/O after suspend Metro Mirror policy. The following settings are available:

— Disable HyperSwap

Select this option to prevent a HyperSwap operation from occurring.
— On Configuration Error:

* Partition the system(s) out of the sysplex

Select this option to partition a new system out of the sysplex when an error occurs
because the system cannot be added to the HyperSwap configuration.

¢ Disable HyperSwap
Select this option to prevent a HyperSwap operation from occurring.
— On Planned HyperSwap Error:

* Partition out the failing system(s) and continue swap processing on the remaining
system(s)

Select this option to partition out the failing system and continue the swap
processing on any remaining systems.

¢ Disable HyperSwap after attempting backout

Select this option to enable 1/O Supervisor to back out the HyperSwap operation, if
possible, if an error occurs during HyperSwap processing. HyperSwap is disabled.
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— On Unplanned HyperSwap Error:

e Partition out the failing system(s) and continue swap processing on the remaining
system(s)

Select this option to partition out the failing systems and continue HyperSwap
processing on the remaining systems when a new system is added to the sysplex
and the HyperSwap operation does not complete.

Requirement: You must restart the system if you select this option.

¢ Disable HyperSwap after attempting backout

Select this option to enable 1/O Supervisor to back out the HyperSwap operation, if
possible, if an error occurs during HyperSwap processing. HyperSwap is disabled.

Note: When Manage H1-H2 with HyperSwap is used with Enable Hardened Freeze,
the freeze option is ignored. HyperSwap includes I/O Supervisor for managing freeze
operations. The Enable Hardened Freeze option ensures data integrity if Tivoli Storage
Productivity Center for Replication freezes and HyperSwap is not enabled for a session.

Open HyperSwap related tunable parameters

When an AIX host connection is established to Tivoli Storage Productivity Center for
Replication (see “Adding and connecting host systems” on page 155), the Manage H1-H2
with Open HyperSwap Open HyperSwap option is available for Metro Mirror Failover/Failback
session type.

Select this option to trigger an Open HyperSwap operation for volumes that are attached to
an IBM AlX host. This option redirects application 1/O to the target volumes when there is a
failure on the host accessible volumes. Tivoli Storage Productivity Center for Replication uses
Open HyperSwap to manage the H1-H2 sequence of a Metro Mirror session. Only volumes
that are attached to host systems that are defined in the Tivoli Storage Productivity Center for
Replication Host Systems panel are eligible for Open HyperSwap. The Disable Open
HyperSwap setting also is available. Select this option to prevent an Open HyperSwap
operation from occurring while keeping the configuration on the host system and all source
and target volumes coupled.

For more information about Open HyperSwap implementation, see “HyperSwap configuration
for z/0OS and Open systems” on page 45.

4.3.4 Scenarios requiring a full copy

Tivoli Storage Productivity Center for Replication uses all of the DS8000 Copy Services
options to minimize the need to perform a full copy of data for a session while questioning
among its states. Nevertheless, in some cases, a full copy of data is unavoidable. For
instance, starting an Inactive session always requires a full copy of the data (often called
Initial Copy). Furthermore, there are other session-specific conditions where the full copy is
still required. In general, a specific action might not require a full copy, depending on the
sequence of operations that were previously started. There are some particular actions that,
irrespective of the previous actions that were performed, always require a full copy. In these
cases, Tivoli Storage Productivity Center for Replication explicitly warns the user that a full
copy is going to be started, as shown in Figure 4-94 on page 242.
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In the following sections, we describe the scenarios that require a full copy of data.

Important: Tivoli Storage Productivity Center for Replication Start actions that usually
perform the data copy incrementally might require a full copy to ensure the data
consistency in case of unplanned mirroring disruption situations.
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Metro Mirror Failover/Failback with Practice session

While returning to the original configuration after a switch site role, a full copy of data is

required

to perform the final StartH1 — H2 action, as shown in Figure 4-95.
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Figure 4-95 Start H1 — H2 action that requires a Full Copy
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Global Mirror Failover/Failback with Practice session

While returning to the original configuration after a switch site role, a full copy of data is
required to perform the final StartH1 — H2 action, as shown in Figure 4-96.
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Figure 4-96 Start H1 — H2 action that requires a Full Copy
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Global Mirror Either Direction with Two Site Practice session
For this session, the following scenarios require a full copy of data, as shown in Figure 4-97:

» While performing a switch site role, a full copy of data is required by running the
StartH2 — H1 action.

» While returning to the original configuration after the switch site role, a full copy of data is
required to perform the final StartH1 — H2 action.

e

7 T e

ull Copy - .

H
o (@ ==

site

StartH2H1
/Full Copy d"’?

Hoston l
v,
9 =

StartH1H2

Figure 4-97 Actions that require Full Copy

Metro Global Mirror session

For this session, the following scenarios require a full copy of data:

» Consider a configuration where the host was running on local site and a switch site role
between local and intermediate site is performed after the Global Mirror was suspended.

While returning to the original configuration, a full copy of data is required to perform the
final StartH1 — H2 — H3 action, as shown in Figure 4-98 on page 246.
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» Consider a configuration where the host was running on the intermediate site and a switch
site role between intermediate and local site is performed after the Global Mirror was
suspended. While returning to H2 - H1 — H3 configuration, a full copy of data is required
to perform the final StartH2 — H1 — H3 action, as shown in Figure 4-99 on page 247.
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Figure 4-99 Start H1 — H2 — H3 action that requires a Full Copy

» Consider a configuration where the host is running on a local or intermediate site with the

Global Mirror running. When the H3 volumes are recovered with the Metro Mirror
suspended, starting the StartH3 — H1 — H2 action (see Figure 4-100 on page 248)

requires a full copy from the remote to local site, and from the local to intermediate site.
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Figure 4-100 Start H3 — H1 — H2 action requiring a Full Copy

» Consider a configuration where the host is running on remote site with a cascading Global
Copy running (H3 - H1 — H2). When the H1 volumes are recovered, starting the
StartH3 —» H1 — H2 action (see Figure 4-101) or the StartH1 — H2 — H3 action (see
Figure 4-102 on page 249) requires a full copy of data across the three sites.

Full Copy

Figure 4-101 Start H3 — H1 — H2 action that requires a Full Copy
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Incremental Resync: In a three-site configuration, the Incremental Resync a Global Mirror
relationship can be established between the local and remote site without the need to
replicate all the data. After the Metro-Global Mirror relationships are established with the
Incremental Resync feature enabled, the Global Mirror must be running for at least 10 - 15
minutes before an incremental resynchronization can be started from local to remote site;
otherwise, a full copy occurs.

Metro Global Mirror with Practice session
For this session, the following scenarios require a full copy of data:

» Consider a configuration where the host is running on a local or intermediate site with the
Global Mirror running. When the H3 volumes are recovered with the Metro Mirror
suspended, starting the StartH3 — H1 — H2 action (see Figure 4-103) requires a full copy
from the remote to local site, and from the local to intermediate site.
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Figure 4-103 Start H3 — H1 — H2 action that requires a Full Copy

» Consider a configuration where the host is running on remote site with a cascading Global
Copy running (H3 - H1 — H2). When the H1 volumes are recovered, starting the
StartH3 —» H1 — H2 action (see Figure 4-104 on page 250) or the StartH1 — H2 — H3
action (see Figure 4-105 on page 250) requires a full copy of data across the three sites.
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Figure 4-104 Start H3 — H1 — H2 action that requires a Full Copy
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Figure 4-105 Start H1 — H2 — H3 action that requires a Full Copy

Incremental Resync: In a three sites configuration, the Incremental Resync can establish
Global Mirror relationship between the local and remote site without the need to replicate
all of the data. After the Metro-Global Mirror relationships are established with the
Incremental Resync feature enabled, the Global Mirror must be running for at least 10 - 15
minutes before an incremental resynchronization can be started from the local to remote
site; otherwise, a full copy occurs.

4.4 Use cases

In this section, some helpful use cases are provided for the following scenarios:

» Practicing disaster recovery by using FlashCopy sessions
» Two site planned outages scenarios
» Three site planned outages scenarios
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4.4.1 Practicing disaster recovery by using FlashCopy sessions

Tivoli Storage Productivity Center for Replication offers sessions with practice volumes with
which you can practice disaster recovery while maintaining the disaster recovery capabilities.
Practice volumes are available in Metro Mirror Failover/Failback sessions, Global Mirror
Failover/Failback, Global Mirror Either Direction sessions, and Metro Global Mirror with
Practice sessions.

The use of Tivoli Storage Productivity Center for Replication sessions with practice volumes
greatly simplifies the task of creating practice copies for disaster recovery testing. All of the
operations that are needed to create a point-in-time consistent copy of the production data
are performed transparently by running the Flash command.

With sessions with practice volumes, Tivoli Storage Productivity Center for Replication always
assumes that the practice volumes are used for practicing disaster recovery and in the case
of real disaster. All of the recovery actions that Tivoli Storage Productivity Center for
Replication performs in the case of real disaster takes into account this assumption. For
instance, when a Recover command is issued in a session with practice volumes, the Tivoli
Storage Productivity Center for Replication always creates a consistent copy of practice
volumes by flashing the intermediate volumes.

While most disaster recovery implementations benefit from this Tivoli Storage Productivity
Center for Replication feature, this represents a limitation in some cases. For instance, some
disaster recovery implementations use different sets of volumes for testing and real recovery.
In these cases, the sessions with practice volumes should not be used because some
scenarios (for example, the go-home procedure) might lead to unpredictable results. A
combination of replication and FlashCopy sessions can be used instead.

By combining replication and FlashCopy sessions, we can cover a range of situations that
sessions with practice volumes do not handle. In addition to the scenario that we described,
we can manage the following components:

» Configurations with multiple sets of practice volumes

» Configuration that uses Space Efficient Volumes as practice volumes

» Three-site configurations where practice volumes are required at the intermediate site
» Configuration in which Flash before resync function is required

While implementing these combinations of sessions provides the opportunity to handle more
complex configuration, it increases the management complexity.

The following steps often are required to create a consistent point-in-time copy by using a
combination of two sessions:

1. Suspend the mirroring session and, as a precaution, recover the volumes to be flashed.
2. Run the FlashCopy by using the FlashCopy session.
3. Resume the mirroring of the suspended session.

In the next section, an example of a combination of the Tivoli Storage Productivity Center for
Replication sessions is described.

Using FlashCopy session with Metro Mirror session

In this example, we consider a Metro Mirror configuration with another set of Space Efficient
Volumes in the secondary site. To manage this configuration, we must set up the following
Tivoli Storage Productivity Center for Replication sessions:

» Session ITSO-TEST: Metro Mirror Failover/Failback session that manages the Metro
Mirror.
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» Session ITSO-TEST-FC: FlashCopy session that includes managing the FlashCopy and
the use of the secondary Metro Mirror volumes as FlashCopy source. Because the target
volume is a Track Space Efficient volume, the no copy option must be used for this
session.

This configuration is shown in Figure 4-106.

LI LLELLLLE T

.‘ FlashCopy

session

.~ Metro Mirror

session

Figure 4-106 Combining Metro Mirror and FlashCopy sessions

As the first step, we must create a consistent copy of the volumes in the Site 2. To achieve
this, perform the Suspend action for the session ITSO-TEST.

Important: With the introduction of the FlashCopy consistency group feature for
FlashCopy sessions (see 4.2.1, “FlashCopy consistency groups for FlashCopy sessions”
on page 182), the FlashCopy session can create a consistent copy of Metro Mirror
secondary volumes, even without suspending the Metro Mirror. The flashing operation
freezes the secondary volume, which freezes the application. The customer must weigh
the cost of doing that at the remote site versus the primary site.

As shown in Figure 4-107, the session ITSO-TEST is in a recoverable state, which means
that the secondary volumes are consistent.

l l Sessions Last Update: Aug 9, 2012 5:39:56 PM
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Figure 4-107 Session panel showing the recoverable state for the Metro Mirror session
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In this case, a recover operation is not needed because the secondary volumes are already in
a consistent state.

GM and MGM session: Before the introduction of the Pause with Consistency feature,
another Recover operation was always needed to create a consistent copy before flashing
the Global Mirror secondary volumes for Global Mirror and Metro Global Mirror session
types. With this new feature, the Recover operation becomes unnecessary because
following a Suspend operation, the Global Mirror secondary volumes are already in
recoverable state, as shown in Figure 4-26 on page 184.

This applies only to DS8000 Storage Systems that support the Pause with Consistency
feature. For more information, see 4.2.2, “Global Mirror pause with consistency” on
page 183.

The second step is to flash the secondary volumes by issuing a Flash command to the
session ITSO-TEST-FC. Again, the session ITSO-TEST-FC is in a recoverable state, as
shown in Figure 4-108.
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Figure 4-108 Session panel showing the recoverable state for the FlashCopy session

Now we can proceed with the final step of resynchronization of the Metro Mirror. Issue the
Start H1 — H2 command for the session ITSO-TEST. Both sessions are now in Normal state,
as shown in Figure 4-109 on page 254.
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Figure 4-109 Session panel showing the Normal Status for the sessions

After the tasks on FlashCopy target volumes are completed, a cleanup is needed to release
the space that is allocated by the Space Efficient volumes. This clean up is automatically
performed when the FlashCopy session is ended.

4.4.2 Two-site planned outages scenarios

In the following sections, we describe some scenarios of planned outages in a two-site Global
Mirror configuration. We also show how to manage these situations with Tivoli Storage
Productivity Center for Replication.

Consider the two-site configuration that is shown in Figure 4-110 on page 255.
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Figure 4-110 Two-site Global Mirror configuration

This configuration can be implemented in Tivoli Storage Productivity Center for Replication by
using a Global Mirror with Practice session, as show in Figure 4-111 on page 256.
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Figure 4-111 Two-site Global Mirror implementation

In the normal operation scenario, the session is running with Global Mirror forming
consistency groups.

For the following scenarios, we assume that the active Tivoli Storage Productivity Center for
Replication server is not affected by any outages.

Planned outage of Site 1 storage systems

In this scenario, we consider a planned maintenance activity that requires powering off the
Slte 1 storage systems. We also describe the go-home procedure to return to the original
configuration. The flow of the Tivoli Storage Productivity Center for Replication operations is
shown in Figure 4-112 on page 257.

Assuming that the host operations are stopped on Site 1, we can complete the following
steps:

1. Start a Suspend action on the Tivoli Storage Productivity Center for Replication session.
This performs a Global Mirror pause operation and a suspension of the Global Copy pairs
H1-12. After the action is complete, the status of the session is Severe and the state is
Suspended.

2. Issue the Recover action on the Tivoli Storage Productivity Center for Replication session.
This performs the following actions:

— Failover i2 volumes to H1 volumes

— Recover the last consistency group (for more information, see 4.2.2, “Global Mirror
pause with consistency” on page 183)
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— FlashCopy the i2 volumes to the H2 volumes

— Force Failover H2 volumes to H1 volumes

The H2 volumes are now ready to be used by host. After the action is complete, the status

of the session is Normal and the state is Target Available.

Now we can start the host operations on the H2 volumes and powering off the storage

systems in Site 1 can proceed. Tivoli Storage Productivity Center for Replication shows an

alert about the communication loss to Site 1 storage systems, but this does not affect the

current configuration.

After the maintenance is completed and the Site 1 storage systems are running again, we can

start the go-home procedure by completing the following steps:

1. Issue the Enable Copy to Site 1 action on the Tivoli Storage Productivity Center for
Replication session. This makes available the actions to be used for the go-home
procedure. This action does not change any state of the session.

2. Start a StartH2 — H1 action on the Tivoli Storage Productivity Center for Replication
session. This starts a Global Copy that performs the following actions:

— Failback i2 volumes to H1 volumes

— Change the mode for 12-H1 pairs from Global Copy to Metro Mirror

— Wait until the 12-H1 pairs are in Full Duplex
— Freeze 12-H1 pairs

— Remove 12-H1 relationships

— Failback H2 volumes to H1 volumes

The session remains in Warning status because the replication configuration that is now

running does not ensure data consistency.
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Figure 4-112 Site 1 planned outage state transition diagram
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After the operations on H2 volumes are stopped, we can proceed with the following steps:

1. Issue the Suspend action on the Tivoli Storage Productivity Center for Replication session.
This performs the following actions:

— Change the mode for H2-H1 pairs from Global Copy to Metro Mirror
— Wait until the H2-H1 pairs are in Full Duplex
— Freeze H2-H1 pairs

After the action is complete, the status of the session is Severe and the state is
Suspended.

2. Issue the Recover action on the Tivoli Storage Productivity Center for Replication session.
This makes the H1 volumes available to the host that is performing an H1 to H2 failover.
After the action is complete, the status of the session is Normal and the state is Target
Available.

3. Issue the Enable Copy to Site 2 action on the Tivoli Storage Productivity Center for
Replication session. This makes available the actions to complete the go-home procedure.
This action does not change any state of the session.

Now we can start the host operations on the H1 volumes and complete the go-home
procedure. We start a StartH1 — H2 action on the Tivoli Storage Productivity Center for
Replication session. This performs the following operations:

» Remove H1-H2 pairs

Start H1-12 pairs in Global Copy mode

Wait until the H1-I2 first pass copy is completed
Start the Global Mirror H1-H2

vYvyy

The go-home procedure is then completed and the normal operation configuration is
restored. In this case, a full copy of the data is required (for more information, see 4.3.4,
“Scenarios requiring a full copy” on page 241).

Planned outage of Site 2 storage systems

In this scenario, we consider a planned maintenance activity that requires powering off the
Slte 2 storage systems. We also describe the go-back procedure to return to the original
configuration. The flow of the Tivoli Storage Productivity Center for Replication operations is
shown in Figure 4-113 on page 259.

Assuming that the host operations are running on Site 1, we can complete the following steps:

1. Start a Suspend action on the Tivoli Storage Productivity Center for Replication session.
This performs a Global Mirror pause operation and a suspension of the Global Copy pairs
H1-12. After the action is complete, the status of the session is Severe and the state is
Suspended.

Now we can proceed with powering off the storage systems in Site 2. Tivoli Storage
Productivity Center for Replication alerts us about the communication loss to Site 2
storage systems, but this does not affect the current configuration. After the maintenance
is completed and the Site 2 storage systems are running again, we can start the
procedure to return to the original configuration.

2. Start a StartH1 — H2 action on the Tivoli Storage Productivity Center for Replication
session. This performs the following operations:

— Resume the Global Mirror H1-I2
— Wait until the H1-12 first pass copy is completed
— Start the Global Mirror H1-H2
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Figure 4-113 Site 2 planned outage state transition diagram

The go-back procedure is then completed and the normal operation configuration is restored.
This procedure does not require full copy of the data.

4.4.3 Three-site planned outages scenarios

In the following sections, we describe some scenarios of planned outages in a three-site
Metro Global Mirror configuration. We also show how to manage these situations with Tivoli
Storage Productivity Center for Replication.

Consider the three-site configuration that is shown in Figure 4-114 on page 260.
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Figure 4-114 Three-site Metro Global Mirror configuration

This configuration can be implemented in Tivoli Storage Productivity Center for Replication by
using a Metro Global Mirror with Practice session, as shown in Figure 4-115 on page 261.
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Figure 4-115 Three-site Metro Global Mirror implementation

In the normal operation scenario, the session is running with Metro Mirror synchronized and
Global Mirror forming consistency groups.

For the following scenarios, we assume that the active Tivoli Storage Productivity Center for
Replication server is not affected by any outages.

Planned outage of Site 1 storage systems

In this scenario, we consider a planned maintenance activity that requires powering off the
Site 1 storage systems. During the maintenance activity, all of the Disaster Recovery
capabilities must remain active. We also describe the go-home procedure to return to the
original configuration. The flow of the Tivoli Storage Productivity Center for Replication
operations is shown in Figure 4-116 on page 262, Figure 4-117 on page 263, and

Figure 4-118 on page 264.

Assuming that the host operations are stopped on Site 1, we can complete the following
steps:

1. Start a Suspend action on the Tivoli Storage Productivity Center for Replication session.
This performs a Freeze operation that makes the H2 volumes in Consistent status. After
the action is complete, the status of the session is Severe and the state is Suspended. The
Global Mirror H2-H3 is still running.

2. Issue the RecoverH2 action on the Tivoli Storage Productivity Center for Replication
session. This performs the following actions:

— Suspend the Global Copy pairs H2-13
— Failover H2 volumes.
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The H2 volumes are now ready to be used by host. After the action is complete, the status
of the session is Normal and the state is Target Available. After this action is run, the
Global Mirror leg is not creating consistency groups anymore.

3. Issue the Enable Copy to Site 1 action on the Tivoli Storage Productivity Center for
Replication session. This makes available the actions to be used for the go-home
procedure. This action does not change any state of the session.

4. Start a StartH2 — H3 action on the Tivoli Storage Productivity Center for Replication
session. This restarts the Global Mirror and performs the following operations:

— Force Failover I3 volumes to H1 volumes
— Resume the Global Copy H2-I3
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l status
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1
RecoverH2
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-\'/I

Figure 4-116 Site 1 planned outage state transition diagram: Stage One

Now we can start the host operations on the H2 volumes and powering off the storage
systems in Site 1 can proceed. Tivoli Storage Productivity Center for Replication alerts you
about the communication loss to Site 1 storage systems, but this does not affect the current
configuration. For more information about the states, see Table 4-1 on page 160.
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Figure 4-117 Site 1 planned outage state transition diagram: Stage Two

After the maintenance is completed and the Site 1 storage systems are running again, we
can start the following go-home procedure:

5. Start a StartH2 — H1 — H3 action on the Tivoli Storage Productivity Center for
Replication session. This performs the following operations:

— Failback I3 volumes to H1 volumes

— Wait until the 13-H1 first pass copy is completed

— Enable the Incremental Resync from H2 and I3 with noinit option

— Suspend the Global Copy pairs H2-13

— Wait until the 13-H1 copy is completed (100% copied)

— Failover H1 volumes

— Failback H1 volumes to I3 volumes

— Start H2-H1 Metro Mirror pairs with the Incremental Resync with option override
— Wait until the H1-I3 first pass copy is completed

— Start the Global Mirror H1-H3

After the action is complete, the status of the session is Normal and the state is Prepared.
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After the operations on H2 volumes are stopped, we can proceed with the following steps:

6. Start a Suspend action on the Tivoli Storage Productivity Center for Replication session.
This performs a Freeze operation that makes the H1 volumes in Consistent status. After
the action is complete, the status of the session is Severe and the state is Suspended. The
Global Mirror H1-H3 is still running.

7. lIssue the RecoverH1 action on the Tivoli Storage Productivity Center for Replication
session. This performs the following actions:

— Suspend the Global Copy pairs H1-13
— Failover H1 volumes

The H1 volumes are now ready to be used by host. After the action is complete, the status
of the session is Normal and the state is Target Available. After this action is run, the
Global Mirror H1-H3 is not creating consistency groups.

8. Issue the Enable Copy to Site 2 action on the Tivoli Storage Productivity Center for
Replication session. This makes available the actions to complete the go-home procedure.
This action does not change any state of the session.
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Figure 4-118 Site 1 planned outage state transition diagram: Stage Three

9. Initiate a StartH1 — H2 — H3 action on the Tivoli Storage Productivity Center for
Replication session. This performs the following operations:

— Force Failover 13 volumes to H2 volumes

— Resume the Global Copy H1-I3

— Failback I3 volumes to H2 volumes

— Wait until the 13-H2 first pass copy is completed

— Enable the Incremental Resync from H1 and I3 with noinit option
— Suspend the Global Copy pairs H1-13

— Wait until the 13-H2 copy is completed (100% copied)

— Failover H2 volumes

— Failback H2 volumes to 13 volumes

— Start H1-H2 pairs with the Incremental Resync with option override
— Wait until the H2-13 first pass copy is completed

— Start the Global Mirror H2-H3

The go-home procedure is then completed and the normal operation configuration is
restored. None of these procedures required a full copy of the data.
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Planned outage of Site 2 storage systems

In this scenario, we consider a planned maintenance activity that requires powering off the
Slte 2 storage systems. During the maintenance activity, all of the Disaster Recovery
capabilities must be active. We also describe the go-back procedure to return to the original
configuration. The flow of the Tivoli Storage Productivity Center for Replication operations is
shown in Figure 4-119.

Assuming that the host operations are running on Site 1, we can complete the following steps:

1. Start a StartH1 — H3 action on the Tivoli Storage Productivity Center for Replication
session. This starts the Global Mirror from Site 1 to Site 3 and performs the following
operations:

— Freeze H1-H2 pairs

— Failover 13 volumes

— Stop the H2-H3 Global Mirror session

— Remove the H1-H2 pairs

— Start H1-13 pairs with the Incremental Resync with option recover
— Wait until the H1-I3 first pass copy is completed

— Start the Global Mirror H1-H3
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Figure 4-119 Site 2 planned outage state transition diagram

Now we can proceed with powering off the storage systems in Site 2. Tivoli Storage
Productivity Center for Replication alerts you about the communication loss to Site 2
storage systems, but this does not affect the current configuration. After the maintenance
is completed and the Site 2 storage systems are running again, we can start the
procedure return to the original configuration.

2. Start a StartH1 —» H2 — H3 action on the Tivoli Storage Productivity Center for
Replication session. This performs the following operations:

— Failback I3 volumes to H2 volumes

— Wait until the 13-H2 first pass copy is completed

— Enable the Incremental Resync from H1 and I3 with noinit option

— Suspend the Global Copy pairs H1-13

— Wait until the 13-H2 copy is completed (100% copied)

— Failover H2 volumes

— Failback H2 volumes to I3 volumes

— Start H1-H2 pairs with the Incremental Resync with option override
— Wait until the H2-13 first pass copy is completed

— Start the Global Mirror H2-H3

The go-back procedure is then completed and the normal operation configuration is restored.
None of these procedures required a full copy of the data.

Chapter 4. Using Tivoli Storage Productivity Center for Replication with DS8000 265



266

Planned outage of Site 1 and Site 2 storage systems

In this scenario, we consider a planned maintenance activity that requires powering off the
Site 1 and Slte 2 storage systems. In this case, we temporarily restart the host operation from
the Site 3. We also describe the go-home procedure to return to the original configuration.
The flow of the Tivoli Storage Productivity Center for Replication operations is shown in
Figure 4-20 on page 178 and Figure 4-21 on page 179.

Assuming that the host operations were stopped on Site 1, we can complete the following
steps:

1. Start a Suspend action on the Tivoli Storage Productivity Center for Replication session.
This performs a Freeze operation that makes the H2 volumes in Consistent status. After
the action is complete, the status of the session is Severe and the state is Suspended. The
Global Mirror H2-H3 is still running.

2. Issue the RecoverH3 action on the Tivoli Storage Productivity Center for Replication
session. This performs the following actions:

— Suspend the Global Copy pairs H2-13
— Failover 13 volumes

— Recover the last consistency group (if needed, see 4.2.2, “Global Mirror pause with
consistency” on page 183)

— FlashCopy the I3 volumes to the H3 volumes

The H3 volumes are now ready to be used by host. After the action is complete, the status
of the session is Normal and the state is Target Available.

3. Issue the Enable Copy to Site 1 action on the Tivoli Storage Productivity Center for
Replication session. This makes available the actions to be used for the go-home
procedure. This action does not change any state of the session.
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Figure 4-120 Site 1 and Site 2 planned outage state transition diagram: Stage One

Now we can start the host operations on the H3 volumes and powering off the storage
systems in Site 1 and Site 2 can proceed. Tivoli Storage Productivity Center for
Replication alerts you about the communication loss to Site 1 and Site 2 storage systems,
but this does not affect the current configuration.
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Figure 4-121 Site 1 and Site 2 planned outage state transition diagram: Stage Two

After the maintenance is completed and Site 1 and Site 2 storage systems are running
again, we can start the go-home procedure.

4. Start a StartH3 — H1 — H2 action on the Tivoli Storage Productivity Center for
Replication session. This performs the following operations:

— Remove H1-H2 pairs

— Remove H2-I3 pairs

— Start H1-H2 pairs in Global Copy mode
— Start H3-H1 pairs in Global Copy mode

After the action is complete, the status of the session is Warning and the state is
Preparing. This action performs a full copy from the H3 volumes to the H1 volumes, and, in
cascading, to H2 volumes (see 4.3.4, “Scenarios requiring a full copy” on page 241.).
When the initial copy is completed, we can continue the go-home procedure. The session
remains in Warning status because the replication configuration that is now running does
not ensure data consistency.

After the operations on H3 volumes are stopped, we can proceed with the following steps:

5. Issue the Suspend action on the Tivoli Storage Productivity Center for Replication session.
This performs the following actions:

Change the mode for H3-H1 pairs from Global Copy to Metro Mirror
Wait until the H3-H1 pairs are in Full Duplex

Freeze H3-H1 pairs

Wait until the H1-H2 copy is completed (100% copied)

Suspend H1-H2 pairs

After the action is complete, the status of the session is Severe and the state is
Suspended.

6. Issue the Recover action on the Tivoli Storage Productivity Center for Replication session.
This makes the H1 volumes available to the host by removing the H3-H1 pairs. After the
action is complete, the status of the session is Normal and the state is Target Available.
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7.

Issue the Enable Copy to Site 2 action on the Tivoli Storage Productivity Center for
Replication session. This makes the actions available to complete the go-home procedure.
This action does not change any state of the session.

Now we can start the host operations on the H1 volumes and complete the go-home
procedure.

Host on

|.»3/| Local

site
/
StartH1H2H3
/ 8)
@ o

Figure 4-122 Site 1 and Site 2 planned outage state transition diagram: Stage Three

Start a StartH1 — H2 — H3 action on the Tivoli Storage Productivity Center for
Replication session. This performs the following operations:

Resume H1-H2 pairs in Metro Mirror mode
Start H2-13 pairs

Wait until the H2-I3 first pass copy is completed
Start the Global Mirror H2-H3

The go-home procedure is then completed and the normal operation configuration is
restored. In this case, a full copy of the data is required to populate Site 2 and to restart the
Global Mirror to Site 3 (see 4.3.4, “Scenarios requiring a full copy” on page 241).

Planned outage of Site 3 storage systems

In this scenario, we consider a planned maintenance activity that requires powering off the
Site 3 storage systems. We also describe the go-back procedure to return to the original
configuration. The flow of the Tivoli Storage Productivity Center for Replication operations is
shown in Figure 4-123 on page 270.

Assuming that the host operations are running on Site 1, we can complete the following steps:

1.

Start a SuspendH2H3 action on the Tivoli Storage Productivity Center for Replication
session. This performs a Global Mirror pause operation and a suspension of the Global
Copy pairs H2-13. After the action is complete, the status of the session is Severe and the
state is SuspendedH2H3.

Now we can proceed with powering off the storage systems in Site 3. Tivoli Storage
Productivity Center for Replication alerts you about the communication loss to Site 3
storage systems, but this does not affect the current configuration. After the maintenance
is completed and the Site 3 storage systems are running, we can start the procedure to
return to the original configuration.

Start a StartH1 —» H2 — H3 action on the Tivoli Storage Productivity Center for
Replication session. This performs the following operations:

— Resume the Global Copy H2-I3
— Wait until the H2-13 first pass copy is completed
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— Restart the Global Mirror H2-H3

The go-back procedure is then completed and the normal operation configuration is restored.
This procedure does not require full copy of the data.

1
> (Q
N 2)

Initial
status
(% v

Figure 4-123 Site 3 planned outage state transition diagram

4.5 Troubleshooting

This section provides troubleshooting guidance for managing Tivoli Storage Productivity
Center for Replication with DS8000 storage systems.

4.5.1 Managing loss of connection to storage system

The loss of connection to DS8000 storage systems leads all the active Tivoli Storage
Productivity Center for Replication sessions that are using that DS8000 to an indeterminate
state. In Figure 4-124, the console log shows the connection loss events.

D Bug B, 2013 1:34:37 PM : db2admin : IWNR1158I :

diagnostics\TPC_RM-tpcr-vmd1_2013-08-08_13-34-37 jar

2013 1:41:52 PM : IWNR1S55E

Tovohi Stora arrors with storage system DSBODD: BON: 2107.LMB41.

N =
@ togs, “41:52 FM : S
© fw 5, 2013 1:41:52 BM - 5 ged by hardware conn
@ Sug B, 2013 1:41:52 FM : 5

@ 2w 5, 2013 1:41:48 BM - 5

g B,

ged by hardwars conr

from the hardwar= &

-41:48 PM =rrors with storage system 5.11.222.36.
from Normal status to

=rag= Froductivity Center for Rephcate

31:41:52PM :

Server tper-vmd 1 storage . tucson.ibm.com has encount=r=d communication emors with storage system DS8000:BOX:2107.LMB41.

Figure 4-124 Console Log showing a connection loss event

In Figure 4-125 on page 271 and Figure 4-126 on page 271, the statuses of the storage
system and session after a connection loss are shown.
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Last Update: Aug 8, 2012 1:47:02 FM

Storage System Details

DS8000:BOX:2107.LMB41

Select Storage System Action -~ |Go

I Liesl Stisbus: Discorrached - Copy Services cannst curently be marsged @ I
Types DSE000

Vendaor: I8M
Location: [Nore -

Connections:

Select Connection Action: Go

! HMC:2.11.332.28 HMC

Figure 4-125 Storage System Details panel that shows Disconnected status

Session Details Last Update: Aug 8, 2013 1:47:42 PM

ITSO-TEST

Select Action: - |Go ;lne:rlﬁ lerﬁ;r:t;mven’ﬁmlha:k
— Hor &

State TR = =]

Active Host H1

Recoversble V==

Description {modily)

Copy Sets 1 (vizw)

1

@ rwnnisere wnriseze [4ug 8, 2013 1:47:42 PM] S==sion ITSO-TEST has le=t sznn=ction te devies DSB000: 2107.IMB41:1S5:61,
DS5000: BOX: 2L07.LMB41.

Participeting Rale Pairs:

Figure 4-126 Session Details panel that shows Severe status

Tivoli Storage Productivity Center for Replication continues polling the storage systems. After
the connection problem is fixed, the connectivity to the storage system and the actual session
status are immediately restored.

Other than the full box failure, there are two main causes that lead to a DS8000 connection
loss: network problems and HMC problems. In the following session, we describe this two
connection loss scenario.
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Important: The loss of connection to storage systems from the stand-by Tivoli Storage
Productivity Center for Replication server does not affect the active sessions status.
Nevertheless, it is recommended that you fix the cause of the connection loss immediately
to avoid any serious issues if there is takeover. The same problem determination for the
active server that is described later in this section can be used to analyze the stand-by
server connection loss events.

Network problem

Network problems often are temporary events because the redundancy of the network
infrastructure provides the means to recover multiple hardware or software failures. Typical
causes of persistent Tivoli Storage Productivity Center for Replication connection losses are
major hardware or software problems in the network infrastructure and network security
policies reconfiguration. When the network problem becomes persistent, some Tivoli Storage
Productivity Center for Replication checking can be done to understand the nature of the
problem.

In the following section, we describe some of most common network issues that lead to a
persistent connection loss. Some mitigation tasks also are proposed.

Tivoli Storage Productivity Center for Replication server network isolation

When the network issue affects only the Tivoli Storage Productivity Center for Replication
server or the LAN that Tivoli Storage Productivity Center for Replication is connected to, a
complete loss of the connectivity to all storage systems (not only DS8000) occurs. The
connection to the stand-by server also is affected. In this case, because the remote
connection to the Tivoli Storage Productivity Center for Replication also is not available, only
a physical direct connection to the server can help analyze and resolve the problem. The
Tivoli Storage Productivity Center for Replication HA configuration that uses two different
LANSs for active and stand-by server can mitigate this kind of problem.

Storage systems network isolation

When the network issue affects a storage system’s LAN (assuming that is different from the
Tivoli Storage Productivity Center for Replication LAN), a complete loss of the connectivity to
all storage systems (not only DS8000) that are using that LAN occurs. In this case, the
connectivity to Tivoli Storage Productivity Center for Replication is still available and this can
help to address the issues. A dual HMC configuration that uses two different LANs for primary
and secondary HMC can mitigate this kind of problem.

HMC problems

The DS8000 HMC is a multi-purpose piece of equipment that provides the services that the
client needs to configure and manage the storage and manage some of the operational
aspects of the Storage System. It also provides the interface where service personnel
perform diagnostic and repair actions.

The HMC is the communication interface between Tivoli Storage Productivity Center for
Replication and DS8000 controller. A software or hardware failure of the HMC causes the
loss of communication between Tivoli Storage Productivity Center for Replication and
DS8000. In this case, the HMC also becomes unresponsive to other connection types, such
as the DSCLI or a simple ping. The HMC functions are not related to data management, so
an HMC failure does not affect the normal DS8000 operations.

When a software failure occurs, a simple reboot of the HMC is enough to resolve the problem
in most cases. More serious software problems might require a fresh installation of the HMC.
A dual HMC configuration can mitigate this kind of problem.
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Note: HMC problems often simultaneously affect active and stand-by Tivoli Storage
Productivity Center for Replication server.

Internal communication problems

The HMC uses the ESSNI service to communicate to the internal DS8000 cluster nodes. If
this service is not working, the HMC loses the communication to the DS8000 clusters. In this
case, the HMC is still reachable but cannot carry any command to the DS8000, which
includes Tivoli Storage Productivity Center for Replication commands. In Figure 4-127, we
show how the Connection Details panel reports this status. In most cases, a restart of the
ESSNI service (which can be performed only by an IBM service representative) is enough to
resolve the problem.

Connection Details Last Update: Aug &, 2013 2:21:16 FA

HMC:9.11.222.96

Locsl Connection Status: Disconnected @
Type: HMC

Attsched Storsge Systems:

@ Controller Discornect=d

...........

Nete: If you do not enter a password, the last password entered for
this storage system will be used.

Apply| | Reset

Figure 4-127 Connection Details panel

4.5.2 Managing suspending events

Unplanned replicating suspension events can occur following a hardware or connectivity
failure. The suspension event notification is sent from DS8000 to the Tivoli Storage
Productivity Center for Replication through the IP storage system connection and can affect
one or more active sessions. Notifications that are related to volumes that are not used in
active sessions are discarded from Tivoli Storage Productivity Center for Replication.

Tivoli Storage Productivity Center for Replication performs different actions depending on the
session that is affected by the suspension event. In particular, if the suspension event is
related to a Metro Mirror replication that is managed by Tivoli Storage Productivity Center for
Replication with a Metro Mirror or Metro Global Mirror session types, Tivoli Storage
Productivity Center for Replication ensures the data consistency that is starting a freeze.

Following a suspension, Tivoli Storage Productivity Center for Replication updates the
affected session with a status and a state accordingly to the event. In particular, the status
always becomes Severe because a major disruption of the replication configuration occurred
while the state depends on the type of replication that was affected (Metro Mirror or Global
Mirror) and on the state at the suspension time.
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Global Copy relationships that are affected by suspension events can resume automatically
after the cause of the suspension is removed. For this reason, Tivoli Storage Productivity
Center for Replication sessions that involve Global Mirror replication can resume from a
suspension without any user intervention. Temporary suspensions in Global Copy
relationships can occur because of poor performance in the replication operations, for
example.

In the following sections, we describe how to analyze and restore a Tivoli Storage Productivity
Center for Replication session after a persistent suspension event.

Analyzing the suspension events

Tivoli Storage Productivity Center for Replication reports the suspending event in the session
information and in the console log. Figure 4-128 shows the Session Details panel in which the
suspension event is reported.

Session Details Last Updste: Aug &, 2013 5:05:43 PM

ITSO-TEST

Select Action: ~ |Go ;HnEh;u errﬁ;gt:lglﬁur!hnha:k

Status glﬂob -
State H1 Hz
Active Hest

Recoveratle  No

Deseription {medity)
Copy Sets 2 {view)
Transitioning  No

Participating Role Pairs:

Figure 4-128 Session Details panel after a suspension event

Clicking the role pair that is affected by the suspension opens the role pair panel, as shown in
Figure 4-129. In this panel, all of the pairs that are affected by the suspension are identified
with an error symbol.

Last Update: Aug 8, 2013 5:10:12 PM

ITSO-TESTH1-H2

Metra Mirror Failover/ Failback
Site 1 Site 2

&Fpoe{ )

Timestamp: niz Target Avsiisbls: 0

DS8000:2107 .LM841:VOL:6208 DS8000:2107 .XC891:VOL: 6208 Eli0ge ] Suspended D show Show
D58000:2107 LM341:VOL:6105 DS8000:2107 .XC8931:VOL:6105 Eii0se | Suspended Show Show

Figure 4-129 Role pair H1-H2 panel that shows the pairs that are affected by the suspension
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Clicking the pair shows a description of the error, as shown Figure 4-130.

ITSO'TEST H1'H2 Last Update: Aug 8, 2073 5:18:58 PM
Metro Mirror Failowver/ Failback
Sit= 1 Site 2

@l ]

Timestamp: n/z Target Musisbls: 0

DS8000:2107.LM841:WOL:6208 DS8000:2107.XC851:WOL:6208 m Suspended @ Show Show
DS8000:2107 LM341:¥OL:6105 DS58000:2107 .XC851:WOL:16105 m Suspended Show Show

Pair Details:
State: Suspende=d

Recoverab
Capying: No
New: N

Message: IWHRIOSCES TWHR2D:
DSB000: 2107. XCE51:VOL:6205 i

[#usg B, 2013 5:08:18 PM] The pair in se=sien ITSO-TEST for

copy s=t DSB00D: 2107.IMB41:VDL:6208 with sourcs DSB000: 2107, LM541:VDL: 6208 and targst
2 pair H1-H2 was suspanded urexpectadly with 2 reass 13

Figure 4-130 Detailed message of the suspension event

Finally, when the message code is clicked, the full error description and the reason codes are
displayed, as shown in Figure 4-131.

IWNR2050E

Message Text:
[timestamp] The pair in session VALUE 1 for copy set VALUE_2 with source VAL UE_3 and target VALUE_4 in role pair VALUE 6 was
suspended unexpectedly with a reason code of VALUE 3.

Explanation:

One of the pairs was suspended becanse of a hardware error or by a source other than this product. Other pairs in the session might be suspended in
an effort to maintain consistency across the remaining pairs in the session. The true consistency of the pair, with respect to the other pairs in the
seszion, cannot be determined and the pair 18 determined to be inconsistent.

-1 No reason code was provided for the suspend.

3 The host has suspended the pair. and does not permit writes.

4 The host has suspended the pair, and does not permit writes. The primary site storage control will keep these updates.

5 A command issued by the primary site storage control to the recovery site storage control has suzpended the pair.

6 Internal conditions within either storage control have suspended the pair.

7 The transition of the recovery volume to the simplex state has suspended the pair

8 The primary site storage control has suspended the pair as a result of abnormal conditions within the recovery site storage system. These

conditions may involve the storage control, its attached disk devices, and the ESCON paths between the two sites. Verify there are no errors on

the PPRC paths between the source and target devices

+ 9 Either an IPL. or a power interruption to either storage control, have suspended the pair

« 10 A CGROUP command with the FREEZE parameter has suspended the pair. If the heartbeat is enabled and communication between Tivoli
Storage Productivity Center for Replication and the storage systems was lost or interrupted, this may have caused a freeze.

& 14 The pair suspended due to the failure in releasing the space of the remote copy secondary volume.

* 15 The pair suspended due to a Global Mirror Pause with Consistency command.

# 3852 An Establish FlashCopy command with Preserve Mirror zet to Preserve Mirror Required was izsued. The Establish FlashCopy failed at

the remote control unit. As a result, the Local Peer-to-Peer Eemote Copy pair state was changed to suspended.

Action:
Restart the seszion to resynchronize the suspended pairs. If the suspension occurred due to a source site disaster. you can recover the session.

Figure 4-131  Error full description panel
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In the Tivoli Storage Productivity Center for Replication console log, the error message and
the actions that were started automatically by Tivoli Storage Productivity Center for
Replication are displayed, as shown in Figure 4-132.

I

JEENEEEEE @ @ TEE

Figure 4-132 Console log reporting a suspension event

All of the information that is provided by Tivoli Storage Productivity Center for Replication can
be used as a starting point to determining the cause of the suspension event.

Restoring the session after a suspension event

It is important to highlight that there is no standard action to perform following a suspension
event; any occurrence should be treated as a separate instance. Even if in most cases
restarting the session is enough to restore the normal status of the session, a complete root
cause analysis is always recommended. Starting actions without identifying the cause of the
suspension event can lead to unpredictable results.

Further, identifying the proper action to perform, even after the reason for the suspension
event was explained, might not always be an easy task. In rolling disaster scenarios, for
example, the pair suspension can be only the first in a sequence of events that leads to a
major disruption. In these cases, the appropriate action might not be restoring the session to
the status before the suspension moment, but a full session recovery to an alternative site
might be considered instead.

Suspension events can occur at any time, even during a session transition from a
configuration to another (for example, during a go-home procedure after a planned outage as
described in 4.4.2, “Two-site planned outages scenarios” on page 254). For this reason,
accordingly to the status and the state at the suspension moment, by using Tivoli Storage
Productivity Center for Replication, users can start the action that is needed to restore (or
recover) the session to the wanted configuration.

After the session restart is identified as the appropriate action because of the suspension
event analysis, we can proceed the session restoration process. Table 4-4 on page 277
shows the actions that can be performed to restore a session according to the Session type,
the configuration that is running at the moment of the suspension, and the pair that was
suspended.
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Table 4-4  Action to restart a session following a suspension event

Session Type

Configuration running

Pair suspended

Action to restore

Metro Mirror H1 —> H2 H1-H2 Start H1 —» H2
H2 — HA1 H2-H1 Start H2 — H1

Global Mirror H1 —> H2 H1-H2 Start H1 —»> H2
H2 — HA1 H2-H1 Start H2 — H1

Metro Globe Mirror H1 > H2 > H3 H1-H2 Start H1 —» H2 — H3
H1 > H2 > H3 H2-H3 Start H1 -» H2 — H3
H2 - H1 > H3 H2-H1 Start H2 —» H1 — H3
H2 - H1 - H3 H1-H3 Start H2 - H1 — H3
H3 - H1 —» H2 H3-H1 Start H3 —» H1 —» H2
H3 > H1 —» H2 H1-H2 Start H3 > H1 —» H2
H1 —» H3 H1-H3 Start H1 — H3
H1 —> H2 H2-H3 Start H1 —» H2
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Tivoli Storage Productivity
Center for Replication with SAN
Volume Controller and Storwize
family

In this chapter, we describe the use of Tivoli Storage Productivity Center for Replication v5.2
to manage and monitor Copy Services in the IBM Storwize family of Storage Systems. We
show you how to set up replication sessions, how to manage these sessions, and give some
tunable parameters guidance. We also provide some disaster recovery scenarios and
troubleshooting guidance.

The IBM Storwize family of Storage Systems includes the following models:

» IBM System Storage SAN Volume Controller

IBM Storwize V7000 and V7000 Unified

IBM Flex Systems V7000 Storage Node

IBM Storwize V3700

IBM Storwize V3500 (available in some geographies)

vyvyyvyy

Note: The IBM Flex System™ V7000 Storage Node is available as an integrated
component of IBM Flex System and IBM PureFlex™ Systems. Although functionally
equivalent to Storwize V7000, Flex System V7000 is not officially supported by Tivoli
Storage Productivity Center for Replication V5.2. Ask for a request for price quotation
(RPQ) if you intend to use the Flex Systems V7000 Storage Node with Tivoli Storage
Productivity Center for Replication V5.2.

For more information about the IBM Storwize family of Storage Systems, see this website:

http://www-03.ibm.com/systems/storage/storwize/
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This chapter includes the following topics:

Introduction

SAN Volume Controller

Storwize Products

New Functions

Session Types and Setup

Why and when to use certain session types
Disaster Recovery use cases
Troubleshooting

vVVyVYyVYVYYVYYVvYYyY
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5.1 Introduction

This section provides an overview of the Storwize family and describes the replication

Session types that are supported on the Storwize product portfolio.

5.1.1 The Storwize family of Storage Products

The first product that was started in the Storwize family of Storage systems was the SAN
Volume Controller in July 2003. Since then, new members were added to the family so that
business environments of any size can find a model that best fits their needs. Table 5-1 shows
the basic features that differentiate the members of the Storwize family.

Table 5-1 Storwize Storage Systems Basic differentiators

(NAS - CIFS or NFS)

SAN V7000 V7000 V3700 V3500

Volume Unified

Controller
Nodes or Controllers 2,4,6,0r8 | 2,4,6,0r8 | 2,4,6,0r8 |2 2
1/0 Groups 1-4 1-4 1-4 1 1
External Storage Array | Yes Yes Yes No No
Virtualization
FlashCopy Yes Yes Yes Yes Yes
Global Mirror Yes Yes Yes Yes No
Metro Mirror Yes Yes Yes Yes No
Block Storage Yes Yes Yes Yes Yes
Virtualization
File system Services No No Yes No No

Note: All members of the Storwize family run the same code, so they provide the same
Copy Services functions to the storage managed by them as external arrays (SAN Volume
Controller), internal disks (V3700, V3500), or both (V7000 and V7000 Unified). They also

support Remote Copy services between different family models.

5.1.2 Tivoli Storage Productivity Center for Replication and the Storwize

family

Tivoli Storage Productivity Center for Replication for Open Systems provides copy services
management for SAN Volume Controller, V7000, V7000 Unified, and V3700 with the following
session types. IBM Storwize V3500 does not support Global or Metro Mirror. Only FlashCopy

sessions are supported for this model:

— FlashCopy

— Metro Mirror Single Direction

— Metro Mirror Failover/Failback

— Metro Mirror Failover/Failback with Practice
— Global Mirror Single Direction

— Global Mirror Failover/Failback
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— Global Mirror Failover/Failback with Practice
— Global Mirror Failover/Failback with Change Volumes

Consider the following points concerning Tivoli Storage Productivity Center for Replication
with the Storwize family of Storage Systems:

» Copy Services in the Storwize family have similar names (such as, FlashCopy, Global, and
Metro Mirror) and the same type of functionality as those in the IBM DS8000 family, but
they are different in their internal working, limits, and capabilities. For example, Global
Mirror in DS8000 involves Journal Volumes, which are not applicable for SAN Volume
Controller. You see Tivoli Storage Productivity Center for Replication lists similar session
types in Chapter 4, “Using Tivoli Storage Productivity Center for Replication with DS8000”
on page 159, but do not confuse them. Also, it is impossible to configure remote copy
services between storage systems of different families; for example, attempting to
configure a Global Mirror session between a Storwize V7000 and a DS8870.

» After you deploy Tivoli Storage Productivity Center for Replication (including storage
systems that are under its management and configured data replication sessions in them),
you should no longer use the storage systems native management interface (GUI or
command-line interface) to manage these replication sessions unless you are facing a
problem with Tivoli Storage Productivity Center for Replication and were instructed to do
so by an IBM Service Representative. Doing so causes a number of inconsistencies in
Tivoli Storage Productivity Center for Replication database and logs and can lead to
unpredictable results.

In the following sections, we provide a brief architectural description of each Storwize Storage
product as an introduction to explore in detail the use of Tivoli Storage Productivity Center for
Replication. For more information about the Storwize family of Storage Systems and their
respective Copy Services functions, see the IBM Redbooks that are listed in Table 5-2.

Table 5-2 Recent IBM Redbooks on Storwize Storage products

IBM Redbooks Number Website

IBM System Storage SAN Volume SG24-7521-02 | http://publib-b.boulder.ibm.com

Controller Best Practices and Performance /abstracts/sg247521.htm1?0pen

Guidelines

IBM System Storage SAN Volume SG24-7574-02 http://publib-b.boulder.ibm.com

Controller and Storwize V7000 Replication /abstracts/sg247574.htm1?0pen

Family Services

Implementing the IBM System Storage SG24-7933-01 http://publib-b.boulder.ibm.com

SAN Volume Controller V6.3 /abstracts/sg247933.htm1?0pen

Implementing the IBM Storwize V7000 SG24-7938-01 http://publib-b.boulder.ibm.com

V6.3 /abstracts/sg247938.htm1?0pen

Implementing the IBM Storwize V3700 SG24-8107-00 http://publib-b.boulder.ibm.com
/abstracts/sg248107.htm1?0pen
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5.2 SAN Volume Controller

The SAN Volume Controller's primary function is to act as a gateway, which provides a
common virtualization layer to other storage systems, such as DS8870, XIV, and supported
storage systems from other vendors (see Figure 5-1). Among other features, SAN Volume
Controller provides a common set of Advanced Copy Services functions that can be used
across all its managed storage systems, whether homogeneous or heterogeneous.

Servers and
Applications
Layer —

SAN Volume Controller

*Virtualization
sAdvanced Copy Services

Virtualization
Layer

+Scale out cluster (2N)
+Cache
P 2=
Storage |
Layer -3
XV D58000 Other

Figure 5-1 SAN Volume Controller conceptual and topology overview

SAN Volume Controller was designed under project COMmodity PArts Storage System or
COMPASS with the goal of using, as many as possible, off-the-shelf standard components.
Its hardware is based on IBM xSeries® 1U rack servers. The most recently released
hardware node, the 2145-CG8, is based on IBM System x3550 M3 server technology with an
Intel Xeon 5500 2.53 GHz quad-core processor, 24 GB of cache, four 8 Gbps Fibre Channel
ports, and two 1 GbE ports, as shown in Figure 5-2.

Figure 5-2 One pair of SAN Volume Controller 2145-CG8 nodes

The SAN Volume Controller node model CG8 now offers a FlashCopy ports expansion option
that gives you four more FlashCopy ports per node. By using this expansion option, some of
these other ports can be configured as dedicated to remote copy services connections.
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Tip: When SAN Volume Controller is used intensively for remote copy services, the use of
dedicated ports for remote copy services significantly reduces the odds of encountering
problems because of Fibre Channel fabric traffic congestion. In this type of scenario,
consider the use of this FlashCopy ports expansion option and modify the SAN zoning
configuration.

5.3 Storwize Products

As of April 2012, IBM shipped over 21,500 SAN Volume Controller engines to almost 7,000
SAN Volume Controller systems worldwide. To extend the offerings range of storage
virtualization, new products were developed that were based on SAN Volume Controller that
provides the following advantages:

» Run the same code and provide the same functions and benefits in a more compact,
dedicated hardware packaging.

» Include their own, underlying storage layer that supports different kinds of disks for
different purposes.

5.3.1 Storwize V7000

The Storwize V7000 controller module includes two redundant controller canisters and 12 or
24 SAS disk drives in a 2U standard, 19-inch rack cabinet, as shown in Figure 5-3. Optionally,
this controller module can be attached to Expansion modules to increase the number of
managed disks. With an optional license, the Storwize V7000 can provide the same
virtualization layer that it gives to its internal disks to external, supported storage arrays that
are attached to it through SAN.

Figure 5-3 Storwize V7000 module

The following models are available for Controller or Expansion modules, depending on the
capacity of the hard disk drives (HDDs) that best suits your needs:

» One model that can hold up to 12 Large Form Factor (LFF), 3.5-inch SAS HDDs
» One model that can hold up to 24 Small Form Factor (SFF), 2.5-inch SAS HDDs, or
E-MLC solid-state drive (SSDs)

This makes the Storwize V7000 internal storage highly scalable. Each Controller enclosure
can have up to nine expansion enclosures that are attached to it. By using SFF enclosures,
one I/O group can have up to 240 HDDs. A Storwize V7000 system can have up to four
Controller enclosures or I/O groups.
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Layers

The introduction of the Storwize V7000 with its own internal storage also introduced the

concept of layers in the remote copy partnerships between systems. Layers include the

following features:

» There are two layers, the storage layer and the replication layer. The layer that a system
belongs to is controlled by a system parameter, which can be changed by using the
command-line interface (CLI) command chsystem -layer <layers.

» SAN Volume Controller systems always are in the replication layer, whereas a Storwize
V7000 can be in the replication or storage layer. By default, a Storwize V7000 is in the
storage layer.

» Changing the layer is only performed at initial setup time or as part of a major
reconfiguration. To change the layer of a Storwize, the system must meet the following
pre-conditions:

— The Storwize must not have any host objects defined and must not be presenting any
volumes to an SAN Volume Controller as managed disks.

— The Storwize must not be visible to any other SAN Volume Controller or Storwize in the
SAN fabric. This prerequisite might require SAN zoning changes.

» A system can form remote copy partnerships with systems in the same layer only.

» A SAN Volume Controller can virtualize a Storwize V7000 only if the Storwize V7000 is in
Storage layer.

» A Storwize V7000 in Replication layer can virtualize a Storwize V7000 in Storage layer.

Figure 5-4 shows the concept of layers.

Partnership Partnership

Replication

Storage

g
m Internal Storage Partnership
. External Storage \_ <:> _

= s a5
Virtualized Storage e m m

Figure 5-4 Storwize partnerships and layers

Note: Tivoli Storage Productivity Center for Replication does not configure the layer that a
Storwize V7000 belongs to, nor does it establish partnerships. This must be done via the
Storwize GUI or CLI before you attempt to create a Session in Tivoli Storage Productivity
Center for Replication.
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5.3.2 Storwize V7000 Unified

At the block storage level, the Storwize V7000 Unified is functionally identical to the Storwize
V7000. The difference between the products is that a pair of file system management nodes
were included on top of the standard Storwize V7000. These nodes run in a cluster with the
same code as the IBM Scale Out Network Attached Storage product and use volumes that
are provided by the Storwize V7000 to build file systems and provide CIFS or NFS services to
the attached IP networks.

Figure 5-5 shows the Overview window of the Storwize V7000 Unified with the file system
portion highlighted in the red box.

) Pld=—H=—W—=u=E
&Y 5 1 J oA
24 Internal j)-i’ —=) @ - i

. 7 MDisks 4 Paols H;J% — x..-'ﬁ.,. .

3 Flla Volurmies 1 Fila Syatam 1 File Systam 1 Fila Sak 2 Sharas
Pool

9 External Hogts
Storage

Systams guiElos 4

Volumes -

0iSCSI Hosts

Figure 5-5 Storwize V7000 Unified Overview window

Tivoli Storage Productivity Center for Replication version 5.2 supports Block level Copy
Services in Storwize V7000 Unified version 1.4, but does not yet support the management of
file system Replication or Remote Caching. For Tivoli Storage Productivity Center for
Replication, Storwize V7000 and Storwize V7000 Unified are equivalent in Copy Services
management.

5.3.3 Storwize V3700 and V3500

The Storwize V3700 is fancifully equivalent to the V7000. It has the same enclosure models,
which can have Large Form Factor 3.5-inch HDDs or Small Form Factor 2.5-inch HDDs. The
Storwize V3700 and V7000 feature the following differences:

» Storwize V3700 has its configuration that is limited to one controller enclosure and up to
four expansion enclosures.

» Storwize V3700 does not support virtualization of external storage arrays; it supports its
own internal disks only.

The Storwize V3500, which is available only in a few geographies, accepts no expansion
enclosures and does not support remote replication.
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5.4 New Functions

Among the many new functions that are included in Tivoli Storage Productivity Center for
Replication version 5.2, two of them address the management of new major functions in the
Storwize family. The following new major functions are described in the following sections:

» Global Mirror Failover/Failback with Change Volumes session
» Support for the SAN Volume Controller 6.4 option to move volumes between 1/0O groups

5.4.1 Global Mirror Failover/Failback with Change Volumes session

The Global Mirror Failover/Failback with Change Volumes session is available only for the
Storwize family of Storage Systems. It provides the same capabilities as the Global Mirror
Failover/Failback session type, but it also provides the option of enabling or disabling the use
of Change Volumes.

Change Volumes are composed of a source change volume and a target change volume that
contain a point-in-time image of the data from the source and target volumes. A FlashCopy
operation occurs between the source volume and the source change volume. The frequency
of the FlashCopy operation is determined by the cycle period. The data on the source change
volume is then replicated to the target volume, and finally to the target change volume.

Important: Do not confuse Change Volumes with FlashCopy target volumes or Practice
volumes. Change Volumes are dedicated to their respective SAN Volume Controller Global
Mirror sessions. Practice volumes are available for some session types in the DS8000
family.

Because the data that is replicated between sites contains point-in-time changes rather than
all changes, a lower bandwidth link is required between the sites. A regular Global Mirror
configuration requires the bandwidth between sites to meet the long-term peak 1/0 workload,
whereas Global Mirror with Change Volumes requires it to meet the average 1/0 workload
across a Cycle Period only. However, the use of change volumes can result in an increase to
your data exposure because it changes your Recovery Point Objective (RPO). Therefore, you
might want to include or exclude change volumes in your Global Mirror sessions, depending
on your network traffic or business requirements.

Note: One important feature of this kind of session is that you can monitor the current RPO
of your session. You can set two levels of thresholds, Warning and Severe, from 1 second
to 48 hours, and Tivoli Storage Productivity Center for Replication sends you an alert if
your remote copy session is no longer protecting your data for any reason with the RPO
you expect.

5.4.2 Support for the SAN Volume Controller 6.4 option to move volumes
between I/0 groups

Tivoli Storage Productivity Center for Replication version 5.2 supports in its operations the
new option that is available in SAN Volume Controller code version 6.4 and higher to
non-disruptively migrate a volume to another I/O group. This is often done to manually
balance the workload across the nodes in a Storwize clustered system. A compressed
volume can also be moved, and you can specify the preferred node in the new I/0 group.
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Tip: The move volume operation does not change which I/O groups can access the volume,
only the caching I/O group is changed. If you move a volume that is in a FlashCopy
Session, the FlashCopy bitmaps remain in the original I/O group. Hence, these volumes
cannot be moved when the FlashCopy Session is in Prepare state.

5.5 Session Types and Setup

Because all products in the Storwize family run the same code and have the same Copy
Services functionality, the available Session types are the same as the types that are
described in 5.1.2, “Tivoli Storage Productivity Center for Replication and the Storwize family
on page 281.

In this section, we describe how to set up Copy Services sessions for storage systems from
the Storwize family. The following assumptions are made:

» Storage Systems were already configured into Tivoli Storage Productivity Center for
Replication, including user IDs with proper privilege to create and manage sessions.

» Storage Systems that were involved were properly configured to handle Copy Services.
Also, proper licenses were enabled, when applicable.

» Proper communication links were established and configured. In the case of Metro Mirror,
that means the inter-switch links (ISLs) and zoning between the Storage Systems are in
place.

» Partnerships between source and target systems were successfully created.

» Source and target volumes were already provisioned in the storage systems that are
involved. Special attention should be paid if thin-provisioned volumes are used in
sessions, when applicable.

Note: These tasks were not described in more detail to avoid repetition with other
published documents. For more information about how to perform these prerequisite tasks,
see the publications that are listed in Table 5-2 on page 282.

Creating sessions by using the web-based GUI

Creating sessions by using the web-based GUI is a two-step process that is run by two
wizards in sequence. The first wizard creates the basic session and prompts you to choose
the hardware type, session type, and storage systems that participate in the session, with a
few tunable parameters. The second wizard adds Copy Sets to the session, and prompts you
to select the volumes and the roles each volume plays in each Copy Set.

Complete the following steps:

1. Go into Tivoli Storage Productivity Center for Replication by using a user ID with
Administration privilege and, in the left menu, click Sessions — Create Session, as
shown in Figure 5-6 on page 289.

A new browser window opens and starts the Create Session wizard starts.
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Figure 5-6 Tivoli Storage Productivity Center for Replication web-based GUI Create Session wizard

2. In the Create Session wizard window that is shown in Figure 5-7, choose the hardware
type and session type. Click Next.

@ CreateSessionWizard - Mozilla Firefox: IBR Edition EI@
| B https/fper-vmdlstorage tucson.ibm.com:9559/C Sk izardFactony,jsp fwizardname=Create SessionVizard |
Create Session

Choose Session Type
Choose the type of sezsion to create.

T2 Choose Session Type
Properties
Lacatian Choose Hardware Type -

Results

Choose Session Type

<Back| |Mext>| | Finish

Figure 5-7 Choose Hardware Type and Session Type

Note: The Create Session wizard presents you with three options in the Storwize family:
SAN Volume Controller, Storwize Family (In this case, eStorwize V7000, V3700, or V3500),
and Storwize V7000 Unified. However, regardless of the hardware type you choose, you
have the same options in the Choose Session Type drop-down menu.

5.5.1 FlashCopy sessions

Complete the following steps:

1. In the main Tivoli Storage Productivity Center for Replication window, click Sessions —
Create Session, as shown in Figure 5-6 on page 289.
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2. In the Create Session wizard, Choose Session Type window, select the following
Hardware Type and FlashCopy as Session Type:

— Hardware Types:

¢ SAN Volume Controller
e Storwize Family
e Storwize V7000 Unified

— Session Types: FlashCopy

3. The Session Properties window opens. Enter a name and a description for your session.
By using the session name, you can uniquely identify the session type and help you
deduce to which servers, applications, or services it relates so that you can quickly debug

any errors. In the example that is shown in Figure 5-8, we entered FCDB2session as our
session name.

@ CreateSessionWizard - Mozilla Firefox IBM Edition

o |[E= )] =R
B httpsiftpor-wmdlstorage tucsonibm.com9559/CEMAVizardFactong jsp fwizardname =CreateSessiontiizard#TOP
Create Session
" Choose Session Type Properhes
- Name and describe the session.

o Properties

Location 1 Site #Sassion name

Results FCDBZ2session

Description
FlashCo session DEZ database on server
festssrveriil

AN Yolume Controller £ Storwize Family f Stonwize W7000 Unified FlashCopy Options:

Y| 1ncremental

Background copy rate (percentage)

50 (0-100)

|<Elack| |Next>| Finish ‘Cancel|

Figure 5-8 FlashCopy Session Properties for Storwize family

4. Configure the FlashCopy session tunable parameters. The Incremental flag (see
Figure 5-8) prevents FlashCopy from copying the entire source volume whenever a Flash
command is run, which reduces the copy time and the Storwize cluster workload. The

background copy rate specifies the speed at which that particular FlashCopy session
moves data.

Table 5-3 on page 291 shows the correlation between the values that are specified and
the actual copy speed. A value of zero disables the background copy, and 256 KB is the
default grain size in SAN Volume Controller code 6.2 and up. Click Next.
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Table 5-3 Background Copy Rate

Background copy Data copied per Grains per second Grains per second
rate second (256 KB grain) (64 KB grain)
01-10 128 KB 0.5 2

11-20 256 KB 1 4

21-30 512 KB 2 8

31-40 1 MB 4 16

41-50 2 MB 8 32

51-60 4 MB 16 64

61-70 8 MB 32 128

71-80 16 MB 64 256

81-90 32 MB 128 512

91-100 64 MB 256 1024

5. Configure the Site Locations. In the case of FlashCopy sessions, there is only one site.
Select the storage system that hosts the source and target volumes and performs the
FlashCopy operation. In the example that is shown in Figure 5-9, we selected svc08 as
the storage system. Click Next.

@ CreateSession\Wizard - Mozilla Firefox: IBM Edition === @
B httpsfpor-vrndlstorage tucson.ibr.corm:9559/CEM MY izardFactony jsp fwizardnarme=Create SessionWizard#TOP
Create Session

Site Locations

" Choose Session Type
Choosze Location for Site 1

" Properties
. Location 1 Site #5ite 1 location swclg

Results svcld h §|

H1

§
&

Figure 5-9 FlashCopy Site Locations for Storwize family

In the wizard, you see the results of the Create Session operation and you have the option of
finishing the wizard without further action or starting the Add Copy Sets wizard, as shown in
Figure 5-10 on page 292.
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@ CreateSessionWizard - Mozilla Firefox: IBM Edition EI@
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+ Results
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<Back | |MNext> Cancel [LaunchAddCDpySetsWizard]

Figure 5-10 FlashCopy Create Session Results

6. You can start the Add Copy Sets wizard any time by selecting Sessions in the upper left
menu. Select the session to which you want to add copy sets, then select Add Copy Sets,
as shown in Figure 5-11.
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Figure 5-11 Add Copy Sets to a Session

7. The Add Copy Sets wizard open a new window and prompts you to select the source
volume, which is referred to by Tivoli Storage Productivity Center for Replication as Host1
(H1). Select the storage system from the drop-down menu, then select the 1/0 group to
which the volume belongs, then the volume, as shown in Figure 5-12 on page 293. Click
Next.
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Note: You can also add copy sets to a session by importing a previously exported
comma-separated value (CSV) file. For more information about this procedure, see

3.10.2, “Importing CSV files” on page 132.
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Figure 5-12 Select the source volume Host1 for the copy set

8. The wizard prompts you to select the target volume Target1 (T1); in this case, Host1

volume Red_vol01. Select H1, as shown in Figure 5-13. Click Next.
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Figure 5-13 Select the target volume Target1 for the copy set

9. By using the wizard, you can add more Copy Sets to the list before they are added to the
session. Click Add More in the Select Copy Sets window (as shown in Figure 5-14 on
page 294) and then repeat steps 5 and 6, as needed. Confirm that the required Copy Sets

are selected and then click Next.
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Figure 5-14 Select Copy Sets to add to Session

10.You are prompted to reconfirm the number of Copy Sets that you want to add to the

Session and, if confirmed, perform the actual operation. A message is shown with the
results.

Note: Tivoli Storage Productivity Center for Replication automatically creates a
Consistency Group for the Copy Sets in a FlashCopy Session. Copy Sets that are added

later to this FlashCopy Session by Tivoli Storage Productivity Center for Replication also
are added to this Consistency Group.

If the operation was successful, click Finish to close the wizard.

If the operation was unsuccessful, verify the messages in the Console window to
troubleshoot the operation before you try again.

5.5.2 Metro Mirror sessions

The Metro Mirror session creation process is similar to the FlashCopy session creation
process. You create a Session by selecting the hardware and session types, then add copy

sets to the session. The difference is that the wizard prompts you for the specific parameters
for this kind of session. Complete the following steps:

1. In the main Tivoli Storage Productivity Center for Replication window, click Sessions —
Create Session.

Note: A comparable process was shown in 5.5, “Session Types and Setup” on
page 288, beginning with Figure 5-6 on page 289. The session creation process is
similar across all session types; therefore, not all panels are repeated here.
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2. In the Create Session wizard, Choose Session Type window, select the following
Hardware Type and one of the Synchronous Session Types:

— Hardware Types:

¢  SAN Volume Controller
e Storwize Family
e Storwize V7000 Unified

— Session Types:

* Metro Mirror Single Direction
¢ Metro Mirror Failover/Failback
¢ Metro Mirror Failover/Failback with Practice

3. In the Properties window, enter the name and description of the Session.

Note: If you chose a Metro Mirror Failover/Failback with Practice session, you are
asked for the parameters of the FlashCopy between H2 (target volume) and I2 (practice
volume), in addition to Name and Description.

You also are prompted if this FlashCopy is to be Incremental and for the background copy
rate, as shown in Figure 5-15 and Table 5-3 on page 291.

@ CreateSession'Wizard - Mozilla Firefos: IBM Edition EI@
| @ httpsyfftpor-vrndlstorage tucson.ibm.corn:9559,/CSMMizard Factony.jsp fwizardnarne=Create SessionyVizard#TOP |
Create Session
+" Choose Session Type Properties
. Mame and describe the session.
C:>Pr0pert|es
Location 1 Site #Session name
Location 2 Site bhdwP_DB2_501
Fesults Description

Hetro Mirror with Practice volumes
zession for DEZ in server 301

SAN Wolume Controller / Storwize Family / Stornwize V7000 Unified Metro
Mirror Options:

Incremental
Background copy rate for H2-12
50 (o-1007)

Fieh

Figure 5-15 Metro Mirror with Practice: Session Properties window

4. In the Location Site 1 window, select the storage system that hosts the H1 volumes, as
shown in Figure 5-16 on page 296.
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5.

6.

7.
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Figure 5-16 Metro Mirror Site 1 selection

In the Location Site 2 window, select the storage system that hosts the H2 and 12 volumes,
as shown in Figure 5-17.

@ CreateZession'izard - Mozilla Firefow: [BM Edition E@
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Figure 5-17 Metro Mirror Site 2 selection

If the Results window shows that the session was successfully created, click Launch Add
Copy Sets Wizard. If the session was not created successfully, you should trouble shoot
the error message before you attempt to create the session again.

In the Select Host1 window of the Add Copy Sets wizard, select the storage system, /O
Group, and Volume for the H1 volume, as shown in Figure 5-18 on page 297.
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Optionally, use a CSV file to import copy sets (for more information, see “Importing CSV
files” on page 132).
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Figure 5-18 Add Copy Sets wizard Choose Host1 volume

8. Inthe Choose Host2 window, select the storage system, 1/0 Group, and Volume for the H2
volume. Click Next to continue.

If you selected a Metro Mirror Failover/Failback with Practice session in step 2, you see the
Select Intermediate2 window. Select the storage system, I/O Group, and Volume for the 12
volume, as shown in Figure 5-19. Click Next.
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Figure 5-19 Add Copy Sets wizard Choose Intermediate2 volume

9. If the Matching was successful (as shown in Figure 5-19), the Select Copy Sets window
opens. Click Add More and repeat steps 7 and 8 (see Figure 5-18 on page 297 and
Figure 5-19) as needed. Click Next. You are prompted to reconfirm the number of Copy
Sets that you want to add to the Session and, if confirmed, perform the operation. A
message is shown with the Results. If the operation was successful, click Finish to close
the wizard. If the operation failed, open the Console window to review the error messages.

Chapter 5. Tivoli Storage Productivity Center for Replication with SAN Volume Controller and Storwize family 297



5.5.3 Global Mirror sessions

The same considerations that are described in 5.5.2, “Metro Mirror sessions” on page 294,
are valid here for Global Mirror sessions. Complete the following steps:

1. In the main Tivoli Storage Productivity Center for Replication window, click Sessions —
Create Session.

Note: A comparable process was shown in 5.5, “Session Types and Setup” on
page 288, beginning with Figure 5-6 on page 289. The session creation process is
similar across all session types; therefore, not all panels are repeated here.

2. In the Choose Session Type window of the Create Session wizard, select the following
Hardware Type and one of the Asynchronous Session Types:

— Hardware Types:SAN Volume Controller:

¢ Storwize Family
¢ Storwize V7000 Unified

— Session Types:Global Mirror Single Direction:

¢ Global Mirror Failover/Failback
¢ Global Mirror Failover/Failback with Practice
* Global Mirror Failover/Failback with Change Volumes

Click Next.

3. In the Properties window, enter a name and description for the session and, depending on
the chosen session type, set up the following parameters:

— If you chose a Global Mirror Failover/Failback with Practice session you also are
prompted for the parameters of the FlashCopy between Host Volume 2 (H2) and
Intermediate Volume 2 (12), if this FlashCopy is to be Incremental, and the background
copy rate. These parameters are the same as those for the Metro Mirror
Failover/Failback with Practice that is shown in Figure 5-15 on page 295.

— If you chose a Global Mirror Failover/Failback with Change Volumes session, you are
prompted for the Change Volumes tunable parameters. Selecting the Enable Change
Volumes option (see Figure 5-20 on page 299) enables Change Volumes when the
session is created. The Cycle period value gives you the interval of FlashCopy
operations between H1-C1 and H2-C2 (the default value is 300 seconds or 5 minutes).
The Recovery Point Objective Alerts values give you the RPO threshold values that
Tivoli Storage Productivity Center for Replication uses to send Warning or Severe
alerts. A value of zero disables such alerts, as shown in Figure 5-20 on page 299.

Note: Cx is the abbreviation for Change volume and Hx is the abbreviation for Host
volume. For more information about the volume types and the abbreviations that are
used by Tivoli Storage Productivity Center for Replication, see 1.2, “Terminology” on
page 3.
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Figure 5-20 Global Mirror Failover/Failback w/ Change Volumes Properties

4. In the Location Site 1 window, select the storage system that hosts H1 volumes.

If you chose a Global Mirror Failover/failback with Change volume, this storage system
also hosts the Change Volumes C1.

5. In the Location Site 2 window, select the storage system that hosts H2 volumes.

If you chose a Global Mirror Failover/failback with Practice volume, this storage system
also hosts the Practice Volumes I2.

If you chose a Global Mirror Failover/failback with Change volumes, this storage system
also hosts the Change Volumes C2.

6. If the Results window shows that the session was successfully created, click Launch Add
Copy Sets Wizard.

7. In the Choose Host1 window of the Add Copy Sets wizard, select the storage system, /O
Group, and Volume for the H1 volume, as shown in Figure 5-21 on page 300. Click Next.
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Figure 5-21 Add Copy Sets Choose Host1 volume

If you chose a Global Mirror Failover/failback with Change volumes in step 2, you see the
Choose Change1 volume window, as shown in Figure 5-21. Select the storage system, /O
Group, and Volume for the C1 volume. Click Next.

Optionally, you can use a CSV file to import copy sets. For more information, see
“Importing CSV files” on page 132.

In the Choose Host2 window, select the storage system, I/O Group, and Volume for the H2
volume. Click Next to continue.

If you selected a Metro Mirror Failover/Failback with Practice session in step 2, you see the
Select Intermediate2 window. Select the storage system, 1/0 Group, and Volume for the 12
volume. Click Next.

If you chose a Global Mirror Failover/Failback with Change volumes in step 2, you see the
Choose Change2 Volume window. Select the storage system, 1/0O Group, and Volume for
the C2 volume. Click Next.

If the Matching was successful, you see the Select Copy Sets window. Click Add More
and repeat step 7 (see Figure 5-21) and step 8 as needed. Click Next. The wizard
prompts you to reconfirm the number of Copy Sets that you want to add to the session
and, if confirmed, perform the actual operation. A message is shown with the results. If the
operation was successful, click Finish to close the wizard. Open the Console window to
review the error messages if the operation failed.
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5.6 Why and when to use certain session types

The choice of session type depends on your company or business’ Disaster Recovery (DR)
plan and the level of protection that is required for each application and service. If you still do
not have a DR plan, consider preparing a preliminary DR plan. In this section, we provide an
overview about the basic selection criteria.

5.6.1 When to use FlashCopy

FlashCopy creates a point-in-time copy of volumes that can be used by other servers and
applications independently of the original source volumes. Because the FlashCopy operation
is fast, production 1/0 can be quiesced for brief periods without disrupting applications and
users, thus enabling the Flash operation to produce a consistent copy of the original set of
volumes.

FlashCopy sessions do not perform data replication to another site; source and target
volumes exist in the same storage system. In most cases, FlashCopy alone is not a suitable
option for disaster recovery. However, it can be associated with other tools for disaster
recovery, such as off-site tape backup vaulting, or even improve resources usage. An
example is application testing or online database backup by using Tivoli Storage Manager
Transparent Data Protection. For more information, see 5.4.1, “Global Mirror Failover/Failback
with Change Volumes session” on page 287.

5.6.2 When to use Metro Mirror

Metro Mirror performs a synchronous copy of volumes between separate storage systems. By
definition, synchronous replication makes the issuing host wait for its write 1/0s to complete at
the local and remote storage systems, which for the remote systems include round-trip
network delay.

The main goal when Metro Mirror is used is to achieve zero Recovery Point Objective (RPO);
that is, zero data loss. Metro Mirror replication is the better choice whenever the distance
between the sites that are hosting the replicating storage systems falls within metropolitan
distances (under 300 km) and the application software can withstand longer 1/O latencies
without severely degrading performance.

Metro Mirror typically requires faster, larger-bandwidth links between sites. For campus-wide
distances (up to 10 km), this can be achieved with native Fibre Channel long-wave links by
using dark fibers or dense wavelength division multiplexing (DWDM). However, when Network
Service Providers are used, the cost of such fast, high-bandwidth links can make Metro Mirror
cost-prohibitive for applications that tolerate greater than zero RPO.

5.6.3 When to use Global Mirror

Global Mirror performs an asynchronous copy between separate storage systems. Write I/O
operations are acknowledged when they can be committed to the local storage system,
sequence-tagged, and then passed on to the replication network. They do not wait for remote
storage acknowledgement.

Global Mirror can be used with farther distances between sites (up to 8000 km) without
compromising performance on the application software in the local site. However, it does
move your RPO to a value greater than zero.
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Global Mirror with Change Volumes

Enabling change volumes moves your RPO to an even greater value; but, at the same time,
you can use a smaller bandwidth between sites, depending on the difference between peak
and average I/O workload during cycle periods.

5.7 Disaster Recovery use cases

In this section, we describe some alternative topologies for SAN Volume Controller or
Storwize implementation and how these topologies relate to Tivoli Storage Productivity
Center for Replication.

5.7.1 SAN Volume Controller Stretched Cluster

SAN Volume Controller Stretched Cluster (also known as Split Cluster or Split I/O Group) is
an implementation topology where the individual nodes of each SAN Volume Controller I/O
group in a cluster are placed in separate sites or failure domains. This topology requires a
minimum of three sites or failure domains, each one with at least one storage system that is
managed by the SAN Volume Controller cluster. The storage system in the site without SAN
Volume Controller nodes host the active SAN Volume Controller quorum disk. Figure 5-22
shows one example of such topology that uses no Inter-Switch Link (ISL) between switches.

|

|

o l

1

T. 7 I

I San switch 1 I

I SAN switch 3 J

1 jj‘ |

1 |

1 |

" SVC node 1 I

1 |
1 Failure 1 Failure

1 @ Domain 1 1 Domain 2 @

1 |

I @ I
I Storage 3 |
I W I Failure Domain 3

—
SAN switch 4

SVC node 2

Figure 5-22 Two-node SAN Volume Controller Stretched Cluster topology example

Note: This scenario is only possible with SAN Volume Controller because other members
of the Storwize family have both nodes of an 1/0 group physically inside the same controller
canister.

The SAN Volume Controller Stretched Cluster is a fault-tolerant, high-availability solution.
Metro Mirror and Global Mirror are disaster recovery solutions. Table 5-4 on page 303 shows
their functional differences.
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Table 5-4 SAN Volume Controller Stretched Cluster and Metro/Global Mirror comparison

Feature Stretched Cluster Metro/Global Mirror

Failover Automatic and transparent Manual Failover, MM/GM
failover, volume LUNid source, and target volume
unchanged LUNids are different

Resynchronization Automatic Manual, power fail consistency

Consistency across multiple Not applicable; each volume Consistency groups across

volumes mirror has individual multiple volumes available

consistency

Server I/O performance impact | Response time similar to Metro Mirror performs

over long distances synchronous copy because of synchronous replication,
cache mirroring between both response time depends on
sites distance; Global Mirror is

asynchronous, response time
independent from distance

For more information about SAN Volume Controller Stretched Cluster, see IBM Techdoc
WP102134 IBM SAN Volume Controller 7.1 SVC cluster spanning multiple data centers
(Stretched Cluster / Split I/O group), WP102134, which is available at this website:

http://w3-03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102134

SAN Volume Controller Stretched Cluster and Tivoli Storage
Productivity Center for Replication

A SAN Volume Controller Stretched Cluster is seen and handled by Tivoli Storage
Productivity Center for Replication as one single storage entity, no different from its classical
cluster configuration with all nodes and I/O groups physically in the same rack.

Tip: High-availability solutions that use SAN Volume Controller Stretched Cluster use
primarily SAN Volume Controller Volumes Mirroring, which is not managed by Tivoli
Storage Productivity Center for Replication. To manage SAN Volume Controller Volumes
Mirroring, use Tivoli Storage Productivity Center or SAN Volume Controller management
tools (GUI or CLI).

The use of SAN Volume Controller in a stretched cluster often requires extensive use of
volumes with at least one mirrored copy. The use of FlashCopy or Global/Metro Mirror in this
situation means that even more copies of the same data are created. Even if you use
thin-provisioned volumes, more storage capacity is required.

Considerations are different depending on the session type when Tivoli Storage Productivity
Center for Replication is used with a SAN Volume Controller Stretched Cluster.

FlashCopy sessions

For SAN Volume Controller Stretched Cluster, a typical volume has two mirrored copies, one
in each failure domain. Therefore, each copy is physically hosted by a different managed
storage system in the SAN Volume Controller cluster. One of these copies is the primary
copy, with all read I/O being performed on it and all write I/O being performed first on it then
replicated to the other copies. We advise that you configure these mirrored volumes with the
primary copy in the same failure domain as the volume preferred node.
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When you are configuring a FlashCopy session with the source volume as one such mirrored
volume, the configuration and placement of the target volume depends on the use you intend
to make of it.

If your FlashCopy target is intended as a point-in-time backup copy for quick restore if
required and it is not mapped to other servers, you might want to configure this target volume
and its preferred node in the same failure domain as the secondary mirror copy. Care should
be taken with the use of storage capacity in the failure domains. If your servers are
concentrated in one failure domain, the other requires much more available capacity, as
shown in Figure 5-23.

Yolume Mirror
| |
| |

| e | |
I quUOrLIMm |
|

I Failure Domain 3

Figure 5-23 SAN Volume Controller Stretched Cluster with FlashCopy target in failure Domain 2

If you intend to use your FlashCopy target volume by another server or application (for
example, tape backup or application test), consider placing this target volume in the same
failure domain as this alternative server. Be careful if your servers are concentrated in one
failure domain because this might cause the SAN Volume Controller node in this domain to
become overloaded, as shown in Figure 5-24.
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Figure 5-24 SAN Volume Controller Stretched Cluster with FlashCopy target with alternative server

Set the FlashCopy source volume attribute -mirrorwritepriority to redundancy.
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It is unlikely that you want the target FlashCopy volume to be mirrored across failure domains
(it would be the fourth copy of the same data). Consider carefully if you have a possible
recovery scenario that might require this other mirroring.

Metro Mirror and Global Mirror sessions

With Metro Mirror and Global Mirror sessions, a target storage system is required. Consider
the following points:

» Except for Storwize V3500, the target system can be any member of the Storwize family.

» When another SAN Volume Controller cluster is used as the target system, it can be a
Stretched Cluster or not.

» When the Metro Mirror session is used, this target SAN Volume Controller system can be
placed in failure domain 3, which is co-located with the Storage System that hosts the
active quorum disk. In this scenario, this SAN Volume Controller target system can be the
Metro Mirror target system and host of the active quorum disk at the same time, as shown
in Figure 5-25.

Note: Although you can set up a topology that includes three or four different sites by
using stretched cluster and Metro or Global Mirror, do not confuse this scenario with
other session types that involve three or more sites, such as Metro Global Mirror, which
is available for DS8000. Tivoli Storage Productivity Center for Replication treats a SAN
Volume Controller stretched cluster as a single storage system (as source or target) in
a session.

SWVC Target cluster

SeH:er 3
Wetro :‘|> | ;
‘ il Contingency (DR)

ST
SVC active
gquorum

Figure 5-25 Metro Mirror between a SAN Volume Coniroller stretched cluster and a Storwize V7000

Failure Domain 3
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5.7.2 Global Mirror Forwarding I/O Group

The Forwarding 1/0 Group is an alternative way to configure the SAN zoning between the
local and remote Storwize systems. Instead of making all of your Storwize local nodes
communicate with all of your remote nodes, you can elect one or more I/O groups on each
site and include only these I/O Groups in your Global Mirror zones. The local SAN Volume
Controller or V7000 detects which nodes have inter-cluster links, and any Global Mirror 1/0
are forwarded to these nodes before the 1/O is sent to the remote system, as shown in
Figure 5-26.

Note: This topology has as a prerequisite of more than one I/0O group in either or both of
your Storwize paired systems.

IO sent by IO is sent to Forwarding /O group
server Forwarding I/O group sends /O to
Remote Cluster

IO group O 11O group 1

Remote
Local SVC/Storwize cluster SVC Cluster

Figure 5-26 SAN Volume Controller or Storwize Forwarding I/O Group

The use of a Global Mirror Forwarding I/O group has the advantage of the chances of hosts
that are attached to the other 1/0 groups face degradation on their I/0 are greatly reduced
should your WAN face any congestion and consequentially buffer credit starvation.

For more information about Forwarding I/0O Groups and how to set them up, see Chapter 12
of IBM System Storage SAN Volume Controller and Storwize V7000 Replication Family
Services, SG24-7574-02.

Note: Tivoli Storage Productivity Center for Replication does not play any role in
Forwarding I/O Group setup. This is done by changing SAN zoning configuration before
you get the Storwize systems paired for remote replication. After the pairing is done, you
can create your Global Mirror sessions normally in Tivoli Storage Productivity Center for
Replication and these sessions use the Forwarding I/O Group topology.
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5.8 Troubleshooting

A problem with a replication session often means that this session went to a state that was
unexpected, unwanted, or both. Troubleshooting these problems might require gathering
more information than Tivoli Storage Productivity Center for Replication alone can give you.
Experience shows that, in these cases, the more data that you have for cross-reference, the
better your chances are of establishing the root cause of your replication problem and fixing it.

In this section, we describe how to interpret the information Tivoli Storage Productivity Center
for Replication gives you regarding a troubled replication session, and how to cross-reference
this information with other information sources, such as Tivoli Storage Productivity Center,
storage systems, and SAN switches.

Note: It can be helpful to review the logs of Storage Systems and SAN switches directly to
collect them for cross-reference. However, as described in 5.1.2, “Tivoli Storage
Productivity Center for Replication and the Storwize family” on page 281, after you started
managing these devices by using Tivoli Storage Productivity Center for Replication or
Tivoli Storage Productivity Center, do not change their replication configuration by using
the Storage System’s own GUI or CLI unless you are instructed to do so by IBM Support.

For more information about possible replication services problems on the Storwize family, see
Chapter 13, “Troubleshooting Replication Family Services” of IBM System Storage SAN
Volume Controller and Storwize V7000 Replication Family Services, SG24-7574-02.

5.8.1 Storwize family replication error codes

Table 5-5 provides a description of commonly seen replication error codes in the Storwize
family when an error occurs.

Table 5-5 Storwize replication error codes

Error 1720: In a Metro Mirror or Global Mirror operation, the relationship has stopped and lost
synchronization, for a reason other than a persistent I/O error.

Possible Cause Suggested additional information

Intercluster SAN/WAN link failed Examine the following SAN switches and router
logs for evidence of link trouble:

» Brocade fabriclog

» Cisco show logging log

Destination Storwize cluster instability Examine the event logs of the destination cluster
to determine whether it had problems around the
time of your error condition.

Metro Mirror Destination Cluster Performance Check the performance of the destination cluster.

Check whether remote mDisks are responding
well.

Check whether CPUs of the remote nodes are
running over 80 percent.

Compare it with earlier performance statistics, if
available.
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Error 1910: A FlashCopy mapping task was stopped because of the error that is indicated in
the sense data.

Related FlashCopy session stopped in Verify your Cascaded FlashCopy sessions
Cascaded FlashCopy

Error 1920: Global and Metro Mirror persistent error.

Insufficient WAN bandwidth » Verify whether WAN link is overconfigured or
with poor quality

» Verify whether WAN link is driving more data
than it can handle

Performance issues at the remote cluster Check the performance of the destination cluster:

Check whether remote mDisks are responding
well.

Check whether CPUs of the remote nodes are
running over 80 percent.

Compare it with earlier performance statistics, if
available.

If an external storage system is used, verify its
error logs.

Metro Mirror or Global Mirror target volume is a Volumes in the Prepared state have write cache
FlashCopy source in Preparing or Prepared state | in write-through mode, which reduces their write
performance.

Source volume or storage controller overloaded | Collect and verify Storwize performance data at
the time the error occurred.

5.8.2 Troubleshooting replication links

Problems that are encountered by your replication sessions and might be traced back to your
replication links often occur because of the following causes:

>

Your replicated Storage Infrastructure grew in capacity or I/O demand, and the replication
link bandwidth did not grow.

Other applications and services started using the replication link for inter-site
communication.

The quality of service (QoS) of the replication link was reduced for some reason.

Changes in networking devices (SAN or IP), such as firmware update or configuration,
caused an unexpected impact.

Changes in replication session parameters caused more data to be transmitted over the
replication link.

A good starting point to debug replication link problems is to use Tivoli Storage Productivity
Center for Replication to trace back when the problems with your sessions began. You can
also check your Problem and Change Management tool or network device logs for evidence
of events right before the problems started that might be related to the behavior you are
experiencing. Also,
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For more information about how to troubleshoot your network devices and links, see Chapter
13, “Troubleshooting Replication Family Services” of IBM System Storage SAN Volume
Controller and Storwize V7000 Replication Family Services, SG24-7574-02.
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Using Tivoli Storage Productivity
Center for Replication with XIV

In this chapter, we describe the Tivoli Storage Productivity Center for Replication 5.2 features
that are related to IBM XIV Storage Systems (XIV).

Support: Support for XIV is available starting with Tivoli Storage Productivity Center for
Replication 4.2.2. Tivoli Storage Productivity Center 5.2 supports only XIV Gen2 hardware
and XIV Gen3 hardware.

This chapter includes the following topics:

Overview

Snapshot sessions

Metro Mirror Failover/Failback sessions
Global Mirror Failover/Failback sessions
Adding XIV volume protection

Disaster Recovery use cases
Troubleshooting
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6.1 Overview

As of Tivoli Storage Productivity Center for Replication 4.2, you can manage copy services
solutions on IBM XIV storage systems. XIV support is included as a part of Tivoli Storage
Productivity Center for Replication and does not require any other installation.

The following copy services terms that are related only to XIV storage systems are referenced
and described in this chapter:
» Consistency group
A set of volumes that is treated as a single volume.
» Mirror
A replica of a volume or consistency group to another volume or consistency group.
» Pool
An allocation of space that is used to create volumes.
» Snapshot
A point-in-time copy of a volume or consistency group.
» Snapshot group
A group of snapshots that is formed from a consistency group.
On XIV storage systems, primary and secondary volumes are referred to as master (primary)
and subordinate (secondary) volumes. For more information about X1V Storage System Copy

Services, see IBM X1V Storage System Copy Services and Migration; SG24-7759, which is
available at this website:

http://www.redbooks.ibm.com/redpieces/abstracts/sg247759.htm1?0pen

6.1.1 XIV consistency groups

All session types in Tivoli Storage Productivity Center for Replication use XIV consistency
groups. The consistency groups are created and named by Tivoli Storage Productivity Center
for Replication. To determine the consistency group name for a session, we use the following
approach:

1. Use the Tivoli Productivity Center for Replication session name (limited to 58 characters).
2. If that name exists, use the session name with “_001” appended.

3. Keep trying “_00x” names up to x=30.

4. If all of those names exist, the consistency group is not created.

Because of this naming convention, the consistency group names that are created might not
be the same between XIV storage systems in a single session. For example, you can have a
consistency group that is named mmSession_001 on one XIV and a consistency group that is
named mmSession_002 on the other. The consistency group name depends on what
consistency groups exist on the individual XIV storage systems at the time Tivoli Storage
Productivity Center for Replication attempts to create them.

The consistency group name is shown in the Session Details panel, as shown in Figure 6-1
on page 313. By using this panel, you can see what is used on the XIV Storage System,
which can be important for debugging any issues.
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Last Update: Aug 22, 2013 5:18:55 A

Session Details

XiV MMFOFB

Select Action: - |Go Metro Mirror Failover/Failback

-4

CSMReg_p01
XiV MMFOFB
CSMReg_p01
XiV MMFOFB

Participating Role Pairs:

Figure 6-1 Consistency groups that are listed in Session Details

You can also see the consistency group name in the Console log as it is created, as shown in
Figure 6-2.

Last Update: Al

dbZadmin : IWNR 10261 : Tt it s i " - .
1 :dbZadmin : IWNRZ501I | Created consistency group named XiV MMFOFE on storage system XIV:BOX:7825826 [XIV_E) for sessigl

A:dbZadmin : IWNRZ2501I | Created consistency group named XiV MMFOFE on storage system XIV:BOX:7 825425 [XIV_A) for sessi

Figure 6-2 Consistency group creation that is logged in the console

6.1.2 XIV connections

To add a connection to an XIV Storage System, from the menu select Storage Systems —
Add Storage Connection. This starts a wizard for adding a storage connection for all of the
supported storage system device types. When you select the XIV icon, you are prompted to
enter connection information, which includes a single IP address to the XIV Storage System,
a user name, and a password, as shown in Figure 6-3. The XIV user must have storage
administrator authority.

Add Storage System

« Type Connection

O Connection Enter connection information for the XIV storage system.

Adding Storage System i
#IP Address/Domain Mame
Results

# Username

# Password

K

Figure 6-3 Add a single IP address for the XIV connection

Tip: When you add the IP address of an XIV Storage System, you get three connections
between it and Tivoli Storage Productivity Center for Replication. You do not need to enter
all three IP addresses.
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After you complete the wizard to add the storage system, an SSH connection is established
and the XIV appears in the list of connections, as shown in Figure 6-4.

Storage Systems

Storage Systems || Connections | Easy Tier Heat Map Transfer
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Actions... Go
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- psg000:BOX:2107 TKE31
© HMC:9.11.223.79 @ connected HMC
- D58000:BOX:2107 XCE91
@ tper_xival.storage.tucson.ibm.com & connected Direct Connect

b IviBOX:7825429  (XIV_A)

—
W tocr_xivel.storage.tucson.ibm.com & connecres Direct Connect

T KIViBOX:7825826  [XIV_E)

Figure 6-4 Status of storage system connections

If the connection was successful, the storage system is listed under the Storage Systems tab,
as shown in Figure 6-5. It is also available for selection in the Add Copy Sets wizard for the

Sessions.
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@) STORWIZE-V2700:CLUSTER:TRCRTBIRDS  (tpertbird4) W Connecred th4 2 STORWIZE-V3700 1BM

©) STORWIZE-V3700:CLUSTER:TPCRTBIRDS (tpcrtbirdS) M Connected E] [~ STORWIZE-WZ700 1BM T

©) STORWIZE-V7000:CLUSTER:TPCRTBIRD2  (tperthirdz) @ Connectsd third2 [+ STORWIZE-V7 000 1BM
STORWIZE-V7 000: CLUSTER:TPCRTBIRD3  (tpcrtbird3) | Connected third3 [= STORWIZE-V7000 1EM
STORWIZE-W7 000: CLUSTER:TPCR_IFS  (tper_ifs) I connacras tper_ifs [= STORWIZE-V7 000-Unified 1EM
STORWIZE-V7 000:CLUSTER:TPCR_IFS1  ([tpcr_ifs1) & connected tper_ifs1 [= STORWIZE-V7 000-Unified 1EM &
SVC:CLUSTER:RMSWECO8  (rmswc08) & connected svc08 |- svC IBM
SVCiCLUSTER:RMSVC0S  (rmsvc09) I connsce=c =vc09 [ svc 1BM

© x1v:Box:7825423  (XIV_A) ECunne:ted xiv_a-gen3 [= X1V 1BM

'@ XIW:BOX:7825826 _ (XIV_E) & conneces xiv_g-gend 153 HIV 1EM I' -

Figure 6-5 Successfully added X1V storage systems
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Various panels within Tivoli Storage Productivity Center for Replication, such as those shown
in Figure 6-4 on page 314 and Figure 6-5 on page 314, display the Local Status for the added
XIV storage systems. This status represents the status of the main connection between the

Tivoli Storage Productivity Center for Replication server and the IP address that you added. It

does not include the status of the other IP connections to the XIV that are automatically

discovered.

To view the status for all of the connections to an XIV Storage System, select the radio button
for the host name or IP address that you added (the main connection), choose View/Modify

Connections Details from the list of actions, and click Go, as shown in Figure 6-6.

Storage Systems

[.N:Id Storage Conneciion...] [Vc-lume Protection... ]

| View/Modify Connection Details - I|E

Storage Systems Connections Easy Tier Heat Map Transfer

~~ DSB000:BOX:2107.03611

L ! HMC:9,11,222,96
D58000:BOX:2107 LMB841

HMC:9.11.223.212
D58000:B0X:2107 TK831

L ! HMC:9,11.223.79
D58000:BOX:2107 XC831

tpor_xival.storagetucson.ibm.com
HIV:BOX: 7825423  (XIV_A)

O tpor_=ivel.steragetucson.ibm.com

ST XIV:BOX:7825826  (XIV_E)

@ connectad

& Connected

= Connected

& Cannected

& connected

Figure 6-6 View/Modify Connection Details

If you prefer, you can choose to click the link to the host name to go directly to the Connection

Details panel (as shown in Figure 6-7 on page 316) for a particular device instead.
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Figure 6-7 shows the Local Connection Status for the main IP address that you entered for
the X1V Storage System. It also lists other Module Connections on the right in the panel. The
other connections show the status of the connections to the other IP addresses that Tivoli
Storage Productivity Center for Replication found for the XIV Storage System.

Connection Details

tpcr_xive1.storage.tucson.ibm.com

Local Connection Status: Connected E
Storage System: XIV:BOX:7825826 ([XIV_E)
Type: Direct Connect

IP Address/Daemain Name Module Connections

|tp{:r_xive1_3torage_tu{:son,ibm,[pom B tpcr_xivel.storage.tucson.ibm.com: Connected
D tpcr_xiveZ2.storage.tucson.ibm.com: Connected

#Uzername

|a|:|rr|ir| D tpcr_xive.storage.tucson.ibm.com: Connected

#Password

Figure 6-7 Connection Details for multiple IP addresses

Connections: The connection status values are all independent and do not roll up to
provide an overall status value for the XIV Storage System. The other connections provide
redundancy and failover for the nodes of the storage system.

6.2 XIV session types

The following session types are available for XIV storage systems:

» Snapshot
» Metro Mirror Failover/Failback
» Global Mirror Failover/Failback

Note: There are no practice session types available for XIV storage systems.

In the following sections, we describe each session type and how to use it.

6.2.1 Snapshot sessions

Snapshot is a session type that creates a point-in-time copy of a volume or set of volumes
without having to define a specific target volume. The target volumes of a snapshot session
are automatically created when the snapshot is created.

The XIV Storage System uses advanced snapshot architecture to create many volume copies
without affecting performance. By using the snapshot function to create a point-in-time copy
and to manage the copy, you can save storage. With the XIV Storage System snapshots, no

storage capacity is used by the snapshot until the source volume (or the snapshot) is
changed.
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Note: The snapshot session type is only available for XIV storage systems.

Figure 6-8 shows a snapshot session in Tivoli Storage Productivity Center for Replication.

Session Details Last Update: Aug 22, 2013 12:21:58 P
XiV SNAP
Belect Action v |Go gl"\;p;hut

Status @ normal
H1

1
No
CSMRag_p01
Consistency Group  Xi\/ SNAP

Snapshot Groups

Select Action Go

" Snapshot Gi

[ xiv SNAP.snap_group_00001 Aug 22, 2013 12:35:18 PM 1 Ves ® No

Figure 6-8 Snapshot session

Configuration

X1V snapshot session support is available with all Tivoli Storage Productivity Center editions.
You must have the following environment to work with snapshot sessions in Tivoli Storage
Productivity Center for Replication:

» One or more XIV storage systems, with pools and volumes configured

» |P connectivity between the XIV Storage System and the Tivoli Storage Productivity
Center for Replication server

Limitations
The XIV snapshot session has the following limitations:

» Session name is limited to 58 characters.

» Consistency group is limited to 128 volumes. This is not enforced by Tivoli Storage
Productivity Center for Replication.

» All volumes from a session must be in the same pool.
» Volumes that are mapped to a host cannot be deleted while mapped.
» Locked volumes are read-only.

» Snapshot groups can be automatically deleted. This is based on deletion priority and pool
space.

Creating a snapshot session

After you add connections to the XIV storage systems and meet the configuration
requirements, you are ready to start creating sessions and adding copy sets to them.
Complete the following steps to set up a snapshot session for data replication with Tivoli
Storage Productivity Center for Replication:

1. Select Sessions from the navigation tree and click Create Session to display the Create
Session wizard, as shown in Figure 6-9 on page 318. Choose XIV and Snapshot and
click Next.
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Create Session

o Choose Session Type
Droperties
Location 1 Site
Results

Choose Session Type

Choose the type of session to create,

X

Snapshot

< Back Finish

Figure 6-9 Create snapshot session

2. As shown in Figure 6-10, enter Session name and description, and click Next.

Create Sassion

+ Choose Session Type
L Properties
Location 1 Site
Results

Properties

Mame znd describe the session.

#5ession name
XiV SNAP

Description

[<Back| [Next>| [Finish| [Cancel|

=1 e

Figure 6-10 Session Properties
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3. Choose the location for the session, as shown in Figure 6-11. Click Next.

Create Session ,ﬁ‘
« Choose Session Type Site Locations
+ Properties Choose Location for Site 1
o Location 1 Site
Results +§i:e 1 location xiv_a-gen3
xiv_a-gend - | ‘
H1

[<Back] [Next>] [Finish| [Cancel]

Figure 6-11 Session Location

The Session is successfully created, as shown in Figure 6-12.

Create Session = &l

& Chonse Session Type Results
+* Properties

+ Location 1 Site
+ Results

IWNR10211
[Aug 22, 2013 12:37:00 PM] Session XiV SNAP was successfully created,

< Back | |Mext> Cancel [LaunchAddCopySe‘tszzard]

Figure 6-12 Create Session Result page
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Adding Copy Sets to snapshot session

After a session is defined, Tivoli Storage Productivity Center for Replication must know on
which volumes to act. Complete the following steps to add copy sets to the snapshot session:

1. To add copy sets on the XIV Storage System to your created session, on the Results page
of the Create Session wizard (see Figure 6-12 on page 319), click Launch Add Copy
Sets Wizard.

2. In the Add Copy Sets wizard, select the storage system, storage pool, and volume. Click
Next (see Figure 6-13).

........................ & [l
&5 Cheose Hostl Choose Host1

Matching Choose the Hastl storage system.

Matching Results

Select Copy Sets *Hostl storage system xiv_3-gens

Caonfirm XIV-BOX: 7825429  (XIV_A) - | |

Adding Copy Sets Hi

Results #Hostl poal

CSMReg_p01 -

#Hostl volume
Use Control-Click and Shift-Click to select multiple items.

CSMReg_xiv3_1hTvl1 =

CSMReg_xiv3_1h1vD2 ||
MReg_xiv3_1h1v03

CSMReg_xiv3_1h1vD4 -

Volume Details
[[] Use a SV file to import copy sets User Name: CSMReg_xiv3_1h1vO03
Full Name: XIV:\VOL:7 82542%:bf7 1240002d
Type: FIXEDBLK

Capacity: 16.0 GiB
Protected: MNo

Space Efficient: Yes
z/05 Connection: Mo

< Back Finish

Figure 6-13 Host Storage system selection page
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If the Copy set matches were successful, click Next and you see the Select Copy Sets
page, as shown in Figure 6-14.

Add Capy Sats - XV SNAP = el
+ Choose Hostl Select Copy Sets
+* Matching Choose which copy sets to add, Click "Next" to add copy sets to the session

«" Matching Results
2 Select Copy Sets

[Selectall| [ Deselectall| [Add More|

Canfirm
e es [“THostg "oy et
Results

[W]CSMReg_xiv3_thivD3 Show

<Back| [MNext>| Finich| |Cancel

Figure 6-14 Copy Sets selection

3. Select the Copy Set that you want to add and click Next. On the Confirm page, click Next
to confirm. If the Copy Set was created, you see the Results page, as shown in
Figure 6-15.

Add Copy Sets - XV SNAP = W&l

# Choose Host1 Results
+" Matching
" Matching Results
+* Select Copy Sets
" Confirm

+ Adding Copy Sets TWNR10001
‘_:/ Results [Aug 22, 2013 12:47:53 PM] Copy sets were created for the session named XiV SNAP,

Press "Finish” to exit the wizard.

< Back| |MNext> Cancel

Figure 6-15 Add Copy Set result page
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4. Click Finish and the wizard closes. You can see the new defined session in the Sessions
panel, as shown in Figure 6-16.

l l Sessions Last Update: Aug 22, 2012 1:00:40 P

Actions Go

© rmsoz @ Inactive oM Defined HL No 1
® 171504 @ Inactive MGM Defined H1 No 1
© msos @ Inactive oM Defined HL No 1
© rsos © Inactive = Defined HL No 1
© mser7 © tnactive MM Defined HL No 1
© Impersd ssssion © tnactive = Defined Hi No 0 B
© mmwe_DB2_S01 @ nactive MM Defined L o o
© v GmEOFE. © inacrive oM Defined i o o L
© xivsnap © Inactive Snap Defined HL No T
e @ tnactive MM Defined HT o 0
© sye @ tnactive MM Defined H1 No o Ie

Figure 6-16 XIV snapshot session

Activating a snapshot session

After a session is defined, you can access its details and modify it from the Session Details
window, as shown in Figure 6-17. Because this session was not run, the details under
Snapshot Groups remain empty.

i H Last Update: Aug 22, 2012 1:22:00 P

Session Details "

XiV SNAP

Select Action v [@o e

Status a Inactive

State Defined H1

Active Host H1

Recoverable No

Description (modify)

Copy Sets 1 (view)

Transitioning No

Paol CSMReg_p01

Consistency Group /A

Snapshot Groups

Select Action: Go

Figure 6-17 Detailed view of XIV snapshot session; inactive and has not yet run
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Complete the following steps to activate the Tivoli Storage Productivity Center for Replication
shapshot session:

1. In the Session Details panel, click the pull-down list, select Create Snapshot, and then
click Go, as shown in Figure 6-18.

i i Last Update: Aug 22, 2013 1:24:03 PM

Session Details iy .

XiV SNAP

| Creste Snapshor EE e

Status @ Inactive §

State Defined i

Active Host H1

Recoverable No

Description (modify)

Copy Sets 1 (view)

Transitioning Mo

Pool CSMReg_p01

Consistency Croup  N/A

Snapshot Groups
Select Action: Go

Figure 6-18 XIV Create snapshot

2. A new wizard opens. The actions that you are about to take on those volumes are
confirmed. Under Advanced Options, you also can modify various XIV specific values,
including the actual snapshot group name and deletion priority, as shown in Figure 6-19.

u

xiv_a-gend

H1

IWHNR1855W
[Aug 22, 2013 1:25:43 PM] This command will create a new snapshot group containing
snapshots of the seurce volumes in session Xiv SNAP, Do you want te continue?

E Advanced Options

Snapshet Group Name

Set deletion priority:

Priority: -

Yes Nao

Figure 6-19 Confirmation of snapshot session activation and options

3. Make the appropriate selections and click Yes.

Tivoli Storage Productivity Center for Replication now runs the snapshot command on the
defined copy sets in the session, as shown in Figure 6-20 on page 324.
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Session Details Last Update: Aug 22, 2013 1:25:37 F

[ Create Snapshot Xiv SNAP : IWNNR10261 : Success : (Open Console) : Completed

XiV SNAP

Select Action: -+ [Geo ir"’af’;ﬂ:ﬂ
Status @ normal

State Targer Avsilsble H1
Active Host H1

Recoverabla Yes

Description (madify)

Copy Sets 1 [visw)

Transitioning No

Paal CSMReg_pO1

Consistency Group  XiV SNAP

Snapshot Groups

Select Action: Go

No

[ xiv sNAP.2nap_group_00001 Aug 22, 2013 1:43:09 PM 1 Yes ®

Figure 6-20 Session is activated; XIV took the snapshot of the volumes in the Copy Set

Other Tivoli Storage Productivity Center for Replication snapshot
actions inside a session

After a snapshot session is defined, you can also take other actions as you can do from the
XIV GUI or XIV command-line interface (CLI,) such as a Restore operation, as shown in
Figure 6-21.

Session Details

XiV SNAP

Select Action: -

g § = ) =
Create Snapshot
Restore

Modify._
Add Copy Sets
Maodify Site Location(s)...
View | Modify Properties

Cleanup...
Remove Copy Sets
Remaove Session

Export Copy Sets
Refresh States
View Copy Sets
View Messages

Figure 6-21 X1V snapshot session actions
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6.2.2 Metro Mirror Failover/Failback sessions

Metro Mirror is a method of synchronous, remote data replication that operates between two
sites that are up to 300 kilometers apart. You can use failover and failback to switch the
direction of the data flow.

Metro Mirror replication maintains identical data in the source and target. When a write is
issued to the source copy, the changes that are made to the source data are propagated to
the target before the write finishes posting. If the storage system fails, Metro Mirror provides
zero loss if data must be used from the recovery site.

If you are familiar with the use of the Metro Mirror session type with other supported storage
systems, you find the process within Tivoli Storage Productivity Center for Replication is
similar. In this section, we highlight areas that are unique to the XIV Storage System.

Figure 6-22 shows Metro Mirror session in Tivoli Storage Productivity Center for Replication.

Session Details

XiV MMFOFB

Select Action

Status
State
Active Host

H2 Pool
H2 Consistency Group

Participating Role Pairs:

Last Update: Aug 22, 2013 1:45:55 PM

Go Metro Mirror Failover,/ Failback
had = Site 1 Site 2

F=&

H1 H2

No
CSMReg_p01
XiV MMFOFE
CSMReg_p01
Xiv MMFOFE

MM

0 2 2

Figure 6-22 XIV Metro Mirror session

Configuration
You must have the following environment to work with Metro Mirror sessions:

» Two or more XIV storage systems with pools and volumes configured.

» |IP connectivity between the XIV storage systems and the Tivoli Storage Productivity
Center for Replication server.

» Remote mirroring connectivity that is configured for the two XIV storage systems in the
session.

» Matching volumes on the source and target XIV storage systems.

» All volumes are in same pool on each host site.

Reference: For more information about XIV System configuration, see the IBM XIV
Storage System User Manual, GC27-2213-02, which is available at this website:

http://publib.boulder.ibm.com/infocenter/ibmxiv/r2/topic/com.ibm.help.xiv.doc/d
ocs/GC27-2213-02.pdf

Limitations
The XIV Metro Mirror session has the following limitations:

» Session name is limited to 58 characters.

» Consistency group is limited to 128 volumes. This is not enforced by Tivoli Storage
Productivity Center for Replication.
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» All volumes from a session must be in the same pool.

» Volumes that are mapped to a host cannot be deleted while they are mapped.
» Locked volumes are read-only.

» XIV hardware is limited to 512 mirroring relationships.

Creating a Metro Mirror session

To set up Metro Mirror for snapshots, you must create and define a session for this type of
Copy Service, add the XIV volumes from both XIVs to this newly defined session, and
activate the session.

The XIV pool and volumes must be defined by using the XIV GUI or XIV CLI before Tivoli
Storage Productivity Center for Replication is used for this process.

Complete the following steps to define a XIV Metro Mirror session:

1. Inthe Tivoli Storage Productivity Center for Replication, browse to the Sessions panel and
click Create Session.

Note: A comparable process was shown in “Creating a snapshot session” on page 317,
beginning with Figure 6-9 on page 318. The session creation process is similar across
all session types; therefore, not all panels are repeated here.

2. Select the XIV as the storage type and click Next.

3. Define the Tivoli Storage Productivity Center for Replication session type, as shown in
Figure 6-23. In the red box in the upper right section of the panel is an icon that changes
according to the session types. The session wizard also varies slightly, depending on the
session type that is defined.

Create Session = =l
) Choose Session Type Choose Session Type
Properties Choose the type of session to create.
Lacation 1 Sits
Location 2 Site X - Site 1 Site 2
Results @:& él
Hi H2

Metro Mirror Failover/Failback -

< Back Finish

Figure 6-23 Tivoli Storage Productivity Center for Replication Session wizard: Metro Mirror option

Select Metro Mirror Failover/Failback, and click Next to proceed with the definition of the
session properties.
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4. In the Properties panel that is shown in Figure 6-24, enter a Session name (required) and
a Description (optional) and click Next.

Create Session =

¥ Choose Session Type Properties
o Properties Name and describe the session,

Location 1 Site
#Session name

XV MMFOFE

Location 2 Site
Results
Description

[<Back| [Next>| [Finish | [Cancel

Figure 6-24 Properties panel

5. In the Site Locations panel that is shown in Figure 6-25, from the Site 1 Location
drop-down menu, select the site of the first XIV. The list shows the various sites that are
defined. Click Next.

Create Session = &

¥ Choose Session Type Site Locations
 Properties Choose Location for Site L

2 Lecation 1 Site

Location 2 Site *Site 1 location Site 1 Site 2
Results Hons - \§}=:>§
H1 H2

[<Back| [Next>] [Finish| [Cancel]

Figure 6-25 Site Locations panel
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6. Define the secondary or target site, as shown in Figure 6-26. From the Site 2 Location
drop-down menu, select the appropriate target or secondary site that has the target XIV
and corresponding volumes. Click Next.

Create Session

+ Choose Session Type

" Properties

«" Location 1 Site

2 Locatien Z Site
Results

Site Locations

Choose Location for Site 2

#Site 2 location Site 1 Site 2

None - g ::>| §

H1 H2

[(Back] [Next>] Finish [Canoel]

Figure 6-26 Site location for secondary site

Tivoli Storage Productivity Center for Replication creates the session and displays the
result, as shown in Figure 6-27.

Create Session

+ Choose Session Type
" Properties

+ Location 1 Site

+ Location 2 Site

« Results

Results

IWNR10211
[Aug 22, 2013 2:17:10 PM] Session XiV MMFOFB was successfully created,

Figure 6-27 New Metro Mirror session
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7. Click Finish to view the session, as shown in Figure 6-28.

Create Session

Actions...

l l Sessions

Go

Last Update: Aug 22, 2013 2:18:30

nactive

2 @ Inactive GM Defined H1 Mo 1

@ Inactive MGM Defined Hi No 1

© 11503 @ rnactive GM Defined H1 Ne 1

© r1s0s @ mnactive GM Defined Hi Ne 1

@ 1507 @ Inactive MM Defined H1 No 1
© imegred session © rraceive = B H1 No 0 B

© xiv gMFOFE ©rnacrie GM Defined H1 No o
O xiv MmFOFS © Inactive MM Defined H1 No o I :

s Elnam‘,e MM Defined HT No o

) newsession @ Inactive GM Defined H1 No o
@ sve @ Inactive MM Defined H1 No o -

Figure 6-28 Metro Mirror session without any copy sets

Defining and adding copy sets to a Metro Mirror session

After a Metro Mirror session is defined, the XIV volumes must be specified for that session.
Complete the following steps:

1. The Copy Sets wizard features various dependent drop-down menus, as shown in
Figure 6-29. Select the X1V in the first site, the pool, and the first volume you want to have

as part of the Metro Mirror copy set. Click Next.

Add Copy Sets - XiV MMFOFB

£ Choose Hostl
Choose Host2
Matching
Matching Results
Select Copy Sets
Confirm
Adding Copy Sets
Results

Choose Host1

#Hostl storage system

#Hostl pool

CSMReg_p01

#Hostl volume

=< Back Finish

Choose the Hostl storage system.

XIV:BOX:7825428  (XIV_A)

CSMReg_xiva_ThTvO1

[F] Use a €5V file to import copy sets

Browse...

Siee 1 Sir= 2
H1 Hz

Volume Details

User Name: CSMReg_xiv3_1h1v01

Full Name: X1VWOL:7825423:0f51240002b
Type: FIXEDBLK

Capacity: 16.0 GiE

Protected: No

Space Efficient: Yes

2/05 Connection: No

=1 =

Figure 6-29 Add Copy Sets wizard for Metro Mirror
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2. Make the appropriate selections for site 2 (target site), as shown in Figure 6-30. Click

Next.

Add Copy Sebs - XIV MMFOFR

«" Choose Hostl
2 Choose Host2
Matching
Matching Results
Select Copy Sets
Confirm
Adding Copy Sers

Results

Choose Host2

Choose the Host2 storage system.

#Host2 storage system

XIV:BOX:7825826 (XIV_E)

#Host2 pool
CSMReg_p01

#Host2 volume

CSMReg_xiv3_2h2v01

[<Back] [Next>] [Finish| [cancel]

Site1  Site2

HL HZ2

Volume Details

User Name: CSMReg_xiv3_zhzv01

Full Name:
XIV:VOL:7825826:164ec2113c00a2e
Type: FIXKEDBLK

Capacity: 16.0 GiB

Protected: o

Space Efficient: Ves

2/05 Connection: No

Figure 6-30 Target panel for the first volume of the Copy Set wizard

3. Add volumes to the Copy Sets. Figure 6-31 shows the first volume that is defined for the

Copy Set.

Add Copy Sets - XiV MMFOFE

" Choose Hostl

«" Choose Host2

" Matching

" Matching Results

o Select Copy Sets
Confirm
Adding Copy Sets
Results

Select Copy Sets

Choose which copy sets to add. Click "Next" to add copy sets to the session

[Selectall| [Desclectall|

[ Add More]

[F]cSMReg_xivZ_Lh1vOl

= [l

< Back Finish

Figure 6-31 Confirming first volume selection for this Copy Set

4. You can add a second volume to the copy set. Depending on your business needs, you
might have several volumes (all within the same pool at each XIV) in one copy set, or
individual volumes.
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To add another volume, click Add More. Tivoli Storage Productivity Center for Replication
tracks the first volume, as you see when you complete the wizard.

5. Figure 6-32 shows the second volume that we are adding to the copy set (we also
selected the same values for the primary XIV and pool). Make the appropriate selections
and click Next.

s Choose Hostl
Choose HostZ
Matching
Matching Results
Select Copy Sets
Caonfirm
Adding Copy Sets
Results

Add Copy Sets - XiV MMFOFB

Choose Host1

Choose the Hostl starage system.

#Host1 storage system

XIV:BOX7825428  (XIV_A)

#Hostl pool
C8MReg_p01

#Hostl volume

C8MReg_xiv3_Th1v02

Use s C5V file to import copy sets

Browse...

< Back Finigh

Site 1 Site 2
HL H2

Volume Details

User Name: CSMReg_xiv3_1hiv02

Full Name: XI\:\VOL:7825429:bf61240002¢c
Type: FIXEDBLK

Capacity: 16.0 GiE

Pratected: No

Space Efficient: Yes

/05 Connection: No

Figure 6-32 Adding a second volume to Copy Set

6. The wizard prompts for the secondary XIV values, as shown in Figure 6-33. Make the

appropriate entries and click Next.

«" Choose Hosti

. Choose Host2
Matching
Matching Results
Select Copy Sets
Confirm
Adding Copy Sets

Results

Add Copy Sets - XiV MMFOFB

Choose Host2

Choose the Host2 storage system.

#Host2 storage syst=m

XIV:BOX:7826826 (XIV_E)

#Host2 pool
CSMReg_p01

#HostZ volume

CSMReg_xivd_2h2v02

[<Back| [Next>] Finish [Cannel]

Volume Details

User Name: CSMReg_xiv3_Zh2vD2

Full Name:

XIV:VOL:7 825826:164ec2213c00a2d
Type: FIXEDELK

Capacity: 16.0 GiB

Protected: No

Space Efficient: Ves

z/0S Connection: No

Figure 6-33 Copy Set wizard for second XV and target volume selection panel
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The Copy Set wizard now has both volumes selected, and you can add more volumes, if
required, as shown in Figure 6-34. Click Next.

Add Copy Sets - XiV MMFOFE

" Matching Results

[SelectAll| |DeselectAll| [Add More|

o Select Copy Sets

+ Choose Host1 Select Copy Sets
" Choose Host2 Choose which copy sets to add, Click "Next" to add copy sets to the session
« Matching

Confirm Hos

Adding Copy Sets
Results

[W]CSMReg_xiv3_1h1vOl

[W]CSMReg_xiv3_1h1v02

P
Show

Show

< Back Finish

Figure 6-34 Two Copy Sets in

Metro Mirror Session

Note: If you must add a large set of volumes, you can import the volume definitions and
pairings from a comma-separated variable (.csv) file. For more information, see the

Tivoli Productivity Center Information Center, which is available at this website:

http://pic.dhe.ibm.com/infocenter/tivihelp/v59rl/index.jsp?topic=%2Fcom.qibm.

tpc

7. Tivoli Storage Productivity Center for Replication confirms that the volumes are added to

the set, as shown in Figu

re 6-35. Click Next.

+" Choose Hostl
+" Choose Host2
«" Matching
«" Matching Results
« Select Copy Sets
o Confirm

Adding Copy Sets

Results

Confirm

2 2 Copy sets will be created.

Prass "Next" to add copy sets.

Figure 6-35 Copy Set wizard prompt for confirmation of the addition of both volumes to set
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Tivoli Storage Productivity Center for Replication updates its repository and indicates the
progress of the update, as shown in Figure 6-36.

Add Copy Sets - XiV MMFOFB

+" Choose Hostl

+ Choose Host2

+ Matching

+" Matching Results
+ Select Copy Sets
« Confirm

o Adding Copy Sets

Results

Adding Copy Sets

Plzzase wait. This process might take a while.

[ 100%

Figure 6-36 Progress of updating repository

After Tivoli Storage Productivity Center for Replication completes the Copy Set process,
the Results panel opens and you can click Finish, as shown in Figure 6-37.

Add Copy Sets - XiV MMFOFS

+ Choose Hostl

+" Choose Host2

+" Matching

" Matching Results
+ Select Copy Sets
+ Confirm
 Adding Copy Sets
o Results

Results

TWNR10001
[Aug 22, 2013 2:43:07 PM] Copy sats were created for the session named XV MMFOFB.

Press "Finish" to exit the wizard.

Figure 6-37 Results panel

8. Click Finish. The updated Session Details window opens, as shown in Figure 6-38.

Session Details

XiV MMFOFB

Select Action:

Status
State

Active Host
Recoverable
Description

Copy Sats
Transitioning

H1 Pool

H1 Consistency Group
H2 Pool

H2 Consistency Group

Participating Role Pairs:

@ rractive
Defined

H1

No

(madify)

2 (view)

No
CSMReg_p01
nNA
CSMReg_p01
N/A

Last Update: Aug 22, 2013 2:46:42 PN/

Matro Mirrar Failover/Failback
Site 1 i

= &

H1 H2

&

ole Pail

*Hi-Hz

Figure 6-38 Metro Mirror Session details at the completion of both wizards

Activating Tivoli Storage Productivity Center for Replication Metro
Mirror session

Now that you defined a session and added a copy set that contains volumes, you can move
on to the next phase, and activate the session by completing the following steps:

1. From the Select Action menu, select Start H1 — H2, and click Go to activate the session,
as shown in Figure 6-39 on page 334.
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Session Details

XiV MMFOFB
Select Action - [Ge] Metso Mirror Failover/Failback
Select Action g -

Hi 2

Modify...
Add Copy Sets
Modify Site Location(s).
View [ Modify Properties

Cleanup...
Remove Copy Sets
Remove Session

Last Update: Aug 22, 2013 2:66:08

Export Copy Sets
Refresh States
View Copy Sets
View Messages

Figure 6-39 Action items that are available to the Metro Mirror Session

2. You are prompted for confirmation, as shown in Figure 6-40. Click Yes.

o g e Sttt

Site 1 Site 2
F=F
H1 Hz

IWNR1340W

[Aug 22, 20132 2:57:18 PM] This command initiates the copying of data from Site 1 to
f ! Site 2 far session XiV MMFOFE, averwriting any data on Site 2 for any inactive copy

sets, Do you want to continue?

Yes Mo

Figure 6-40 Last warning before taking the Metro Mirror Session active

After the Tivoli Storage Productivity Center for Replication commands are sent to the XIV,
Tivoli Storage Productivity Center for Replication continues to update the same Session
Details window to reflect the latest status, as shown in Figure 6-41 and Figure 6-42 on
page 335. After the synchronization, the status changes to Normal status.

Session Details

XiV MMFOFB

Select Action

Status
State

Active Host
Recoverable
Description

Copy Sets
Transitioning

H1 Pool

H1 Consistency Group
H2 Pool

H2 Consistency Group

Detailed Status:

Participating Role Pairs:

Last Update: A,

EIStart H1i->HZ XiV MMFOFB : Command Submitted ; (Open Conscle} : Running

Metro Mirror Failover/Failback
i

- [Go Site 1
@ Insctive §'=‘-> oy
Preparing H1 H2
H1
No
(madify)
2 [view}

No
CSMReg_p01
LIS
CSMReg_p01
/A

¢ TWNR6000T [Aug 22, 2013 2:59:09 PM] Starting all pairs in role pair H1-H2 ..

Role Par

*Hi-HZ

rror Coun Recoverable opying Progress opy Type imestamp
] o ] N/A MM nfa

Figure 6-41 Progress actions for Metro Mirror session: Part 1
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Last Update: Aug 22, 2012 3:02:45 F

Session Details

XiV MMFOFB
Select Action: ~ |Go gﬁg«; Mirror IFailwerfFai\back
statue Berma Do
State Prepared H1 Hz
Active Host H1
Recoverable Yes
Description (modify)
Copy Sets 2 (view)
Transitioning No
H1 Pool CSMReg_p01
H1 Consistency Group XV MMFOFE
H2 Pool CSMReg_p01

H2 Consistency Group iV MMFOFE

Participating Role Pairs:

Figure 6-42 Various progress actions for Metro Mirror session: Part 2

Suspending the Metro Mirror session

At some point, you might want to suspend the Metro Mirror session. This might be dictated by
various business reasons or physical issues, such as a communication link failure, or a true
site outage. Suspending the Mirror session also is the first step for allowing the target
volumes to be accessible, and reversing the actual mirror direction.

To make the target volumes available, you must access the Session and perform a Suspend
and then Recover. Complete the following steps:

1. Browse to the Session Details panel and select Suspend, as shown in Figure 6-43. Click
Go to start the Suspend action.

Session Details

XiV MMFOFB

ISuspend - I
Status & rormal
State Prepared
Active Host H1
Recowverable Yes
Description (madify)
Copy Sets 2 (view)
Transitioning Mo
H1 Pool CSMReg_pO1
H1 Consistency Group ¥iv MMFOFB
HZ Pool CSMReg_pO1

HZ Consistency Group #iv MMFOFB

Participating Role Pairs:

Dole Pai 0 0l

* H1-HZ o

Figure 6-43 Suspend action

A confirmation window opens in which you are warned about the Suspend action, as
shown in Figure 6-44 on page 336. Click Yes to proceed.
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| SuspendxivmmEORE2

TWHNR1803W
."’Il E [Aug 22, 2013 3:10:43 PM] This command will leave a recoverable copy of data an
Site 2 for session XiV MMFOFB. Do you want to continue?

Yes MNo

Figure 6-44 Warning

The updated Session Details window opens as a result of the Suspend action, as shown
in Figure 6-45.

Session Details Last Update: Aug 22, 2013 3:13:50 PM

[ suspend Xiv MMFOFE : IWNNR1026 : Success : (Open Console] : Completed

XiV MMFOFB
Solect Adtion 7 [Go e M.nnrsiaiwgverﬁanhack
- B 5
State Suspended H1 H2
Active Host H1
Recoverable Yes
Description (modify)
Copy Sats 2 (view)
Transitioning No
H1 Pool CSMReg_p01
H1 Consistency Group  XiV MMFOFE.
H2 Pool CSMReg_p01

H2 Consistency Group XV MMFOFE.

Participating Rale Pairs:

*1-H2 0 2 o | T MM Aug 22, 2013 3:13:48 PM

Figure 6-45 Tivoli Storage Productivity Center for Replication Metro Mirror Session being suspended

2. After you suspend a Metro Mirror link, you can perform a Recover operation, which causes
Tivoli Storage Productivity Center for Replication to reverse the link and begins to move
information from the Target/Slave volume back to the Master/Primary volume.

This process is also known as moving data from the Secondary back to the Primary. Tivoli
Storage Productivity Center for Replication can complete this process only after the link is
suspended.

Make note of the difference in the Session Details window that is shown in Figure 6-46 in
which the Recover action is allowed because the link was suspended. Select Recover and
then click Go.

Session Details Last Update: Aug 22, 2013 3:18:12 PM
XiV MMFOFB

Recover = @ Metro Mirror Failover/Failback
Select Action g
H1 Hz
Start H1->H2

Add Copy Sels
Modify Site Location(s).
View [ Modify Properties

Cleanup...
Remove Copy Sets
Remove Session
Terminate um REcoveTable opying Brogrese oDy Type imestamp

2 o [ M Aug 22,2013 3:13:48 PM
Export Copy Sets
Refresh States
View Copy Sets
View Messages

Figure 6-46 Session Details panel that shows the Recover option is available
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3. Tivoli Storage Productivity Center for Replication prompts you to confirm the operation, as

shown in Figure 6-47. Click Yes.

| RecoverXivmmrOFB?

A

Site 1

Site 2

&=&

H1

H2

IWNR13D6W

coentinue?

[Aug 22, 2013 3:19:54 PM] This command will make Site 2 valumes usable and will
establish change recording on the hardware for session XiV MMFOFE., Do you want to

Yes

Mo

Figure 6-47 Final confirmation before the link for Metro Mirror Session is reversed

Tivoli Storage Productivity Center for Replication now prepares both XIVs for the
upcoming role change. This makes the target volumes immediately available, as shown in

Figure 6-48.

Session Details

[ARecover Xiv MMFOFB : IWNR10261 : Success : (Open Console} : C

leted

Last Update: Aug 22, 2013 3.23:21

XiV MMFOFB

Select Action:

Staty.

2

Recoverable
Description

Copy Sets
Transitioning

H1 Pool

H1 Consistency Group
H2 Pool

H2 Consistency Group

Participating Role Pairs:

Yas
(modify]

2 (view)

No
CSMReg_p01
Xi\ MMFOFB
CSMReg_p01
Xi\ MMFOFB

IStatE Target Available I

Go

Metro Mirrar Failover/Failback
Site 1 i

5
H1 HZ

Aug 22, 2013 3:13:48 PM

Figure 6-48 Target available status

4. You also have the option of replacing and updating the Primary/Master volume with
information from the Target/Slave volume (Production Site Switch). From the Select Action
drop-down menu, select Enable Copy to Site 1, as shown in Figure 6-49 on page 338.
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Session Details
XivV MMFOFB

Select Action: [+
Select Action:
Start H1->H2

Enable Copy to Site

Add Copy Sets
Modify Site Location(s)...
View | Modify Properties

Cleanup.___
Remove Copy Sets unt

Remove Session
Terminate

Other..
Export Copy Sets
Refresh States
View Copy Sets
View Messages

Figure 6-49 Preparing to reverse link

The icon has the blue triangle over H2, which indicates that the mirror session switched
and Site 2 is now active.

5. Click Go, and then confirm the selection (see Figure 6-50), which causes Tivoli Storage
Productivity Center for Replication to send the appropriate commands to both XIVs.

Enable Copy to Site 1 XiV MMFOFB?

TWHR1834W
[Aug 22, 2013 2:28:18 PM] The commands with which you can copy data to Site 1 for
LW | session ¥iV MMFOFE are currently disabled to protect against accidentally copying
. over production data. Ensure that all of the wolumes in this session located at Site 1 are
not being used by any application before you enable the commands that copy data to
Site 1, Do you want to Enable Copy to Site 17

Figure 6-50 Confirm Enable Copy to Site 1 of the Metro Mirror session

6. After the reversal, you must activate the link, which is shown as the Start H2 —» H1 menu
choice that is now available in the drop-down menu that is shown in Figure 6-51 on
page 339. Click Go and confirm to have Tivoli Storage Productivity for Replication activate
the link in reverse.
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Last Update: Aug 22,

Session Details
BEHEHECWV to Site 1 XiV MMFOFE : IWNR10261 : Success : (Open Console) : Completed

XiV MMFOFB

Metro Mirror Failover/Failback
| - Sitel | SieZ
@ normal =

arget Available ey A
2

=
H

No
CSMReg_p01
XiV MMFOFE
CSMReg_po1
XIV MMFOFB

Participsting Role Pairs:

*hiH2 o 2 o N/A MM Aug 22, 2013 3:13:48 BM

Figure 6-51 Metro Mirror before the link was activated in the reverse direction

Figure 6-52 shows that Tivoli Storage Productivity for Replication activated the link in reverse,
and that the volumes fully replicated themselves back to the original source volumes.

Last Update: Aug 22, 2012 2:36:01 P

Session Details

XiV MMFOFB

Metro Mirror Failover/Failback
Select Action ~ [Go = =

s si
Status @ normal §dﬂ 3
are: H1 2

it No
H1 Paol CSMReg_p01
H1 Consistency Group  XIV MMFOFB,
H2 Paol CSMReg_p01
H2 Consistency Group  XiV MMFOFE,

Role Pan Error Cou Recoverable Copying Prog Copy Type

Figure 6-52 Metro Mirror Session fully reversed and completed

In this example, the secondary volumes are available for immediate production usage and
replication back to the old master.

6.2.3 Global Mirror Failover/Failback sessions

Global Mirror is a method of asynchronous, remote data replication that operates between
two sites at longer distances. You can use failover and failback to switch the direction of the
data flow.

The data on the target often is written a few seconds after the data is written to the source
volumes. When a write is issued to the source copy, the change is propagated to the target
copy, but subsequent changes are allowed to the source before the target verifies that it
received the change. Because consistent copies of data are formed on the secondary site at
set intervals, data loss is determined by the amount of time since the last consistency group
was formed. If your system stops, Global Mirror might lose some data that was being
transmitted when the disaster occurred. Global Mirror still provides data consistency and data
recoverability if there is a disaster.

If you are familiar with the use of the Global Mirror session type with other supported storage
systems, you find the process within Tivoli Storage Productivity Center for Replication to be
similar. In this section, we highlight areas that are unique to the XIV Storage System.
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Figure 6-53 shows Global Mirror session in Tivoli Storage Productivity Center for Replication.

Session Details

XiV GMFOFB

Global Mirror Failover/Failback
Site 1 Sit=2

§~a

Select Action v |Go

Status

Participating Role Pairs:

""Role Pair TError Co "Recovera Copying L = Tmesta
= = e

+ir-nz o 1 1 T am

Figure 6-53 XIV Global Mirror session

Configuration
You must have the following environment to work with Global Mirror sessions:

» At least two XIV storage systems, with pools and volumes configured

» |IP connectivity between the XIV storage systems and the Tivoli Storage Productivity
Center for Replication server

» Remote mirroring connectivity that is configured for the two XIV storage systems in the
session

Matching volumes on the source and target XIV storage systems
All volumes in same pool on same site

Reference: For more information about XIV System configuration, see the IBM XIV
Storage System User Manual, GC27-2213-02, which is available at this website:

http://publib.boulder.ibm.com/infocenter/ibmxiv/r2/topic/com.ibm.help.xiv.doc/d
0cs/GC27-2213-02.pdf

Limitations
The XIV Metro Mirror session includes the following limitations:

» Session name is limited to 58 characters.

» Consistency group is limited to 128 volumes. This is not enforced by Tivoli Storage
Productivity Center for Replication.

» All volumes from a session must be in the same pool.

» Volumes that are mapped to a host cannot be deleted while they are mapped.
» Locked volumes are read-only.

» XIV hardware is limited to 512 mirroring relationships.

Creating a Global Mirror session

To use Tivoli Storage Productivity Center for Replication for any type of XIV Copy Services
(including the asynchronous mirror capabilities of XIV), you first must create and define a
session, add the XIV volumes to that session, and activate the session.

The process for setting up Tivoli Storage Productivity Center for Replication Global Mirror with
X1V is nearly identical to what was already described in “Creating a Metro Mirror session” on
page 326.
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The XIV pool and volumes must be defined by using the XIV GUI or CLI before Tivoli Storage
Productivity Center for Replication is used for this process. At the time of this writing, XIV
pools or volumes cannot be created from Tivoli Storage Productivity Center for Replication.

Complete the following steps to define a Tivoli Storage Productivity Center for Replication
session for asynchronous mirroring:

1.

In the Tivoli Storage Productivity Center for Replication GUI, browse to the Sessions
window and click Create Session. For more information, see the process that is shown
starting with Figure 6-24 on page 327.

2. When you are prompted for a session type, select Asynchronous; Global Mirror, as

shown in Figure 6-54. Click Next to start the process.

Creata Session N7l
G Choose Session Type Choose Session Type
Properties Choose the type of session to create,

Location 1 Site ) )
Location 2 Site XV - Site 1 Site 2

R F= P
H1 Hz

Choose Session Type -
Choose Session Type
Foint in Time

Metro Mirror Failover/Failback
Asynchronous
Global Mirror Failover/Failback

< Back Finish

Figure 6-54 Asynchronous Session Type panel

Make the appropriate entries and selections in the panel, as shown in Figure 6-55 on
page 342.

The difference between Metro Mirror and Global Mirror sessions is that for Global Mirror,
Tivoli Storage Productivity Center for Replication asks for the Recovery Point Objective
(RPO) in seconds, and the selection box underneath prompts you for the scheduling
interval.
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Creata Sassion =il 7]]

+ Choose Session Type Properties
G Properties Neme and describe the szssion.

Location 1 Site )
#Session name

XiV GMFOFE

Location 2 Site
Results

Description
Global Mirrcr Failover/Failbacki

XIV Global Mirror Options:

H1-H2:
#Recovery point objective threshold [seconds)
30 (20-86400)

Synchronization schedule (HH:MM:55)
Minirnum Interval -

[<Back] [Next>]| [Finish| [Cancel]

Figure 6-55 Asynchronous Properties; RPO options

4. Click Next to proceed through the wizard’s instructions to finish the process. This is the
same process that is described in , “Creating a Metro Mirror session” on page 326.

Defining and adding Tivoli Storage Productivity Center for Replication
copy sets to a Global Mirror session

This second phase of the Tivoli Storage Productivity Center for Replication process for Global
Mirror, adding copy sets, is identical to what is described in , “Defining and adding copy sets
to a Metro Mirror session” on page 329.

Activating the Tivoli Storage Productivity Center for Replication Global
Mirror session

This is the last phase of the process. You are now ready to activate the Global Mirror session.
From the drop-down action menu, select Start H1 — H2, and click Go to activate the session,
as shown in Figure 6-56.

Session Details Last Update: Aug 23, 2013 :34:27 A
XiV GMFOFB

Select Action ~ [Go global Hiror Falover/Failback
Select Action :
Start H1->H2 H H2

Modify.. fer/Failbacki{modify]
Add Copy Sets
Modity Site Location(s).
View | Modify Properties

Cleanup...
Remove Copy Sets
Remove Session

Figure 6-56 Session Actions for Global Mirror
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Suspending the Global Mirror session

Tivoli Storage Productivity Center for Replication treats Global Mirrors the same way as Metro
Mirrors. As describe in , “Suspending the Metro Mirror session” on page 335, you might want
to suspend, if not reverse, the Global Mirror session.

This reversal is done by using the same process that is described in , “Suspending the Metro
Mirror session” on page 335.

6.3 Adding XIV volume protection

Tivoli Storage Productivity Center for Replication has another protection function for storage
volumes, whereby you can restrict certain volumes from other Tivoli Storage Productivity
Center for Replication Sessions or Copy Sets.

Complete the following steps:

1. From the Storage Systems tab, select the XIV system and click Volume Protection, as
shown in Figure 6-57.

Storage Systems

Storage Systems Connections Easy Tier Heat Map Transfer

Add Storage Ccmnecticm...] [Vﬂlume Protection. .

: —
Select Action: » [ Go

") DS8000:BOX:2107.XC891 @ connected Skit

) STORWIZE-V3700:CLUSTER:TPCRTEIRD4  [(tpcrebirdd) E connected th4

) STORWIZE-V3700:CLUSTER:TPCRTEIRDS [(tpcrebirdS) B connected thS

| STORWIZE-V7000:CLUSTER:TPCRTEIRDZ  (tpcrebird2) E connected third2

) STORWIZE-V7000:CLUSTER:TPCRTBIRDZ  (tpcrtbird3) B connectad third3

) STORWIZE-V7000:CLUSTER:TPCR_IFS  (tpcr_ifs) B connectad tpcr_ifs

) STORWIZE-V7000:CLUSTER:TPCR_IFS1  (tpcr_ifsi) B connectad tper_ifsi

! SVWC:CLUSTER:RMSWCO8  [rmswcO8) = Connected svc08

) SWC:CLUSTER:RMSVCO0S  (rmswc09) B connectad sve0s
I@' KIV:BOX:7 825429  [XIV_A) I B connected xiv_a-gen3
) X1\v:BOX:7825826  [XIV_E) B connected xiv_g-gend

Figure 6-57 Select array and then Volume Protection
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2. Use the various drop-down menus that are shown in Figure 6-58 to select the pool and
volumes. The use of an asterisk (*) in the last input field returns a list of all of the volumes
that are in that pool. Optionally, you can use that field to filter the list of volumes that is
returned.

Volume Protection
o welcome Choose Volumes

Searching Choose Velume, Enter a name in the velume mask field to refine yvour search.
Search Results

*
Select WVolumes Storage system

Updating Protection XIWV-BOX: 7325428 (XIV_A) -
Results #Paal

CSMReg_p01 -

#Wolume

CSEMReg_xiv3_1h1v03 -

E

Enter a volume name. Optionally, you may use the character as a wildcard.

#Volume mask

Figure 6-58 Choose Volumes panel

3. Click Next to display the volumes (as shown in Figure 6-59) and select the volumes that
you want to mirror.

Vaolume Protection

 Welcome Select Volumes
« Searching Select which veolumes to protect.
" Search Results
C Select Volumes [Select All | | Deselect Al
Updating Protection
Results VOIITES Protected
DCSMREQ_xivS_lhlle No
[F]csMReg_xiva_ihivoz Mo
DCSMREg_xiVB_].hlvDB No
DCSMREg_xiv3_1h1v04 No
[[JcsMReg_xiv3_ihiv0s Mo
DCSMREQ_xivS_lhlvDG No
[[]csMReg_xiv3_ihivo7 Mo
DCSMREg_xiVB_lhlvDS No
DCSMREg_xiVB_].hlvDB No
[[JcsMReg_xivz_ihivio Mo

Figure 6-59 Select Volumes panel

4. Click Next. Tivoli Storage Productivity Center for Replication ensures that the selected
volumes are protected from other Tivoli Storage Productivity Center for Replication
operations.

Important: These actions help inside the Tivoli Storage Productivity Center for Replication
system only. Any administrator who is accessing the XIV GUI directly is not informed of the
volume protections. They still see any snapshot or volume locks that are part of normal
operations, but not any of the protections that are described here.
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6.4 Disaster Recovery use cases

Tivoli Storage Productivity Center for Replication and XIV remote mirroring solutions (Metro

Mirror and Global Mirror) can be used to address various failures and planned outages, from
events that affect a single XIV system or its components, to events that affect an entire data

center or campus, or events that affect an entire geographical region.

When the production XIV system and the disaster recovery (DR) XIV system are separated
by increasing distance, disaster recovery protection for more levels of failures is possible, as
shown in Figure 6-60. A global distance disaster recovery solution protects against
single-system failures, local disasters, and regional disasters.

Remote Mirroring

Regional Disasters

+ Electric grid failures
+ MNatural disasters

i 3 - Floods
ingle System Failure - Hurricanes
+* Component failures - Earthguakes

* Single system failures

Global Distance Recovery

Figure 6-60 Disaster Recovery protection levels

The following configurations are possible:
» Single-site high-availability XIV Remote Mirroring configuration

Protection for the event of a failure or planned outage of an XIV system (single-system
failure) can be provided by a zero-distance high-availability (HA) solution, including
another XIV system in the same location (zero distance). Usage of this configuration is an
XIV synchronous mirroring solution that is part of an HA clustering solution, including
servers and XIV storage systems. Figure 6-61 shows a single-site HA configuration in
which both XIV systems are in the same data center.

Figure 6-61 Single site HA configuration

Chapter 6. Using Tivoli Storage Productivity Center for Replication with XIV 345



» Metro region XIV Remote Mirroring configuration

Protection against the failure or planned outage of an entire location (local disaster) can
be provided by a metro distance disaster recovery solution (as shown in Figure 6-62),
which includes another XIV system in a different location within a metro region. The two
XIV systems might be in different buildings on a corporate campus or in different buildings
within the same city. Typical usage of this configuration is an XIV synchronous mirroring
solution.

Figure 6-62 Metro region disaster recovery configuration

» Out-of-region XIV Remote Mirroring configuration

Protection against a failure or planned outage of an entire geographic region (regional
disaster) can be provided by a global distance disaster recovery solution (as shown in
Figure 6-63), which includes another XIV system in a different location outside the metro
region. (The two locations might be separated by up to a global distance.) Typical usage of
this configuration is an XIV asynchronous mirroring solution.

Figure 6-63 Out-of-region disaster recovery configuration
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» Metro region plus out-of-region XIV mirroring configuration

Certain volumes can be protected by a metro distance disaster recovery configuration,
and other volumes can be protected by a global distance disaster recovery configuration,
as shown in Figure 6-64.

e &

Figure 6-64 Metro region plus out-of-region configuration

Typical usage of this configuration is an XIV synchronous mirroring solution for a set of
volumes with a requirement for zero RPO, and an XIV asynchronous mirroring solution for
a set of volumes with a requirement for a low, but non-zero RPO. Figure 6-64 shows a
metro region plus out-of-region configuration.

Snapshots can be used with Remote Mirroring to provide copies of production data for
business or IT purposes. Moreover, when they are used with Remote Mirroring, snapshots
provide protection against data corruption.

As with any continuous or near-continuous remote mirroring solution, XIV Remote Mirroring
cannot protect against software data corruption because the corrupted data is copied as part
of the remote mirroring solution. However, the XIV snapshot function provides a point-in-time
image that can be used for rapid restore in the event of software data corruption that occurred
after the snapshot was taken. XIV snapshot can be used with XIV Remote Mirroring, as
shown in Figure 6-65 on page 348.
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Figure 6-65 Combining snapshots with Remote Mirroring

Recovery by using a snapshot warrants deletion and re-creation of the mirror, as shown in the
following examples:

» XIV snapshot (within a single XIV system)

Protection against software data corruption can be provided by a point-in-time backup
solution by using the XIV snapshot function within the XIV system that contains the
production volumes.

» XIV local snapshot and Remote Mirroring configuration

An XIV snapshot of the production (local) volume can be used in addition to XIV Remote
Mirroring of the production volume when protection against logical data corruption is
required in addition to protection against failures and disasters. The other XIV snapshot of
the production volume provides a quick restore to recover from data corruption. Another
snapshot of the production (local) volume can also be used for other business or IT
purposes (for example, reporting, data mining, and development and test).

Figure 6-66 shows an XIV local snapshot plus Remote Mirroring configuration.

Figure 6-66 Local snapshot plus Remote Mirroring configuration
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» XIV remote snapshot plus Remote Mirroring configuration

An XIV snapshot of the consistent replicated data at the remote site can be used in
addition to XIV Remote Mirroring to provide another consistent copy of data that can be
used for business purposes, such as data mining and reporting, and for IT purposes, such
as, remote backup to tape or development, test, and quality assurance. Figure 6-67 shows
an XIV remote snapshot plus Remote Mirroring configuration.

Figure 6-67 XIV remote snapshot plus Remote Mirroring configuration

6.5 Troubleshooting

Even with careful planning and execution, you might still encounter errors when you are
attempting data replication tasks. This section provides guidance for some of the common
errors that might occur.

Troubleshooting resources

The following files and tools can help you find more information when you are examining the
errors:

» Log package

The log package does not require direct access to the Tivoli Storage Productivity Center
for Replication file system. It contains logs with details regarding the actions in Tivoli
Storage Productivity Center for Replication, such as xivApiTrace.

» Tivoli Storage Productivity Center for Replication Console

The Console is a listing in the GUI of csmMessage. Tog that is on the Tivoli Storage
Productivity Center for Replication server. It can be opened by selecting Console from the
navigation tree.

Figure 6-68 shows a sample of the type of messages that are available in the Console. It
can be used to identify steps that succeeded and you can isolate the step that failed. It
also includes a historical reference of actions against the Tivoli Storage Productivity
Center for Replication server.

B Aug 22,2012 4:26:15 AM : db2admin : IWNR 10581 : The copy sets for session XiV GMFOFB were deleted.

L 2 children messages

 Aug 22, 2013 4:26:57 AM : db2admin : IWNR1022I : Session XiV GMFOFB was successfully deleted.

@ Aug 23, 2013 4:31:25 AM : db2admin : IWNR1021I : Session XV GMFOFB was successfully created.

B Aug 22,2012 4:31:26 AM : db2admin : IWNR 103961 : The locations for sessions Xiv GMFOFB and Site 1 were set successfull
& Aug 22,2013 4:31:26 AM : db2admin : IWNR1036] : The locations for sessions XiV GMFOFE and Site 2 were set successfull
@ Aug 23,2013 4:31:26 AM : db2admin : IWNR12281 : The options for session XiV GMFOFB have been set successfully.

B Aug 23, 2013 4:34:23 AM : db2admin : IWNR1000I : Copy sets were created for the session named XV GMFOFE,

- 2 children messages

Figure 6-68 Sample Console listing
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It can also be accessed by using links that are provided during actions within the GUI. This
can be useful for providing more information at the time of the error. Click the (Open
Console) link, as shown in Figure 6-69.

i: ESuspEnd iy MMFOFB : IWNR 10261 : Success : (Open Console} : Completed ‘

XiV MMFOFB
Select Action: * |Go
Status Q Severs
State Suspended
Active Host H2
Recoverable Yes
Description (modify)
Copy Sets 2 (view)
Transitioning Mo
H1 Pool CSMReg_pO1
H1 Consistency Group #iv MMFOFB
HZ Pool CSMReg_pO1

HZ Consistency Group #iv MMFOFB

Participating Role Pairs:

*Hi-Hz 0 z o

Figure 6-69 Console link for a running action

You also can click the link to the message ID (for example, IWNR10261) to open the
message description.

Troubleshooting issues with Metro Mirror and Global Mirror sessions

This section addresses some of the issues you might encounter with Metro Mirror and Global
Mirror sessions. Symptoms that you might see, example errors, and steps to resolve errors
are provided to aid you with troubleshooting.

Issue: Pool/snapshot size not large enough for global mirroring

This issue includes the symptoms that are shown in Example 6-1 and Example 6-2.

Example 6-1 With volume 10 pair errors after starting session, all pairs go suspended

IWNR2055W [Aug 22, 2013 9:16:45 AM] The pair in session volumespace for copy set
XIV:VOL:7803441:100987 with source XIV:VOL:7803441:100987(io_todd_3) and target
XIV:VOL:7803448:101660(i0o_todd_3) in role pair H1-H2 was suspended due to a reason
code of Master_Pool_Exhausted, but was not yet consistent; no action was taken on
the session.

Example 6-2 Session after prepared moves severe/suspended on volume 10

IWNR2050E [Aug 22, 2013 9:48:42 AM] The pair in session testfullpool for copy set
XIV:VOL:7803441:100985 with source XIV:VOL:7803441:100985(io todd 1) and target
XIV:VOL:7803448:101658(i0_todd 1) in role pair H1-H2 was suspended unexpectedly
with a reason code of Master Pool Exhausted.
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Compilete the following steps to resolve the issue:

1. Increase the size of the pool and snapshot space of the pool. The pool size must be more
than three times the 1/0 volumes total size for the pool. If there is enough pool space, the
snapshot space is not as important.

2. Refresh the configuration for the XIV Storage System.
3. Restart the session.

Issue: Consistency group name exists

All operations are successful and the session runs correctly. There are no specific errors for
this situation. The folloing snapshot options are available:

» Consistency group for the session is listed as <session name>_001.
XIV automatically increments existing names.

» This is a cosmetic issue unless volumes intended for the session are also in the
consistency group. (See the next troubleshooting topic.)

Complete the following steps to resolve this issue:

1. End the session.

2. Remove all of the volumes from the consistency group on the XIV.
3. Remove the consistency group on the XIV.

4. Restart the session.

Issue: Volume already is a part of consistency group
This issue includes the symptoms that are shown in Example 6-3.

Example 6-3 Pair errors after starting session: VOLUME_BELONGS_TO_CG

IWNR2108E [Aug 23, 2013 12:17:42 PM] A hardware error occurred during the running
of a command for the pair in session existingMM_CG for copy set
XIV:VOL:7803441:100985 with source XIV:VOL:7803441:100985(io_todd 1) and target
XIV:VOL:7803448:101658(70_todd_1) in role pair H1-H2. The hardware returned an
error code of VOLUME_BELONGS_TO CG.

Complete the following steps to resolve this issue:

1. Remove all of the volumes from the existing consistency group on the XIV.
2. Restart the session.

Issue: Volume already is a part of mirroring relationship

This issue includes the symptoms that are shown in Example 6-4, Example 6-5 on page 352,
and Example 6-6 on page 352.

Example 6-4 Volume is in relationship: VOLUME_IS_MASTER/SLAVE

IWNR2108E [Aug 23, 2013 1:25:56 PM] A hardware error occurred during the running
of a command for the pair in session exisitingMirrors for copy set
XIV:VOL:7803441:100985 with source XIV:VOL:7803441:100985(io todd 1) and target
XIV:VOL:7803448:101658(i0_todd 1) in role pair H1-H2. The hardware returned an
error code of VOLUME IS MASTER.
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Example 6-5 Volume is in relationship: VOLUME_HAS_MIRROR

IWNR2108E [Aug 23, 2013 1:41:46 PM] A hardware error occurred during the running
of a command for the pair in session exisitingMirrors for copy set
XIV:VOL:7803441:100986 with source XIV:VOL:7803441:100986(io todd 2) and target
XIV:VOL:7803448:101659(i0_todd 2) in role pair H1-H2. The hardware returned an
error code of VOLUME _HAS MIRROR.

Example 6-6 Volume mirror copy set is wrong copy type

IWNR2512E [Aug 23, 2013 1:25:56 PM] The volume mirror copy set
XIV:VOL:7803441:100987 with source XIV:VOL:7803441:100987(io_todd 3) and target
XIV:VOL:7803448:101660(i0o_todd 3) in session exisitingMirrors existed on the
hardware but was not the right copy type.

Complete the following steps to resolve this issue:

1. Deactivate the mirror.
2. Remove the mirror.
3. Restart the session.

Issue: Volumes have existing snapshots/replications

This issue includes the symptoms that are shown in Example 6-7.

Example 6-7 Pair errors after starting the session

IWNR2108E [Aug 23, 2013 11:07:15 AM] A hardware error occurred during the running
of a command for the pair in session todd-mm for copy set XIV:VOL:7804988:580312
with source XIV:VOL:7804988:580312(io_todd_001) and target
XIV:VOL:1302136:107903(i0_todd_001) in role pair H1-H2. The hardware returned an
error code of VOLUME_HAS_SNAPSHOTS.

Complete the following steps to resolve this issue:

1. Remove the existing snapshots and replications on the XIV.
2. Restart the session.

Issue: Sessions go severe because of XIV hardware link errors

This issue includes the symptoms that are shown in Example 6-8 and Example 6-9.

Example 6-8 Prepared session and pairs go suspended or suspend after starting session

IWNR2061E [Aug 23, 2013 7:41:37 AM] The pair was suspended on the hardware because
the source was disconnected from the target.

Example 6-9 Mirrors on XIV show RPO lagging

IWNR2750E [Aug 23, 2013 11:53:00 AM] Recovery Point Objective for session
todd-gm-connectiondown has passed the threshold of 30 seconds.

Compilete the following steps to resolve the issue:

1. Re-establish the link between the XIV storage systems.
2. Resolve lagging issues between the XIV storage systems.
3. Sessions resolve on their own or you can restart the session.
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Hardware troubleshooting: The following troubleshooting topics deal specifically with
hardware configuration changes that might occur.

Issue: Changes to volume and pool name or size

This issue includes the following symptoms:

» Pair errors after the session is started.

» Error returns BAD_NAME.

Complete the following steps to resolve the issue:

1. Refresh the configuration for the XIV Storage System.
2. Restart the session.

Issue: Changes to XIV hardware mirror relationships or consistency groups

This issue includes the following symptoms:

» Manually deactivate mirror; Tivoli Storage Productivity Center for Replication session is
suspended.

» Remove mirror relationships; Tivoli Storage Productivity Center for Replication session is
suspended.

» Remove volume from consistency group or group mirror; Tivoli Storage Productivity
Center for Replication session stays prepared, but it no longer has control of that volume
for future commands.

Support: Tivoli Storage Productivity Center for Replication does not support handling
any of these situations, but these situations usually are not unrecoverable.

Each situation is unique, but in most cases, restarting the session resolve any manual
manipulation of the hardware.
Issue: Changes to Global Mirror properties (RPO or Schedule)

There are no specific errors for this situation. You see the old values for RPO Threshold and
Sync Schedule when you are looking at the session properties or the hardware mirrors.

Tivoli Storage Productivity Center for Replication does not automatically pick up changes that
are made to Global Mirror properties on the hardware.
Compilete the following steps to resolve the issue:

1. Change the properties in the Tivoli Storage Productivity Center for Replication session
panel.

2. Restart the session.
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Managing z/OS HyperSwap from
Tivoli Storage Productivity Center
for Replication for Open Systems

Tivoli Storage Productivity Center for Replication version 5.2 can open a connection to a z/0OS
server from a Tivoli Storage Productivity Center for Replication distributed installation.

In this chapter, we describe the steps that are needed to connect to, configure, and manage
z/OS HyperSwap from Tivoli Storage Productivity Center for Replication 5.2.

This chapter includes the following topics:

» Overview of zZ/OS HyperSwap

Prerequisites

z/OS HyperSwap sessions

Description and usage of HyperSwap enabled sessions
Use cases

vvyyy
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7.1 Overview of zZ/OS HyperSwap

356

z/OS HyperSwap technology became the industry standard by removing the effect of storage
systems failures for System z customers. The technology is provided in several different
implementation options to meet the various needs of the System z and z/OS customer base.
It extends the Parallel Sysplex® redundancy to storage systems, so whether your
requirements are continuous availability, disaster recovery, or business continuity, z/OS
HyperSwap technology can provide a solution for your environment.

HyperSwap functionality provides planned and unplanned actions in an z/OS environment. By
using Planned HyperSwap actions, the following tasks can be peformed:

» Transparently switch all primary storage systems disks with the secondary storage
systems disks.

» Perform storage systems configuration maintenance and planned site maintenance
without requiring any applications to be quiesced.

Unplanned HyperSwap action contains other functions to transparently switch to use auxiliary
storage systems if an unplanned outage of the primary storage systems occurs. Unplanned
HyperSwap action allows production systems to remain active during a storage system
failure. The storage system failures \ no longer constitutes a single point of failure for an entire
Parallel Sysplex.

Tivoli Storage Productivity Center for Replication manages the HyperSwap function with code
in the Input/Output Supervisor (the I/O Supervisor component of z/OS). IBM analyzed all field
storage system failures and created a set of trigger events that are monitored by z/OS
HyperSwap. When one of these HyperSwap trigger events occurs, a “Data Freeze” across alll
LSSs on all storage systems is started. All I/O to all devices is queued (Extended Long Busy
state), which maintains full data integrity and cross volumes data consistency. z/OS then
completes the HyperSwap function of recovering the target devices and rebuilding all z/OS
internal control blocks to point to the recovered target devices. When this process is
complete, all I/O is released and all applications continue to run against the recovered target
devices, which transparently manage a complete storage system outage, with a dynamic
“busy” and a redirection of all host I/O. Applications must tolerate the Extended Long Busy
state, which is not apparent to their operation, but elongates 1/O that is in progress until the
HyperSwap actions are completed.

As of the Tivoli Storage Productivity Center version 5.2, Tivoli Storage Productivity Center for
Replication that is running on an open system (Windows, AlX, or Linux) or running on z/OS
can manage z/OS HyperSwap, as shown in Figure 7-1 on page 357. By using this Tivoli
Storage Productivity Center for Replication configuration, many HyperSwap sessions can be
managed in different sysplex or monoplex environments. Compared to older versions of Tivoli
Storage Productivity Center for Replication that were running on z/OS in which you can
manage only one HyperSwap session from one Tivoli Storage Productivity Center for
Replication, you can manage HyperSwap sessions in multiple sysplexes and monoplexes
from one Tivoli Storage Productivity Center for Replication server with version 5.2 running on
open systems or z/OS.
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Figure 7-1 z/OS HyperSwap

The HyperSwap function can be used in continuous availability, disaster recovery, or business

continuity solutions that are designed with two or three sites and based on synchronous
replication. The following Tivoli Storage Productivity Center for Replication sessions use
HyperSwap functions:

vVvyyy

Basic HyperSwap

Metro Mirror with Failover/Failback
Metro Global Mirror

Metro Global Mirror with Practice

For more information about these sessions, see 7.3, “z/OS HyperSwap sessions” on

page 360.
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7.2 Prerequisites

In this section, the prerequisites for the Basic HyperSwap implementation are described.

7.2.1 Hardware

Tivoli Storage Productivity Center for Replication and HyperSwap sessions require IBM
Storage Systems DS8000, DS6000, or ESS800 with advanced copy function Metro Mirror.
Metro Mirror replication must be established before HyperSwap can be enabled.

7.2.2 Software

The Basic HyperSwap function is supported by z/OS version 1.12 and later and requires two
HyperSwap address spaces that must be running in z/OS.

Note: To use IP Management of HyperSwap, you need z/OS Version 1 Release 13 or z/OS
Version 2 Release 1 with APAR OA40866. The IP Management of HyperSwap is required
for open systems.

The following HyperSwap address spaces must be running:

» HyperSwap Management address space
» HyperSwap API address space

You can start both of these address spaces by adding simple procedures to SYS1.PROCLIB,
and then the START procmemname command is run manually, or by including the command in
the COMMNDxx member of your SYS1.PARMLIB. The examples of the PROCLIB members and
HyperSwap Management and HyperSwap API address space are shown in Example 7-1 and
Example 7-2.

Example 7-1 HyperSwap Management started task JCL

//HSIB PROC PORT=5858

//STEP EXEC PGM=IQSHMCTL,TIME=NOLIMIT,REGION=0M,
// PARM="'SOCKPORT=&PORT"'

//SYSPRINT DD SYSOUT=A

Example 7-2 HyperSwap APl started task JCL

//HSIBAPI JOB MSGLEVEL=(1,1),TIME=NOLIMIT,REGION=0M
/1 EXEC PGM=IOSHSAPI

7.2.3 Connectivity

Participating hosts in HyperSwap sessions must have FICON connections to both storage
systems in a Metro Mirror relationship. This means that primary and secondary devices must
be defined in the IODF and have operational paths to all devices. It is also suggested that
both storage systems be defined with the same number of paths and the same number of
Parallel Access Volume (PAV) aliases. After the HyperSwap is done, all host read and write
operations are sent to auxiliary storage system.
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Note: You also can have multiple source or multiple target systems for the HyperSwap.
There is no restriction of having only a single source or target box.

7.2.4 Enabling a host name or IP address connection to a z/OS host system

To connect z/OS host systems in Tivoli Storage Productivity Center for Replication that is
running on Windows, Linux, AlX, or z/OS, you can use a z/OS host name or IP address. By
adding a z/OS host to Tivoli Storage Productivity Center for Replication, you can fully manage
HyperSwap sessions that are running on that z/OS host system. This feature enables a single
instance of Tivoli Storage Productivity Center for Replication to manage multiple HyperSwap
sessions that are running in different z/OS systems and sysplexes. For more information
about adding the hosts, see section 7.4.1, “Setting up a HyperSwap enabled session” on
page 369.

7.2.5 Enabling z/0S HyperSwap and adding a Tivoli Storage Productivity
Center for Replication user to z/OS host

Complete the following steps on z/OS host to enable z/OS HyperSwap. These steps set the
required Resource Access Control Facility (RACF) settings on the host system and define the
SOCKPORT parameter when the HyperSwap management address space IOSHMCTL is
started:

1. Use an OMVS segment to define the name BHIHSRYV as a user, as shown in the following
example command, where user_identifier is a number that represents the user:

ADDUSER BHIHSRV OMVS(UID(user_identifier) SHARED HOME(¢/>)) NOPASSWORD

Note: If your installation uses the STARTED class or the started procedures table
(ICHRINO3) of the z/OS Security Server, ensure that the user BHIHSRYV is associated
with the started task BHIHSRV. For more information about the use of the STARTED
class or the started procedures table, see Security Server RACF Security
Administrator's Guide, SA22-7683-15, which is available at this website:

http://www-01.ibm.com/support/docview.wss?uid=publsa22768315

2. If the ANT.REPLICATIONMANAGER entity is not defined to the FACILITY class, run the
following command:

RDEFINE FACILITY ANT.REPLICATIONMANAGER UACC(NONE)

3. Authorize the name BHIHSRYV to the ANT.REPLICATIONMANAGER entity in the
FACILITY class by running the following command:

PERMIT ANT.REPLICATIONMANAGER CLASS(FACILITY) ID(BHIHSRV) ACCESS(CONTROL)

4. To define the user ID and password that are used for authentication from Tivoli Storage
Productivity Center for Replication to the z/OS host system, run the following commands:

ADDUSER userid PASSWORD (password)
PERMIT ANT.REPLICATIONMANAGER CLASS(FACILITY) ID(userid) ACCESS(CONTROL)

You must enter this user ID and password when you add the z/OS host system to Tivoli
Storage Productivity Center for Replication.

5. To activate the changes in the previous steps, run the following command:
SETROPTS RACLIST(FACILITY) REFRESH
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6. Start the IOSHMCTL address space with the SOCKPORT parameter, as shown in the
following example:

//HSIB JOB MSGLEVEL=(1,1),TIME=NOLIMIT,REGION=0M
//IEFPROC EXEC PGM=IOSHMCTL,PARM=’SOCKPORT=port_number’

The port_number is 1 - 65535. You must enter this port number when you add a z/OS host
system to Tivoli Storage Productivity Center for Replication, as described in 7.4.1, “Setting up
a HyperSwap enabled session” on page 369.

7.3 z/OS HyperSwap sessions

The following Tivoli Storage Productivity Center for Replication sessions use HyperSwap
functions:

Basic HyperSwap

Metro Mirror Failover/Failback
Metro Global Mirror

Metro Global Mirror with Practice

vyvyyy

These sessions are described next.

7.3.1 Basic HyperSwap sessions

Basic HyperSwap is a Copy Services solution that provides continuous availability of data if a
storage system failure occurs. It uses z/OS HyperSwap functionality to extend Parallel
Sysplex availability to include management across planned and unplanned events. It also
masks storage system failures through a switch to the Metro Mirror target devices. This
solution works on the same data center floor, and can be extended across two local sites or
three site configurations with Metro Global Mirror architecture. The scope of the HyperSwap
functionality that is provided is only z/OS.

With the Basic HyperSwap session type, Tivoli Storage Productivity Center for Replication
offers only single site HyperSwap functionality and is not intended for two site HyperSwap
functionality. Planned or unplanned Metro Mirror suspend capabilities are not available for
Basic HyperSwap sessions, even though these functions are performed as part of the
HyperSwap process. The Basic HyperSwap session type does not ensure any data
consistency on auxiliary storage systems in case of mirroring failures. For this reason, Basic
HyperSwap can be considered a Continuous Availability feature without disaster recovery
capabilities.

Basic HyperSwap replication performs the following tasks:

» Manages count key data (CKD) volumes in Metro Mirror to manage synchronous copy
relationships only. The graphical user interface (GUI) shows only CKD volumes when you
add a copy set. The command-line interface (CLI) does not add a copy set if a fixed block
volume is specified.

» Monitors events that indicate a storage device failed.
» Determines whether the failing storage device is part of a Metro Mirror synchronous pair.

» Determines the action to be taken from policy.

360 Tivoli Storage Productivity Center for Replication for Open Systems



» Ensures that data remains consistent during the HyperSwap process.

» Swaps the I/O between the primary logical devices in the consistency group with the
secondary logical devices in the consistency group. A swap can occur from the preferred
logical devices to the alternative logical devices or from the alternative logical devices to
the preferred logical devices.

Figure 7-2 shows the Basic HyperSwap session in Tivoli Storage Productivity Center for
Replication.

Figure 7-2 Basic HyperSwap session

7.3.2 HyperSwap enabled Metro Mirror Failover/Failback sessions

Metro Mirror Failover/Failback with the HyperSwap function enabled combines the continuous
availability of Basic HyperSwap with the redundancy of a two-site Metro Mirror
Failover/Failback solution when CKD volumes are managed on the z/OS host. If the primary
volumes encounter a permanent I/O error, the I/0 is automatically swapped to the secondary
site with minimal effect on the application. Tivoli Storage Productivity Center for Replication in
Metro Mirror Failover/Failback with HyperSwap session provides a data freeze if the link
failure and other conditions occurred. With this solution, Tivoli Storage Productivity Center for
Replication provides a disaster recovery capability and the HyperSwap function. As a result,
all data on all storage systems at the remote site is data consistent to the Point in Time of the
failure.

A HyperSwap function can provide planned or unplanned actions. A planned action is used
when you must perform some storage system maintenance on a primary storage or some
primary site management, for example. Swap occurs when you run a HyperSwap command
from the GUI, CLI, or the SETHS SWAP z/OS system command. For more information about this
command, see z/0OS V1R13.0 MVS™ System Commands, SA22-7627-28.

The Unplanned HyperSwap feature provides other functions to transparently switch to use
auxiliary storage systems in the event of unplanned outages of the primary storage systems.
Unplanned HyperSwap action allows production systems to remain active during a storage
system failure. Storage system failures no longer constitute a single point of failure.

Figure 7-3 shows you Metro Mirror Failover/Failback session with HyperSwap enabled in
Tivoli Storage Productivity Center for Replication.

Figure 7-3 Metro Mirror Failover/Failback session
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Figure 7-4 shows the state transition diagram for a Metro Mirror Failover/Failback session that
shows the effect of the HyperSwap actions.
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Figure 7-4 HyperSwap enabled Metro Mirror FO/FB transition diagram

7.3.3 HyperSwap enabled Metro Global Mirror sessions

In a Metro Global Mirror session with HyperSwap enabled, a failure on the primary storage
system causes an automatic HyperSwap operation, which transparently redirects application
I/O to the auxiliary (intermediate) storage system. The Global Mirror relationship in the
session continues to run uninterrupted throughout this process. With this configuration, you
can achieve almost a zero data loss at larger distances.

By using synchronous mirroring, you can switch from the primary site to the intermediate site
during a planned or unplanned outage as in the Metro Mirror Failover/Failback session. It also
provides continuous disaster recovery protection of the intermediate and remote site if a
switch from primary site occurs. With this configuration, you can reestablish direction from
H2 (intermediate) — H1 (local) — H3 (remote) recover ability while production continues to
run at site H2. This setup also can reduce the workload on-site H1.
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Figure 7-5 shows Metro Global Mirror with HyperSwap session in Tivoli Storage Productivity
Center for Replication.

Figure 7-5 Metro Global Mirror session

Figure 7-6 on page 364 and Figure 7-7 on page 365 show the state transition diagrams for a
Metro Global Mirror session that shows the effect of the HyperSwap actions.
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Figure 7-6 Host that is running on a local site
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Figure 7-7 Host that is running on an intermediate site
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7.3.4 HyperSwap enabled Metro Global Mirror with Practice sessions

366

In a Metro Global Mirror session with Practice and HyperSwap enabled, a failure on the
primary storage system causes an automatic HyperSwap operation as in the Metro Global
Mirror session with HyperSwap enabled. The difference for the Metro Global Mirror session
with HyperSwap is that this session uses practice volumes for disaster recovery practice.

Figure 7-8 shows you the Metro Global Mirror with Practice and HyperSwap session.

13

Figure 7-8 Metro Global Mirror with Practice session

Figure 7-9 on page 367 and Figure 7-10 on page 368 show the state transition diagrams for a
Metro Global Mirror session that shows the effect of the HyperSwap actions.
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Figure 7-9 Host that is running on a local site
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Figure 7-10 Host that is running on an intermediate site

368  Tivoli Storage Productivity Center for Replication for Open Systems



7.3.5 Hardened Freeze

The z/OS HyperSwap facilities also provide an optional Hardened Freeze capability for Metro
Mirror Single Direction, Metro Mirror Failover/Failback, Metro Mirror Failover/Failback with
Practice, Metro Global Mirror, and Metro Global Mirror with Practice session types. This
function enables the z/OS HyperSwap subcomponent of I/O Supervisor to directly manage
the suspension events (planned and unplanned) without requiring any intervention with Tivoli
Storage Productivity Center for Replication. This feature greatly enhances the management
of planned and unplanned suspension events, as described in the following sample
scenarios:

» A disabled Metro Mirror session that is not HyperSwap enabled is managed by Tivoli
Storage Productivity Center for Replication that is running on z/OS and a planned or
unplanned suspend occurs. In this scenario, if the Hardened Freeze option is not selected,
the suspend operation is performed by Tivoli Storage Productivity Center for Replication.
Because Tivoli Storage Productivity Center for Replication is on the same disks that are
part of the Metro Mirror session and, therefore, subject to freeze, this can lead the Tivoli
Storage Productivity Center for Replication to freeze, which prevents the successful
completion of the suspend operations. Having the Hardened Freeze enabled, the suspend
operation is performed by 1/0O Supervisor, which does not require access to disks to
complete the freeze operations.

» A disabled Metro Mirror session that is managing z/OS storage that is not HyperSwap
enabled is managed by Tivoli Storage Productivity Center for Replication that is running on
Open Systems. Consider a situation in which an extended outage in the network
infrastructure prevents Tivoli Storage Productivity Center for Replication from
communicating with the storage systems. In this scenario, without Hardened Freeze
enabled, an unplanned suspension event does not trigger a freeze, which leaves the
auxiliary storage systems inconsistent (and affects primary storage systems). With the
Hardened Freeze option enabled, the suspend operation is performed by I/O Supervisor,
which does not require network connectivity to complete the freeze operations.

The Hardened Freeze is an inherent capability of HyperSwap enabled session types.

7.4 Description and usage of HyperSwap enabled sessions

In this section, we describe how to set up HyperSwap enabled sessions and how they can be
managed through the Tivoli Storage Productivity Center for Replication GUI. Several
unplanned scenarios also are described.

7.4.1 Setting up a HyperSwap enabled session

To enable the HyperSwap functions for a Tivoli Storage Productivity Center for Replication
session, you must first set up the z/OS components, starting with the address spaces, as
described in “Software” on page 358.

After the z/OS address spaces are running, the communication between Tivoli Storage
Productivity Center for Replication and z/OS can be established. From the Health Overview
window, open the Host Systems panel through one of the available links, as shown in
Figure 7-11 on page 370.
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Figure 7-11 Health Overview window

From the Host System panel, click Add Host Connection, as shown in Figure 7-12.

Last Update: Aug 7, 2013 4:22:25 FH

Host Systems

Add Host Cannection

Choose Host System... Go

No Host Systems Defined

Figure 7-12 Add Host System

The Add Host Connection panel opens, as shown in Figure 7-13. Select the z/OS connection
type and provide the following required information:

» IP address or Host Name of one or more of the z/OS systems forming the sysplex.

Note: We advise that you define connections to two or more members (systems or
hosts, for example) in the sysplex for redundancy.
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» Port that is used to communicate with HyperSwap address space. This port must be the
same as specified in the HyperSwap Management address space definition. The default is
5858.

» User name and password for Tivoli Storage Productivity Center for Replication that are
defined in z/OS as described in “Enabling z/OS HyperSwap and adding a Tivoli Storage
Productivity Center for Replication user to z/OS host” on page 359 and shown in
Figure 7-13.

Add Host Connection
Connection Type: (/0S| » El
* Host name or IF address * Port
192.0.2.1 5858 :
* User name * Pazsword
tpcruser CITTTT YT
Add Host | | Camoel

Figure 7-13 Add Host Connection panel

Click Add Host and wait for the connection to be established. When the connection is
established, the Host Systems panel shows the host as Connected, as shown Figure 7-14.

Last Update: Aug 7, 2013 4:31:12 P

= _ Host Systems

—

%‘E

Add Host Connection

Choose Host System... Go

Figure 7-14 Host System panel that shows the host is connected

Now we are ready to create the session. The process of creating a HyperSwap enabled
session is the same as any other DS8000 session (see 4.3, “Managing DS8000 sessions” on
page 201). When at least one Host System is defined, the HyperSwap options are made
available for the HyperSwap capable session types.

To enable the HyperSwap for a session, select the Manage H1-H2 with HyperSwap option in
the Session Properties panel and then select the system (or Sysplex) from the drop-down
menu, as shown in Figure 7-15 on page 372.
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372

Properties

Name and describe the s=s=ion.

*5Sexzion name

ITSO-MM-HS

Description
sample session

ESS 7 DS Metro Mirror Options:

Basic DOptions: z/ 0S5 Management:
System or sysplex
D Fail MM/ GL if targ=t is onlin= {CKD hj. H.P -
onhy) No association -
' 1 No zesociation n is required for handen=d free=ze and HyperSwap management.

Metro Mirror Suspend Policy:

Hold [0 after Suspend

@ Releses O amer Suspend

DDis: bl= HyperSwap

On Configuration Errar:

@ cartition the system{s) cut of the sysplex
'/ Dizable Hyp=rSwap

On Planned HyperSwap Error;

Y./ Partition out the failing sy=t=m{=) and continwe =wap proce==ing on the remaining
=ystem{s)

@ pisapie Hyp=rSwap aft=r stt=mpting backout
On Unplanned HyperSwap Error:

@) cartition cut the failing =yst=m{=) and continue =wap proc=ssing on the remaining
=ystem{s)

'/ Dizable Hyp=rSwap after att=mpting backout

Figure 7-15 Sysplex selection in the Session Properties panel

Click Next and complete the session creation process. By opening the Session Details panel
(see Figure 7-16), we can see that an association with a z/OS system is shown, which means
that the session is HyperSwap enabled.

i i Last Update: Aug 7, 2013 4:42:22 Fl

Session Details F :

ITSO-MM-HS

Select Action: +~ |Go ;ﬁtlru errug;:giluver,’hilh«:k

Status @ rmactve §=>

State Defines 1 H2

Aetive Host 1

Recoverable N=

Description zample zzzzion(madity)

Copy Sets 1 (vizw)

( 2/0S Associstion  CAFTKEND (syzplex) )

Participating Role Pairs:

Figure 7-16 Session Details panel that shows the z/OS association
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The z/OS components still show that there is no active configuration to manage, as shown in
Figure 7-17.

D HS,CONFIG
I0SHM03041 Active Configurations
No configuration data

D HS,STATUS

IOSHMO303I HyperSwap Status
Replication Session: N/A
Socket Port: 5858
HyperSwap disabled:

No configuration data
SYSTEM1:

No configuration data

Figure 7-17 z/OS displays

Select Start H1 — H2 from the Select Action drop-down menu and click Go to start the
session. During the session starting process, Tivoli Storage Productivity Center for
Replication performs the following tasks, which are also reported in the console log (see
Figure 7-18.):

» Establishes the mirroring relationships (in this example, there is only a Metro Mirror) and
waits until all of the replication is in consistent state

» Loads the mirroring configuration to the HyperSwap address space

=
Lo i chilfrer mezzages
& 2 13 4:45:15 BM : dbZadmin - T 171 - Suscmssfully gract=d the sdministrator rmle b= DEZUSERS,
3 s 4:45-3E DM : dbZadmir - IWNR10ZET : The Start Hi->HZ czmmand in the [TS0-MM-HS seesion was izsusd.
= == == =
B 4:45:42 PM : dbZadmin - TW] : Starting all pairs in role pair HL-H2 ...
4:45:43 PM : dbZadmin - TW] - Waiting far all paits in role pair H1-HE tz rmach = stats of Preparsd

13 4:45:43 PM : dbZadmin : IWNR1026I : The Start H1-»H2 command in the ITS0-MM-HS se=sion completed. J

L 1 children messages
B B0T . TOlT R AT AT TN ¢ ODIRamin T TN ITotl © Senon TS0 M-S charged Trom The Delined Stai= 10 the Frepenng siete.
[ w5 7. 2013 4:45:56 PM : db2admin : TWNRADLEL :

Suzzmsstully grant=d the sessicn cperator role t= DEZUSERS,

==
3 4:46:04 PM : dibZadmin : TW
4:46:04 PM : dbZadmin : TW|

B
& 2
A 4:46:08 PM : dbZadmin : TWI
[ fwg 7. 2013 4:46:08 PM - bTadmin - I

ol Starage Preductivity Cnter far Reglication is attempting 2 lead of typs &/05 HypsrSwap for s=msion [TS0-MM-HS,

=xzion [TS0-MM-HS changsd from the Freparing stat= io the Prepar=d state,

- Basic HyperSwap iz srabled Tor szssion [TS0-MM-HS, 2 )

[: Load of typ= 2/0S Hyp=rSwap for s=ssion [TS0-MM-HS completed.

Figure 7-18 Tivoli Storage Productivity Center for Replication console log
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374

After the session configuration is successfully loaded to z/OS, the HyperSwap management
is now performed by the z/OS IOS component (which is in the Syslog), as shown in
Figure 7-19.

16.

16.
16.
16.
16.
16.
16.
16.
16.
16.
interval
16.55.21
16.55.25
16.55.25

584
584
54.
585
585
55.
55.
55
55.
55.
55.
55.
55.
55.

52

21
21

.21

21
21
21
21
21
21

16.54.50 STCO0054 I0SHMO0201I

HyperSwap Configuration LoadTest fails 584

Reason: Configuration Validation fails on member SYSTEM1
Reason Code: 40. Devices: 00F43-00F83

STCO0054 TIOSHM0201I

HyperSwap Configuration LoadTest fails 585

Reason: Configuration Validation fails on member SYSTEM1
Reason Code: 50. Devices: 00F83-00F43

STC00054 I0SHMO5011
STC00054 I0SHMO5011
STC00054 I0SHM0200I
STC00054 *I0SHMO803E
STC00054 I0SHMO0805I
STC00054 I0SHMO5011
STC00054 I0SHMO5011
STC00054 I0SHMO5011
STC00054 I10SHM0808I
= 5 minutes

STC00054 I0SHMO5011
STC00054 I0SHMO0305I
STC00054 I0SHMO300I

Response from API for FC = 0, RC = 4, Rsn = 0
Response from API for FC = 1, RC = 0, Rsn = 3
HyperSwap Configuration Load complete
HyperSwap enabled with Timited capability
HyperSwap Enabled

Response from API for FC = 0, RC = 0, Rsn = 0

Response from API for FC 19, RC = 0, Rsn = 2
Response from API for FC = 13, RC = 0, Rsn = 0
HyperSwap Configuration Monitoring started, time

Response from API for FC = 15, RC = 0, Rsn = 0
HyperSwap allowed by operator
HyperSwap function enabled for all PPRC pairs

Figure 7-19 HyperSwap address space that shows the configuration loading

Note: The IOSHM0201I LOADTEST fails messages (as shown in Figure 7-19) are typical
and used by Tivoli Storage Productivity Center for Replication to assure that they identify
which of the storage systems is the primary.

Querying the z/0OS components, an active configuration is now shown, as shown in
Figure 7-20 on page 375.
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D HS,CONFIG

I0SHM03041 Active Configurations

Replication Session Name Replication Session Type
ITSO-MM-HS HyperSwap

D HS,CONFIG(DETAIL)

I0SHM03041 HyperSwap Configuration

Replication Session: ITSO-MM-HS

Prim. SSID UA  DEV# VOLSER Sec. SSID UA  DEV# Status
06 03 O00F43 8K1103 06 03 00F83

D HS,STATUS

TI0SHM03031 HyperSwap Status

Replication Session: ITSO-MM-HS

Socket Port: 5858

HyperSwap enabled

New member configuration load failed: Disable
PTanned swap recovery: Disable

Unplanned swap recovery: Disable

FreezeAll: Yes

Stop: No

Figure 7-20 z/OS display that shows the configuration status

Finally, the Tivoli Storage Productivity Center for Replication shows the session in HyperSwap
enabled status by showing a green H in the drawing that represents the session, as shown in

Figure 7-21.
Session Details Last Update: Aug 7, 2013 4:4:52 PM
ITSO-MM-HS
Select Action: + |Go ;ﬁt{u erruBL:ngluver.’Fuilhtck
stetus > P
[} tz

Ne
2/0S Associstion  CAFTKENT (sysplex)

Participiting Role Pairs:

Figure 7-21 Session Details panel that shows the HyperSwap enabled status
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Now that the configuration is loaded in the z/OS address space, we can perform a
HyperSwap test. The volume 8K1103 is online with the device number 0F43, as shown in
Figure 7-22.

D U,VOL=8K1103

RESPONSE=SYSTEM1

IEE4571 17.14.51 UNIT STATUS 220

UNIT TYPE STATUS VOLSER VOLSTATE
0F43 3390 0 8K1103 PRIV/RSDNT

Figure 7-22 z/OS display that shows the device number for volume 8K1103

From the Session Detail panel, select HyperSwap from the Select Action drop-down menu
(as shown in Figure 7-23) and click Go.

Session Details Last Update: dug 7, 2013 517:13 Flt
ITS0-MM-HS
Select Action Jor |Go suﬁtlm M-m;:uuwuﬁmm.ck
Select Action:
Actions....

Emf

Hyperswap
Start H1-:H2
Stop
Suspend

Modify...
Add Copy Sets
Modify Site Location(s)...
View / Modfy Properties

Remo\re-.-(-law Sets
Remove Session
Teminate

Other_.
Export Copy Sets
Refresh States
View Copy Sets
View Messages

Figure 7-23 Session Details panel that shows the HyperSwap action

Click Yes in the confirmation panel, as shown in Figure 7-24.

_

Bk11 Bkl

&=&

H1 HZ

Fal IWNR1B2Z3IW
/ I % [fwg 7, 2013 5:1B:04 PM] This command will mow= application I/ 0 from Bk11 to BkOS for
s===ion ITSO-MM-HS. Do you want to continuwe?

hi] Mo

Figure 7-24 Confirmation panel
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The HyperSwap process starts and the z/OS system log reports the actions that are
performed by HyperSwap address space, as shown Figure 7-25.
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STC00054
STC00054
STC00054
STC00054
STC00054
STC00054
STC00054
STC00054
STC00054
STC00054
STC00054
STC00054
STC00054

I0SHM04001
I0SHM04241
I0SHM04011
I0SHM04241
I0SHM04171
I0SHM04241
I0SHM04021
IOSHM05011
I0SHM04171
I0SHM04241
I0SHM04031
I0SHM04041
IOSHM05011
I0SHM04171
I0SHM04241
I0SHM04051
I0SHM04061
I0SHM05011
I0SHM04171
I0SHM04241
I0SHM04071
I0SHM04081
I0SHM05011
I0SHM04171
I0SHM04241
I0SHM04091
I0SHM04101
I0SHM05011
I0SHM04171
I0SHM04241
IOSHMO04111
IOSHM05011
I0SHM04291
I0SHM04121
I0SHM05011
I0SHM04171
I0SHM04241
I0SHM04131
*I0SHMO803E
TOSHM08091
I0SHM05011
I0SHM04171
I0SHM04241
I0SHM04141
I0SHM02001
I0SHM04241

17:18:41.68 HyperSwap requested

Master status = 00000000 00000000 0000000F00000000

17:18:41.68 Planned HyperSwap started - UserExit

Master status = 00000000 00000000 0000000F01000000

0:00:00.00 Response from SYSTEM1, API RC = 0, Rsn = 2

Master status = 00000000 80000000 0000000F01000000

17:18:41.69 HyperSwap phase - Validation of I/0 connectivity starting
Response from API for FC = 14, RC = 0, Rsn = 0

17:18:41.70 Response from SYSTEM1, API RC = 0, Rsn = 0

Master status = 00000000 80000000 0000000F02000000

17:18:41.70 HyperSwap phase - Validation of I/0 connectivity completed
17:18:41.70 HyperSwap phase - Freeze and quiesce DASD I/0 starting
Response from API for FC = 17, RC = 0, Rsn = 0

17:18:41.71 Response from SYSTEM1, API RC = 0, Rsn = 0

Master status = 00000000 80000000 0000000F03000000

17:18:41.71 HyperSwap phase - Freeze and quiesce DASD I/0 completed
17:18:41.71 HyperSwap phase - Failover PPRC volumes starting
Response from API for FC = 10, RC = 0, Rsn = 0

17:18:41.72 Response from SYSTEM1, API RC = 0, Rsn = 0

Master status = 00000000 80000000 0000000F04000000

17:18:41.72 HyperSwap phase - Failover PPRC volumes completed
17:18:41.72 HyperSwap phase - Swap UCBs starting

Response from API for FC = 3, RC = 0, Rsn = 0

17:18:41.73 Response from SYSTEM1, API RC = 0, Rsn = 0

Master status = 00000000 80000000 0000000F05000000

17:18:41.73 HyperSwap phase - Swap UCBs completed

17:18:41.73 HyperSwap phase - Resume DASD I/0 starting

Response from API for FC = 6, RC = 0, Rsn = 0

17:18:41.84 Response from SYSTEM1, API RC = 0, Rsn = 0

Master status = 00000000 80000000 0000000F06000000

17:18:41.84 HyperSwap phase - Resume DASD I/0 completed

Response from API for FC = 18, RC = 0, Rsn = 0

17:18:41.84 HyperSwap processing issued an UnFreeze

17:18:41.84 HyperSwap phase - Cleanup starting

Response from API for FC = 12, RC = 0, Rsn = 0

17:18:41.85 Response from SYSTEM1, API RC = 0, Rsn = 0
Master status = 00000000 80000000 0000000F08000000
17:18:41.85 HyperSwap phase - Cleanup completed
HyperSwap Disabled

HyperSwap Configuration Monitoring stopped

Response from API for FC = 0, RC = 4, Rsn = 0
0:00:00.00 Response from SYSTEM1, API RC = 0, Rsn = 0

Master status = 20000000 00000000 0000000F09000000
17:18:41.86 Planned HyperSwap completed
HyperSwap Configuration Purge complete
Master status = 20000000 00000000 0000001000000000

Figure 7-25 z/OS system log showing the ongoing HyperSwap

Note: Message “I0SHM04291 17:18:41.84 HyperSwap processing issued an UnFreeze” (as shown in Figure 7-25)
indicates that the HyperSwap is complete now. After Resume and UnFreeze are complete, I/Os resumes
processing. Cleanup is not necessary for the applications and system to resume running and is purposely

designed to avoid the use of CPU resources (which potentially take a long time) so that the customer's
applications can continue.
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Also, the Tivoli Storage Productivity Center for Replication console log shows the HyperSwap
replication messages, as shown in Figure 7-26.

ﬂ Bug 7, - dbZadmin : IWNRZ4400 : Load of type z/05 HyperSwap for s==sion ITS0-MM-HS completed.
Bug 7, - dbZadmin : IWNR4013I : Swoo=ssfully revoked acoess from DEZUSERS.
By T, = dbZadmin : IWNR10ZEI : The Hyp=rswap command in the ITSO-MM-HS s=ssion was isseed.

B g7,
ﬂ Bug 7, X - dbZadmin : IWNRZ404] : A Basic HyperSwap was sucoessfully performed for ses=ion ITS0-MM-HS.
ﬂ Awg 7, 2013 3:18:33 PM : dbZadmin : IWNREDDLI : Stopping all pairs in role pair H1-HZ ...

E Awg 7, 2013 3:18:33 PM : dbZadmin : IWNREDDMI : Recovernng all pairs in role pair H1-H2 ...

B w57, 2013 5:1
Lo 1 childrer messaces

ﬂ Bwg 7, 2013 5:18:33 PM : dbZadmin : IWNR1950 : Sexsion ITS0-MM-HS changed from the Prepared state to the Targel &vailable state.

= dbZadmin : IWNRE0ZZ] : Issuing Hyp=rswap to role pair H1-HZ...

33 PM : dbZadmin : IWNR1026I : The Hyp=rswap command in the ITSO-MM-HS session completed.

Figure 7-26 Console log that shows the HyperSwap messages

Checking the volume 8K1103, we can see that the volume is now online with device number
0F83 (see Figure 7-27), which proves that the HyperSwap occurred.

RESPONSE=SYSTEM1

IEE4571 17.19.50 UNIT STATUS 220

UNIT TYPE STATUS VOLSER VOLSTATE
OF83 3390 0 8K1103 PRIV/RSDNT

Figure 7-27 z/OS display that shows the device number for volume 8K1103

The session now shows Normal status and Target Available state, as shown in Figure 7-28.

H H Last Update: Aug 7, 2013 5:15:44 FM

Session Details " :

A Hyp=rswap [TS0-MM-HS - IWNR1036L - Success - (Opan Consols) : Completed

ITS0-MM-HS

Select Action: - Go ;fﬁm err;;:nluver.’imlh-:k

Status [ [p—— I @gl

State Targel tvailabie H1 H2

Recoverable ez

Description =ample session(madity]

Copy Sets 1 (view)

Transitioning Mo

2/0S Associstion  CAFTKENI (sysplex)

Participating Role Pairs:

) Hz o 1 o Nf& MM Pasg 7. 2013 5:1B:33 PM

Figure 7-28 Session Details panel that shows the session status after the HyperSwap
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Following the HyperSwap, the configuration was purged and the HyperSwap disabled, as
shown in Figure 7-29.

D HS,STATUS

17.20.16 STC00054 IOSHMO303I HyperSwap Status 672 672

672 Replication Session: N/A
672 Socket Port: 5858

672 HyperSwap disabled:

672 No configuration data
672 SYSTEM1:

672 No configuration data

Figure 7-29 z/OS displays that shows there is no configuration loaded

To return to the original configuration, we first must restore the Metro Mirror. Select the Start
H2 — H1 action and wait for the session to go into Normal status. The new configuration is
then loaded to the HyperSwap address space, as shown is Figure 7-30.

D HS,CONFIG(DETAIL)

17.47.11 STCO0054 I0SHM0304I HyperSwap Configuration 607 607

607 Replication Session: ITSO-MM-HS
607 Prim. SSID UA  DEV# VOLSER Sec. SSID UA DEVE Status
607 06 03 O00F83 8K1103 06 03 O0O0F43

Figure 7-30 z/OS displays that shows a new configuration is loaded

To perform the final HyperSwap, we simulate an outage on primary storage system by
running the VARY O0F83,0FFLINE,FORCE command. This action triggers an unplanned
HyperSwap, as shown in Figure 7-31 on page 380.

Note: Running this command is called boxing the device. You can “unbox” the device by
running a VARY 0F83,0NLINE,UNCOND command on the old primary. The device does not
come online because of duplicate volume serial (volser) numbers; however, this should be
sufficient to unbox the device.
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I0SHM04001
I0SHM04241
IOSHM04011
I0SHM04241
I0SHM04171
I0SHM04241
I0SHM04021
I0SHM05011
I0SHM04171
I0SHM04241
I0SHM04031
I0SHM04041
I0SHMO5011
I0SHM04171
I0SHM04241
I0SHM04051
I0SHMO5011
I0SHMO5011
I0SHM04061
I0SHM05011
I0SHM04171
I0SHM04241
I0SHM04071
I0SHM04081
I0SHM05011
I0SHM04171
I0SHM04241
I0SHM04091
I0SHM04101
I0SHM05011
I0SHMO04171
I0SHM04241
I0SHM04111
IOSHM05011
10SHM04291
I0SHM04121
T0SHMO5011
I0SHM04171
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I0SHM04131
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I0SHM04171
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I0SHM02001
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17:50:46.62 HyperSwap requested

Master status = 00000000 00000000 0000001000000000

17:50:46.62 Unplanned HyperSwap started - ENF

Master status = 00000000 00000000 0000001001000100
0:00:00.00 Response from SYSTEM1, API RC = 0, Rsn = 2

Master status = 00000000 80000000 0000001001000100

17:50:46.64 HyperSwap phase - Validation of I/0 connectivity starting
Response from API for FC = 14, RC = 0, Rsn = 0

17:50:46.65 Response from SYSTEM1, API RC = 0, Rsn = 0

Master status = 00000000 80000000 0000001002000100

17:50:46.65 HyperSwap phase - Validation of I/0 connectivity completed
17:50:46.65 HyperSwap phase - Freeze and quiesce DASD I/0 starting
Response from API for FC = 17, RC = 0, Rsn = 8

17:50:46.66 Response from SYSTEM1, API RC = 0, Rsn =0

Master status = 00000000 80000000 0000001003000100

17:50:46.66 HyperSwap phase - Freeze and quiesce DASD I/0 completed
Response from API for FC = 96, RC = 0, Rsn = 0

Response from API for FC = 97, RC = 0, Rsn = 0

17:50:46.66 HyperSwap phase - Failover PPRC volumes starting

Response from API for FC = 10, RC = 0, Rsn =0

17:50:46.67 Response from SYSTEM1, API RC = 0, Rsn =0

Master status = 00000000 80000000 0000001004000100

17:50:46.67 HyperSwap phase - Failover PPRC volumes completed

17:50:46.67 HyperSwap phase - Swap UCBs starting

Response from API for FC = 3, RC = 0, Rsn =0

17:50:46.68 Response from SYSTEM1, API RC = 0, Rsn =0

Master status = 00000000 80000000 0000001005000100

17:50:46.68 HyperSwap phase - Swap UCBs completed

17:50:46.68 HyperSwap phase - Resume DASD I/0 starting

Response from API for FC = 6, RC = 0, Rsn = 0

17:50:46.79 Response from SYSTEM1, API RC = 0, Rsn =0

Master status = 00000000 80000000 0000001006000100

17:50:46.79 HyperSwap phase - Resume DASD I/0 completed

Response from API for FC = 18, RC = 0, Rsn = 8

17:50:46.79 HyperSwap processing issued an UnFreeze

17:50:46.79 HyperSwap phase - Cleanup starting
Response from API for FC = 12, RC = 0, Rsn = 0
17:50:46.80 Response from SYSTEM1, API RC = 0, Rsn
Master status = 00000000 80000000 0000001008000100
17:50:46.80 HyperSwap phase - Cleanup completed
HyperSwap Disabled

HyperSwap Configuration Monitoring stopped
Response from API for FC = 0, RC = 4, Rsn = 0
0:00:00.00 Response from SYSTEM1, API RC = 0, Rsn
Master status = 20000000 00000000 0000001009000100
17:50:46.80 Unplanned HyperSwap completed
HyperSwap Configuration Purge complete

Master status = 20000000 00000000 0000001100000100
HyperSwap Configuration LoadTest complete

n
o

n
o

Figure 7-31 Unplanned HyperSwap related messages in the z/OS system log
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7.5 Use cases

Most z/OS customers require continuous availability and disaster recovery to protect their
business applications. To address the high availability requirements of business applications,
many z/OS customers implemented Parallel Sysplex. However, high availability also must be
extended to storage systems. Storage systems today manage more data and, therefore, the
effect of a storage system outage is more widespread, often affecting a Parallel Sysplex and
potentially causing a Parallel Sysplex wide outage.

To address these outages, the HyperSwap technology helps mask storage system failures
with an Extended Long Busy function (ELB) to the application I/O followed by a redirection of
that 1/0 to a recovered secondary device. By using this technology, there is no effect on
business applications when a storage system planned or unplanned outage occurs.

In this section, two high availability and Disaster Recovery scenarios and the possible
solutions that are based on HyperSwap technology are described.

Scenario 1: Active-Active campus configuration

An Active-Active campus is a high availability solution that often is based on advanced
clustering and data replication technologies. This kind of solution provides continuous
availability features, which implement hardware redundancy in multiple locations and
sophisticated software facilities that allow workload switching among the sites. Also, data
replication plays an important role in this kind of solution, which provides a consistent copy of
data across the campus.

In a typical Active-Active campus configuration, the application workload is running in two
separate sites that are interconnected through LAN and SAN extensions. Consistent copies
of the data are continuously present in both sites. This solution can manage (transparently to
the users) various critical situations, such as single or multiple hardware failures or even an
entire site failure. In terms of business continuity, the Active-Active campus configuration
cannot be considered a Disaster Recovery solution because, the connection latency
overhead often requires a relatively short distance between the campus sites that do not
survive in the case of major natural disasters.

Figure 7-32 on page 382 shows a schematic representation of an Active-Active campus
configuration that is based on System z and DS8000 technologies.
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Figure 7-32 Active-Active campus configuration

In this scenario, the application workload is running in Site A and Site B. The Parallel Sysplex
facility manages the availability of the application across the sites while the data is replicated
by using synchronous mirroring technologies, such as DS8000 Metro Mirror. To manage the
data replication and the data availability, a Tivoli Storage Productivity Center for Replication
for an Open systems solution can be implemented.

Figure 7-33 on page 383 shows a possible implementation of Tivoli Storage Productivity
Center for Replication for Open systems to manage the data availability for this scenario. In
this solution, an Active-Standby Tivoli Storage Productivity Center for Replication
configuration is deployed across the two sites, with the active server running on the primary
storage site (Site A). An IP connection is provided to manage the storage systems and to
communicate with the z/OS HyperSwap address spaces. A Metro Mirror Failover/Failback
session with HyperSwap enabled is defined to Tivoli Storage Productivity Center for
Replication to manage this kind of configuration. With the Parallel Sysplex facilities, this Tivoli
Storage Productivity Center for Replication implementation provides high availability features
that cover many failure scenarios.

Note: A Parallel Sysplex is not required to use z/OS HyperSwap. A customer can also use
z/OS HyperSwap with a non-parallel sysplex. For example, a sysplex without a Coupling
Facility (CF) or with a system that is running in XCF-local mode.
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Figure 7-33 Open systems implementation for an Active-Active campus configuration

Note: For more information about Tivoli Storage Productivity Center for Replication
HyperSwap on z/OS, see IBM Tivoli Storage Productivity Center for Replication for
Series z, SG24-7563, which is available at this website:

http://www.redbooks.ibm.com/redpieces/abstracts/sg247563.htm1?0pen
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Figure 7-34 shows a primary storage systems failure in Site A.
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Figure 7-34 Primary storage systems failure in an Active-Active campus configuration

In this case, the failure of primary storage system triggers a HyperSwap that allows
application transparent switching to the auxiliary storage systems.

Tivoli Storage Productivity Center for Replication for Open Systems




Figure 7-35 shows a complete Site A failure.
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Figure 7-35 Entire primary site failure in an Active-Active campus configuration

The HyperSwap capabilities of Tivoli Storage Productivity Center for Replication enable the
applications that are running on Site B to survive the Site A failure by switching to the Site B
storage systems. In addition, the Parallel Sysplex facilities allow an application that is
switching from Site A to Site B with minimal or no downtime.

Scenario 2: Three-site configuration

A three-site configuration combines the high availability features of an Active-Active campus
configuration with Disaster Recovery capabilities. In addition to the infrastructure that is
required for the campus solution, a remote third site is provided with computing capabilities
and storage capacity for Disaster Recovery purposes. To make this solution effective in terms
of Recovery Time Objective (RTO) and Recovery Point Objective (RPO), more data
replication capabilities must be provided to ensure data availability at the remote site.

Furthermore, to be considered effective in terms of Disaster Recovery, a three-site solution
must have sufficient distance between the campus sites and the remote site such that it
ensures the survival of at least one site in the case of major disaster. For this reason, the
distance between the campus sites and the remote site often does not allow the use of
synchronous replication technologies because of the latency effects on write operations.
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Figure 7-36 shows a schematic representation of a three-site configuration that is based on
System z and DS8000 technology.
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Figure 7-36 Three-site configuration

In this scenario, the application workload is usually running in a campus infrastructure.
Asynchronous mirroring technologies, such as DS8000 Global Mirror, are used to replicate
the data from the intermediate site (Site B) to the remote site (Site C). Combining HyperSwap
capability and Global Mirror management facilities, Tivoli Storage Productivity Center for
Replication for Open Systems provides a single point of control for data availability
management, monitoring, and alerting.

Figure 7-37 on page 387 shows a possible implementation of Tivoli Storage Productivity
Center for Replication for Open systems to manage the data availability for this scenario. In
this solution, an Active-Standby Tivoli Storage Productivity Center for Replication
configuration is deployed across two sites, with the active server running on the primary
storage site (Site A) and the Standby server in the remote site (Site C). An IP connection is
provided to manage the storage systems and to communicate with the z/OS HyperSwap
address spaces. A Metro Global Mirror session with HyperSwap enabled is defined to Tivoli
Storage Productivity Center for Replication to manage this kind of configuration. In addition to
the failure scenarios that were described for the Active-Active configuration, this Tivoli
Storage Productivity Center for Replication implementation provides protection from other
unplanned disastrous events.
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Figure 7-37 Tivoli Storage Productivity Center for Replication implementation for a three-site configuration

Figure 7-38 shows the entire Site B failure.
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Figure 7-38 Intermediate site failure in a three-site configuration
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In this case, the disaster affects only the application that is running in Site B and the Parallel
Sysplex facilities can help to minimize the business effects. From the Disaster Recovery point
of view, the Tivoli Storage Productivity Center for Replication provides capabilities to restart
the replication to remote site directly from the primary site without requiring a full copy of the
data by using the Global Mirror Incremental Resync feature. Figure 7-39 shows a complete

production campus failure scenario.
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Figure 7-39 Production campus failure in a three-site configuration

A complete production campus failure is a Disaster Recovery scenario that requires a full
recovery of the operations to the remote site. Tivoli Storage Productivity Center for
Replication also offers all of the capabilities that are needed to perform the data recovery
operations and the functionalities to return to the original three-site configuration (Go-home
procedures).
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Hints and tips

In this chapter, we offer information that we encountered while we were writing this book that
might help you. It includes support references and helpful tips.

This chapter includes the following topics:

Introduction

VMware, DS8000, and Tivoli Storage Productivity Center for Replication
DS8000 LSS symmetry

HyperSwap enabled sessions troubleshooting

Stuck in a particular state

High availability server platforms

Simple Network Management Protocol setup

Tivoli Storage Productivity Center for Replication logging
Auto refresh rate

User authentication issues

IBM Software Support Lifecycle

Tivoli Storage Productivity Center support matrix
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8.1 Introduction

In this chapter, we include the information that we found helpful at the time of this writing. We
advise that before you take any action, you search for the latest support bulletins and alerts
because the situation might be improved, was fixed, or new functionality might be added in
versions were released after this publication was produced.

For more information about supported hardware, platforms, and products for each Tivoli
Storage Productivity Center for Replication version, see this website:

http://www-01.1ibm.com/support/docview.wss?uid=swg21386446

8.2 VMware, DS8000, and Tivoli Storage Productivity Center for
Replication

In this section, we describe some hints and tips for running VMware in a Tivoli Storage
Productivity Center for Replication environment. Also described are VMWare vStorage API
for Array Integration (VAAI) usage and tips for running with DS8000.

8.2.1 Hosting by using virtual servers

The main goal of the use of the VMware Compute Core feature is to virtualize server
resources and aggregate them in logical pools that can be allocated to multiple workloads.
vSphere ESXi is the virtualization layer that abstracts server hardware resources and shares
them with multiple virtual machines. By running vMotion, you can migrate running virtual
machines between hosts. However, if you install Tivoli Storage Productivity Center for
Replication into a virtual VMware server and run a vMotion, Tivoli Storage Productivity Center
for Replication often disables the communication between the Tivoli Storage Productivity
Center for Replication server and its managed storage resources.

Tip: Use the High Availability options that are available for Tivoli Storage Productivity
Center for Replication as described in 1.3, “Architecture” on page 7, and use dedicated
hardware resources to host Tivoli Storage Productivity Center for Replication server.

8.2.2 VAAI and DS8000

VMware VAAI uses specific functions from the storage array hardware to drive vSphere
vStorage operations.

For instance, for VAAI XCOPY, IBM FlashCopy at the track level is used. To use the VAAI
XCOPY primitive, the FlashCopy feature of the DS8870 must be enabled. This means that a
FlashCopy license for Fixed Block capacity is required.

In any instance in which XCOPY is not supported, the storage array indicates to the host that
XCOPY is not supported, and the host performs the copies. The only impact to applications is
that operations that might otherwise use XCOPY do not get the benefit of hardware
acceleration.

You should take the standard precautions concerning code versions compatibility. Check
code versions compatibility if you are planning to use VAAI with DS8000, and even more so if
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you are planning to combine VAAI features with DS8000 Copy Services that are managed
directly or by using Tivoli Storage Productivity Center for Replication.

The first step is to make sure that you have the appropriate DS8000 firmware version.
Previous versions of DS8000 firmware had problems with the VAAI Zero Blocks/Write same
features, which can be easily solved with a firmware upgrade or a workaround. For more
information, see the Flash alert that is available at this website:

http://www-01.ibm.com/support/docview.wss?uid=ssg1S1004112

Check the IBM System Storage Interoperation Center (SSIC) and select the VMware
Operating System version that you use. The SSIC is available at this website:

http://www-03.1ibm.com/systems/support/storage/ssic/interoperability.wss

The next step is to carefully plan your remote replication sessions and topology. Remember
the restrictions and limitations when you are cascading copy services across volumes. If you
plan to use VAAI XCOPY, the following restrictions apply:

» A Fixed Block FlashCopy license is required.

» Logical unit numbers (LUNSs) are used by the ESX and ESXi servers must not be larger
than 2 TB. For optimal performance, use volumes of 128 GB or less.

» Track Space Efficient volumes and Extent Space Efficient volumes cannot be used.
» The target of an XCOPY operation cannot be a Remote Mirror source volume.

8.3 DS8000 LSS symmetry

Unlike the IBM ESS800 systems, logical subsystems (LSSs) are logical constructs in the IBM
System Storage DS8000 series. A single LSS can have volumes coming from different
physical arrays. This simplifies the LSS design layout; for example, with the possibility to
assign LSSs to applications without concern of the underlying physical disk resources.

LSSs play an important role on copy services sessions. In Metro Mirror, logical paths are
defined between source and target LSSs within source and target DS8000 Storage Systems.
These logical paths run through the physical links between the storage subsystems and are
unidirectional.

To avoid having issues with logical path limits on the DS8000s, we recommend that you
configure your remote copy sessions with a one-to-one, symmetrical LSS configuration. In the
DS8000, this is achieved by, for example, making all volumes that are defined in DS8000 #1
LSS 00 that are mirrored to remote DS8000 #2 have their respective target volumes, also in
LSS 00.

For more information, see IBM System Storage DS8000 Copy Services for Open Systems,
SG24-6788-06, which is available at this website:

http://publib-b.boulder.ibm.com/abstracts/sg246788.html1?0pen

8.4 HyperSwap enabled sessions troubleshooting

After a Tivoli Storage Productivity Center for Replication session configuration with
HyperSwap enabled is successfully loaded in the z/OS address spaces, the HyperSwap and
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freeze capabilities are delegated to the z/OS components. For this reason, any unplanned
event regarding the Metro Mirror is managed directly by z/OS address spaces, which leaves
only the management of planned actions and monitoring operations to Tivoli Storage
Productivity Center for Replication.

If a communication loss to z/OS address spaces occurs, Tivoli Storage Productivity Center for
Replication logs some error messages in the console that states that the communication to
the 10S was interrupted. Typical Tivoli Storage Productivity Center for Replication console
messages that indicate that the isolation between Tivoli Storage Productivity Center for
Replication and z/OS IOS are reported in Example 8-1.

Example 8-1 Tivoli Storage Productivity Center for Replication to I0S connection loss messages

IWNR5429E [2013-08-15 11:51:37.388-0700] The session ITSO-MM-HS has become
disconnected from I0S while a sequence was managed by HyperSwap. Tivoli Storage
Productivity Center for Replication is currently unable to manage HyperSwap, but a
HyperSwap might still occur.

IWNR7043E [2013-08-15 11:55:38.301-0700] Unable to connect to the host
192.0.0.4:5858

Although in most cases the communication loss is caused by network issues, some basic
checking can always be performed to verify the heath status of the HyperSwap z/OS
components, including the following checks:

» Determine whether the HyperSwap address spaces are running. This check can be
performed through System Display and Search Facility (SDSF) or by using z/OS Display
Active command, as shown in Example 8-2.

Example 8-2 Display Active (D A,L) command output

10.36.38 SYSTEM1 IEE1141 10.36.38 2013.219 ACTIVITY 917 C
JOBS M/S TS USERS SYSAS INITS  ACTIVE/MAX VTAM 0AS
00002 00018 00001 00038 00008 00001/00020 00012
LLA LLA LLA NSW S DFM DFM DFM NSW S
SDF SDF SDF OWT S JES2 JES2 IEFPROC NSW S
VLF VLF VLF NSW S DLF DLF DLF NSW S
SDSF SDSF SDSF NSW S IGVDGNPP IGVDGNPP IGVDGNPP OWT S
STGINIT STGINIT STGINIT OWT S RRS RRS RRS NSW S
VTAM1 VTAM1 VTAM NSW S TCAS TCAS TSO OWT S
APPC APPC APPC NSW S ASCH ASCH ASCH NSW S
TCPIP TCPIP TCPIP NSW SO INETD1  STEP1 IBMUSER OWT AQ
FTP1 STEP1 IBMUSER OWT AO IWNSRV ~ IWNSRV ~ STEP1 IN SO
HSIBSOCK HSIBSOCK STEP NSW SO HSIBAPI HSIBAPI NSW S

IBMUSER OWT

» Review the Address Spaces job log for error messages.

» Check the HyperSwap configuration status. This check can be performed by using the
z/0OS Display HyperSwap commands, as shown in the Example 8-3.

Example 8-3 Display HyperSwap command output

D HS,STATUS
RESPONSE=SYSTEM1

IOSHM0303I HyperSwap Status 797
Replication Session: ITSO-MM-HS
Socket Port: 5858

HyperSwap enabled
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New member configuration load failed: Disable
Planned swap recovery: Disable

UnpTanned swap recovery: Disable

FreezeAll: Yes

Stop: No

D HS,CONFIG
I0SHM03041I Active Configurations
Replication Session Name Replication Session Type
ITSO-MM-HS HyperSwap

» Check the devices status by using the z/OS Display Unit and Display Matrix commands.

8.5 Stuck in a particular state

If Tivoli Storage Productivity Center for Replication Session is stuck in a particular state, the
recommended workaround in this case is to stop and restart the Tivoli Storage Productivity
Center for Replication processes by using the following scripts:

Tip: Before the server is restarted, try running the Refresh States command from the
session drop-down menu.

» Windows:

— TPC install _directory\scripts\stopTPCReplication.bat
— TPC_install_directory\scripts\startTPCReplication.bat

Default TPC_install_directory in Windows is C:\Program Files\IBM\TPC.
» AIX or Linux

— TPC install _directory/scripts/stopTPCReplication.sh
— TPC install _directory/scripts/startTPCReplication.sh

Default TPC_install_directory in AlX or Linux is /opt/IBM/TPC.

Example 8-4 shows an example of running scripts to start and restart the Tivoli Storage
Productivity Center for Replication server in Windows.

Example 8-4 Stop and Restart Tivoli Storage Productivity Center for Replication Server processes

C:\Program Files\IBM\TPC\scripts>stoptpcreplication.bat

Server replicationServer stop failed. Check server logs for details.
SUCCESS: The process with PID 3168 (child process of PID 4680) has been
terminated.

C:\Program Files\IBM\TPC\wip\bin\server.bat status replicationServer
Server replicationServer is not running.

C:\Program Files\IBM\TPC\scripts>starttpcreplication.bat
C:\Program Files\IBM\TPC\scripts>

C:\Program Files\IBM\TPC\wip\bin\server.bat status replicationserver
Server replicationserver is running.
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C:\Program Files\IBM\TPC\scripts>

8.6 High availability server platforms

When you are operating in a high availability environment, your Tivoli Storage Productivity
Center for Replication active server and standby server can be servers of the same operating
systems, or servers of different operating systems. For example, your active server can be a
Windows server and your standby server can be a Linux server or vice versa. A same-server
example is when your active server and your standby server both are AlX servers.

One such case of Tivoli Storage Productivity Center for Replication high availability is to have
your main site with the active server running on z/OS (in a Mainframe LPAR) and your
standby server running on a Windows server in the remote data center so that you do not
need a Mainframe LPAR for the standby server.

8.7 Simple Network Management Protocol setup

Tivoli Storage Productivity Center for Replication can be sent up by sending the Simple
Network Management Protocol (SNMP) traps to registered SNMP managers when various
events occur, including the following events:

» Session state change
» Configuration change

» Suspending-event notification

» Communication failure

» High-availability state change

You can use the mksnmp command-line interface (CLI) command to add a specified manager
to the list of servers to which SNMP alerts are sent. For more information about the mksnmp
command, see IBM TotalStorage Productivity Center for Replication Command-line Interface
User's Guide, SC32-0104, which is available at this website:

http://publib.boulder.ibm.com/infocenter/tivihelp/v4rl/index.jsp?topic=%2Fcom.ibm.
sspc_v13.doc%2Ffqz0_r_sspc_rep_publications.html

You can see the SNMP traps in the CsmTrace. 1og files, as shown in Figure 8-1. The figure
contains a segment of the log. As such, you can see the details of the trap that is captured
and prepared.
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[2006-06-23 16:16:12.828-07:00] Work-2 RepMgr D
com.ibm.csm.server.session.snmp.SnmpNotification sendMsg TRACE: Message:
version=1 communityString=public

errorStatus=Success

operation=V2 TRAP requestId=0 correlator=0 (

1.3.6.1.2.1.1.3:17270546,
1.3.6.1.6.3.1.1.4.1:1.3.6.1.4.1.2.6.204.2.1.3,
1.3.6.1.6.3.1.1.4.3:1.3.6.1.4.1.2,
1.3.6.1.4.1.2.6.204.3.1:ess_gmsd_cli,
1.3.6.1.4.1.2.6.204.3.2:Preparing,
1.3.6.1.4.1.2.6.204.3.3:Prepared,
1.3.6.1.4.1.2.6.204.3.4:H1)

Figure 8-1 CsmTrace.log

Additionally, the Tivoli Storage Productivity Center for Replication Server can be set up to
receive SNMP traps from the IBM ESS model 800. Although they are not required, the use of
the SNMP alert reduces the latency between the time that a freeze event occurs and the time
that Tivoli Storage Productivity Center for Replication recognizes that the event is occurring.
With or without the SNMP alert function, however, Tivoli Storage Productivity Center for
Replication maintains data consistency of its sessions during the freeze event. The SNMP
trap destination can be set up on your ESS system via the ESS Specialist.

8.8 Tivoli Storage Productivity Center for Replication logging

If problems occur within your Tivoli Storage Productivity Center for Replication server
environment, there are several different ways that you can collect logs.

8.8.1 Collecting logs by using GUI

To collect logs via the Tivoli Storage Productivity Center for Replication GUI, click the
Advanced Tools in the menu. After you reach the Advanced Tools page, click Create.

8.8.2 Collecting logs by using CLI

You can also collect logs via the Tivoli Storage Productivity Center for Replication CLI. start
by opening a command prompt from your Tivoli Storage Productivity Center for Replication
server and enter mk1ogpkg and then press Enter. The command prompt displays the location
of the logs.

8.8.3 Collecting logs manually

The logs manually also can be collected manually. You can collect the Tivoli Storage
Productivity Center for Replication logs by compressing all of the files in the following
directories:

» C:\Program Files\IBM\IBM TotalStorage Productivity Center for Replication
V3.1\WAS\profiles\CSM\Togs\

» C:\Program Files\IBM\IBM TotalStorage Productivity Center for Replication
V3.1\WAS\profiles\CSM\1ogs\CSM
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8.9 Auto refresh rate

You can customize the auto refresh rate by going to the My Work panel on the left side on the
main menu and clicking Advanced Tools. The Advanced Tools panel opens. Under the Set
browser auto-refresh rate option, you can define the refresh rate for all non-wizard panels.
The default auto-refresh rate is 30 seconds.

This might be useful if you intend to use the Tivoli Storage Productivity Center for Replication
main window to provide a continuous, visual status of your data replication sessions.

8.10 User authentication issues

In this section, we describe how to address issues that might occur when you try to log on to
Tivoli Storage Productivity Center for Replication or add a user.
These issues often occur as a result of the following problems:

» Tivoli Storage Productivity Center internal web server (WebSphere Application Server) is
not running.

» There are firewall or network issues that are blocking communication from the Tivoli
Storage Productivity Center for Replication server.

8.10.1 An error is displayed when you try to log on

396

The error that is shown in Figure 8-2 on page 396 is displayed when you try to log on to Tivoli
Storage Productivity Center for Replication and an authentication issue occurred.

Tivoli” Storage Productivity Center
for Replication

User name: |

Password: [

5 AM] The user name or password iz invalid. This might be because
the primary user registry cannot be reached and the file-based user registry is being used instead.
Use a user name and password that is in the file-based user registry. This file-based registry is set
during the installation of Tivoli $torage Productivity Center and includes the Tivoli Storage
Productivity Center common user name and password. The registry also includes the default user

ch uses the same password as the common us

Figure 8-2 Log on error
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First, try to determine whether the Tivoli Storage Productivity Center web server is working. If
it is running, check whether there are firewall or network issues. Also, check with your network
or security administrator if there were recent changes in network traffic policies.

If you cannot log in to check this problem by using any of the users you registered, you can try
to log on to Tivoli Storage Productivity Center for Replication by using the common user or the
user tpcFileRegistryUser. For more information about these default users, see 3.5.1,
“Adding Tivoli Storage Productivity Center users and groups to Tivoli Storage Productivity
Center for Replication” on page 94.

8.10.2 An error occurs when you try to add a user

If Tivoli Storage Productivity Center for Replication cannot access the repository that is used
for user authentication, you cannot add a user to Tivoli Storage Productivity Center for

Replication. Figure 8-3 on page 397 shows the error that is displayed when you try to add the
user from the Add Access wizard in the Tivoli Storage Productivity Center for Replication GUI.

Add Access =

Select Users and Groups

Select which users snd groups to sdd sccess for

IWNR4029E
[Aug 29, 2013 7:44:51 AM] Unzble to connect to the primary user registry service. It is not possible to add new users or
groups when the primary user registry service cannot be reachad.

Next>| |Finish

Figure 8-3 Add user error

First, try to determine whether the Tivoli Storage Productivity Center web server is working. If
it is running, check whether there are firewall or network issues. Also, check with your network
or security administrator if there were recent changes in network traffic policies.

8.11 IBM Software Support Lifecycle

To determine whether your Tivoli Storage Productivity Center for Replication Version is still
supported or whether you should upgrade, browse to this IBM Software Lifecyle website:

http://www.ibm.com/software/support/1ifecycle/index_t.html

Browse through the list of all products, starting with the letter T, or use your browser’s search
function to look for the product name or product ID (PID). The column on the right shows
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when the product was released and when the support ends. Select your products, and then
click View details at the bottom of the page. A list of only the selected products opens, to
which you can subscribe by using RSS technology.

8.12 Tivoli Storage Productivity Center support matrix

To find the Tivoli Storage Productivity Center support matrix for various components and
versions, browse to this Tivoli Storage Productivity Center support website:

http://www-01.1ibm.com/support/docview.wss?uid=swg21386446
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Tivoli Storage Productivity
Center for Replication and
Advanced Copy Services

In this appendix, Tivoli Storage Productivity Center for Replication integration with Advanced
Copy Services for PowerHA® System Mirror for i is introduced.

Advanced Copy Services (ACS) is a set of tools that was written by IBM Lab Services for IBM
i customers. These tools provide more functions for PowerHA SystemMirror for i that you can
use to simplify and customize your PowerHA SystemMirror for i runtime environment.
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A.1 Integration with Tivoli Storage Productivity Center for
Replication

You can use ACS to manage Metro Mirror and Metro Global Mirror copy services for the
DS8000 storage systems that are in your environment.

Integration with Tivoli Storage Productivity Center for Replication is required to manage Metro
Global Mirror replication through ACS.

Integration with Tivoli Storage Productivity Center for Replication is also required to create
consistency groups for Metro Mirror replication through ACS. If you do not want to form
consistency groups for Metro Mirror replication, Tivoli Storage Productivity Center for
Replication is not required.

To manage Metro Global Mirror replication or Metro Mirror replication with consistency
groups, you must first create the following sessions in Tivoli Storage Productivity Center for
Replication and define these sessions in ACS. The sessions that you create depend on the
copy service that you want to manage:

» Metro Mirror Failover/Failback
» Metro Global Mirror

Figure A-1 shows the ACS and Tivoli Storage Productivity Center for Replication relationship
for a three-site DS8000 environment that uses Metro Global Mirror replication.

IBM Power Systems
Production

IBM Power Systems
Backup 1

IBM Power Systems
Backup 2

Production
LPAR

Tivoli St;Jrage !

IBM Power Storage Productivity Center IBM Power Storage DSBI]I]I.] IBM Power Storage
Primary for Replication Secandary Global Mirror Tertiary
Metro Global Mirror 1 Session
P T Session ol s— !
[ SvsaAs I [ 5Y58A5 !
|, EEEEREEEF| _ _ _ _ b L B

1 |. 2 Targ H 1
M hetro Mirrar I G Source I Global Copy

Site 1 Site 2 Site 3

Figure A-1 DSB8000 three-site disaster recovery solution with Metro Global Mirror
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Note: For single-point administration, you should manage all functions and features for the
sessions, such as adding copy sets and starting the sessions, through ACS exclusively
after you define the sessions in ACS. Do not use the Tivoli Storage Productivity Center for
Replication GUI or command-line interface to manage the sessions.

For more information about ACS and Tivoli Storage Productivity Center, see the following
resources:

» PowerHA SystemMirror for IBM i Cookbook, SG24-7994, which is available at this
website:

http://publib-b.boulder.ibm.com/abstracts/sg247994.htm1?0pen
» The IBM i Advanced Copy services wiki, which is available at this website:

https://www.ibm.com/developerworks/community/wikis/home?Tang=en#!/wiki/IBM%201%
20Advanced%20Copy%20Services
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Tivoli Storage Productivity
Center for Replication integration

In this appendix, Tivoli Storage Productivity Center for Replication integration with IBM Tivoli
System Automation Application Manager is introduced.

Tivoli System Automation Application Manager is an application that provides a single point
for managing heterogeneous business resources. These resources include applications,
services, mounted disks, and network addresses.
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B.1 Integration with Tivoli Storage Productivity Center for
Replication

Tivoli System Automation Application Manager includes the Distributed Disaster Recovery
(DDR) feature that uses Tivoli Storage Productivity Center for Replication to provide a data
replication and disaster recovery solution for open systems. The DDR feature is available in
Tivoli System Automation Application Manager version 3.2 or later and requires Tivoli Storage
Productivity Center for Replication version 4.1.1.1 or later.

Tivoli System Automation Application Manager supports the Metro Mirror Failover/Failback
session for the following storage systems:

ESS800

DS6000

DS8000

SAN Volume Controller
Storwize V3500
Storwize V3700
Storwize V7000
Storwize V7000 Unified

vyVyVYyVYVYYVYYvYYyY

Tivoli System Automation Application Manager uses Tivoli Storage Productivity Center for
Replication to manage replication between two sites. To enable Tivoli System Automation
Application Manager to use Tivoli Storage Productivity Center for Replication, you must
create a replication domain and references. The replication domain points to the Tivoli
Storage Productivity Center for Replication server or the server and the standby server in a
high availability environment. The replication references point to Tivoli Storage Productivity
Center for Replication sessions.

Note: For single-point administration, you should manage all functions and features for the
Tivoli Storage Productivity Center for Replication sessions through Tivoli System
Automation Application Manager exclusively after you define the replication domain and
references in Tivoli System Automation Application Manager. Do not use the Tivoli Storage
Productivity Center for Replication GUI or command-line interface to manage the sessions.

For more information about the integration of Tivoli Storage Productivity Center for
Replication with Tivoli System Automation Application Manager, including the steps that are
required to perform the integration, see Tivoli System Automation Application Manager
Administrator's and User’s Guide, which is available at this website:

http://www.ibm.com/developerworks/servicemanagement/dca/saam/resources.html
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Figure B-1 shows the Tivoli System Automation Application Manager integration with Tivoli
Storage Productivity Center.

System Automation Application Manager

Tivoli Storage Productivity Center for Replication

Site 1

Single Modes and HA Clusters

Single Mode  Single Mode

HA Cluster

Site 2

Single Modes and HA Clusters

Repli

cation Se

Ssion

Storage Server

Storage Server

Single Mode  Single Node

HA Cluster

Figure B-1 Configuration for two-site disaster recovery
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Related publications

The publications that are listed in this section are considered particularly suitable for a more
detailed discussion of the topics that are covered in this book.

IBM Redbooks

The following IBM Redbooks publications provide more information about the topics in this
document. Some publications that are referenced in this list might be available in softcopy
only:

>

>

»

»

Tivoli Storage Productivity Center V5.2 Release Guide, SG24-8204

IBM Tivoli Storage Productivity Center for Replication for Series z, SG24-7563

IBM TotalStorage Productivity Center for Replication Using DS8000, SG24-7596
IBM TotalStorage Productivity Center for Replication on Windows 2003, SG24-7250
IBM TotalStorage Productivity Center for Replication on Linux, SG24-7411
Implementing the IBM System Storage SAN Volume Controller V6.3, SG24-7933

IBM System Storage SAN Volume Controller and Storwize V7000 Replication Family
Services, SG24-7574

IBM System Storage DS8000 Copy Services for IBM System z, SG24-6787

IBM System Storage DS8000 Copy Services for Open Systems, SG24-6788/BM System
Storage DS8000 Easy Tier Heat Map Transfer, REDP-5015

IBM X1V Storage System Copy Services and Migration, SG24-7759

You can search for, view, download, or order these documents and other Redbooks,
Redpapers, Web Docs, draft, and other materials at the following website:

http://www.ibm.com/redbooks

Other publications

The following publications also are relevant as further information sources:

»

IBM Tivoli Storage Productivity Center for Replication 5.2 for System z Installation and
Configuration Guide, SC27-4091

IBM Tivoli Storage Productivity Center for Replication 5.2 for System z User’s Guide,
SC27-4092

IBM Tivoli Storage Productivity Center for Replication 5.2 for System z Command-Line
Interface User’s Guide, SC27-4093

IBM Tivoli Storage Productivity Center for Replication 5.2 for System z Problem
Determination Guide, SC27-4094

IBM Tivoli Storage Productivity Center Version 5.2 Installation and Configuration Guide,
SC27-4058
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Online resources

The following websites also are relevant as further information sources:

» IBM Tivoli Storage Productivity Center for Replication Information Center:
http://pic.dhe.ibm.com/infocenter/tivihelp/v59rl/index.jsp

» Tivoli Storage Productivity Center support website:
http://www-01.1ibm.com/support/docview.wss?uid=swg21386446

» IBM Software Lifecyle website:
http://www.ibm.com/software/support/1ifecycle/index_t.html

» Tivoli Storage Productivity Center Suite Customer Support Technical Information
Newsletter:

http://www-01.ibm.com/support/docview.wss?uid=swg27017347

Help from IBM

IBM Support and downloads:
http:///www.ibm.com/support

IBM Global Services:

http:///www.ibm.com/services
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