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Abstract

This is the User Manual for the MySQL™ Cluster Manager, version 1.3.6. It documents the MySQL Cluster
Manager Agent and MySQL Cluster Manager Client software applications which can be used to administer
MySQL Cluster, a version of the MySQL Database System (referred to hereafter as “MySQL Server” or simply
“MySQL") that incorporates the NDB storage engine for high availability and data redundancy in a distributed
computing environment.

This Manual applies to MySQL Cluster Manager 1.3.6 and contains information that may not apply to older
versions of the MySQL Cluster Manager software. For documentation covering previous MySQL Cluster Manager
releases, see MySQL Documentation: MySQL Cluster, on the MySQL website.

MySQL Cluster Manager features.  This manual describes features that may not be included in every version
of MySQL Cluster Manager, and such features may not be included in the version of MySQL Cluster Manager
licensed to you. If you have any questions about the features included in your version of MySQL Cluster Manager,
refer to your MySQL Cluster Manager license agreement or contact your Oracle sales representative.

MySQL Cluster Manager, MySQL Server, and MySQL Cluster features.  This manual contains certain basic
information about MySQL Server and MySQL Cluster; however, it is not in any way intended as an exhaustive
reference for either of these products.

Current versions of MySQL Cluster compatible with MySQL Cluster Manager are based on versions 7.2, 7.3,
and 7.4 of the NDB storage engine; these versions of MySQL Cluster are known as “MySQL Cluster NDB 7.2,”
“MySQL Cluster NDB 7.3,” and “MySQL Cluster NDB 7.4,” respectively. MySQL Cluster functionality varies
between MySQL Cluster releases; MySQL Cluster Manager cannot supply or emulate MySQL Cluster features
that are not present in the version of the MySQL Cluster software in use.

For complete information about MySQL Server and MySQL Cluster, please refer to the appropriate version of the
MySQL Manual:

» For information about MySQL Cluster NDB 7.2, see MySQL Cluster NDB 7.2.

» For information about MySQL Cluster NDB 7.3 and 7.4, see MySQL Cluster NDB 7.3 and MySQL Cluster NDB
7.4.

If you do not have the MySQL Server and MySQL Cluster documentation, you can obtain it free of charge from the
MySQL Documentation Library, on the MySQL website.

For legal information, see the Legal Notices.

For help with using MySQL, please visit either the MySQL Forums or MySQL Mailing Lists, where you can discuss
your issues with other MySQL users.

For additional documentation on MySQL products, including translations of the documentation into other
languages, and downloadable versions in variety of formats, including HTML and PDF formats, see the MySQL
Documentation Library.

Document generated on: 2015-12-15 (revision: 45883)
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Preface and Legal Notices

This is the User Manual for the MySQL™ Cluster Manager, version 1.3.6. It documents the MySQL
Cluster Manager Agent and MySQL Cluster Manager Client software applications which can be used to
administer MySQL Cluster, a version of the MySQL Database System (referred to hereafter as “MySQL
Server” or simply “MySQL") that incorporates the NDB storage engine for high availability and data
redundancy in a distributed computing environment.

This manual does contain certain basic information about MySQL and MySQL Cluster; however, it is
not in any way intended as an exhaustive reference for either of these products.

Current versions of MySQL Cluster compatible with MySQL Cluster Manager are based on versions
7.2, 7.3, and 7.4 of the NDB storage engine; these versions of MySQL Cluster are known as “MySQL
Cluster NDB 7.2,” “MySQL Cluster NDB 7.3,” and “MySQL Cluster NDB 7.4,” respectively. MySQL
Cluster functionality varies between MySQL Cluster releases; MySQL Cluster Manager cannot supply
or emulate MySQL Cluster features that are not present in the version of the MySQL Cluster software
in use.

For complete information about MySQL Server and MySQL Cluster, please refer to the appropriate
version of the MySQL Manual:

» For information about MySQL Cluster NDB 7.2, see MySQL Cluster NDB 7.2.

» For information about MySQL Cluster NDB 7.3 and 7.4, see MySQL Cluster NDB 7.3 and MySQL
Cluster NDB 7.4.

For license information, see the Legal Notices. This product may contain third-party code. For license
information on third-party code, see Appendix B, Licenses for Third-Party Components Used in MySQL
Cluster Manager 1.3.6.

Legal Notices

Copyright © 2009, 2015, Oracle and/or its affiliates. All rights reserved.

This software and related documentation are provided under a license agreement containing
restrictions on use and disclosure and are protected by intellectual property laws. Except as expressly
permitted in your license agreement or allowed by law, you may not use, copy, reproduce, translate,
broadcast, modify, license, transmit, distribute, exhibit, perform, publish, or display any part, in any
form, or by any means. Reverse engineering, disassembly, or decompilation of this software, unless
required by law for interoperability, is prohibited.

The information contained herein is subject to change without notice and is not warranted to be error-
free. If you find any errors, please report them to us in writing.

If this is software or related documentation that is delivered to the U.S. Government or anyone
licensing it on behalf of the U.S. Government, then the following notice is applicable:

U.S. GOVERNMENT END USERS: Oracle programs, including any operating system, integrated
software, any programs installed on the hardware, and/or documentation, delivered to U.S.
Government end users are "commercial computer software" pursuant to the applicable Federal
Acquisition Regulation and agency-specific supplemental regulations. As such, use, duplication,
disclosure, modification, and adaptation of the programs, including any operating system, integrated
software, any programs installed on the hardware, and/or documentation, shall be subject to license
terms and license restrictions applicable to the programs. No other rights are granted to the U.S.
Government.

This software or hardware is developed for general use in a variety of information management
applications. It is not developed or intended for use in any inherently dangerous applications, including
applications that may create a risk of personal injury. If you use this software or hardware in dangerous
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Legal Notices

applications, then you shall be responsible to take all appropriate fail-safe, backup, redundancy, and
other measures to ensure its safe use. Oracle Corporation and its affiliates disclaim any liability for any
damages caused by use of this software or hardware in dangerous applications.

Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be
trademarks of their respective owners.

Intel and Intel Xeon are trademarks or registered trademarks of Intel Corporation. All SPARC
trademarks are used under license and are trademarks or registered trademarks of SPARC
International, Inc. AMD, Opteron, the AMD logo, and the AMD Opteron logo are trademarks or
registered trademarks of Advanced Micro Devices. UNIX is a registered trademark of The Open Group.

This software or hardware and documentation may provide access to or information about content,
products, and services from third parties. Oracle Corporation and its affiliates are not responsible

for and expressly disclaim all warranties of any kind with respect to third-party content, products,

and services unless otherwise set forth in an applicable agreement between you and Oracle. Oracle
Corporation and its affiliates will not be responsible for any loss, costs, or damages incurred due to
your access to or use of third-party content, products, or services, except as set forth in an applicable
agreement between you and Oracle.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility Program
website at
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support through My Oracle
Support. For information, visit

http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info or visit http://www.oracle.com/pls/topic/lookup?
ctx=acc&id=trs if you are hearing impaired.

This documentation is NOT distributed under a GPL license. Use of this documentation is subject to the
following terms:

You may create a printed copy of this documentation solely for your own personal use. Conversion

to other formats is allowed as long as the actual content is not altered or edited in any way. You shall
not publish or distribute this documentation in any form or on any media, except if you distribute the
documentation in a manner similar to how Oracle disseminates it (that is, electronically for download
on a Web site with the software) or on a CD-ROM or similar medium, provided however that the
documentation is disseminated together with the software on the same medium. Any other use, such
as any dissemination of printed copies or use of this documentation, in whole or in part, in another
publication, requires the prior written consent from an authorized representative of Oracle. Oracle and/
or its affiliates reserve any and all rights to this documentation not expressly granted above.

vi
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Chapter 1 Overview of MySQL Cluster Manager
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This chapter provides a overview of MySQL Cluster Manager, as well as its architecture, purpose, and
capabilities.

1.1 MySQL Cluster Manager Terminology

This section provides definitions of key terms used to describe MySQL Cluster Manager and its
components in this manual and in other documentation relating to MySQL Cluster Manager and
MySQL Cluster.

Site.
A set of hosts on which MySQL Cluster processes to be managed by MySQL Cluster Manager are
located. A site can include one or more clusters.

Cluster.

A MySQL Cluster deployment. A cluster consists of a set of MySQL Cluster processes running on one
or more hosts. A minimal cluster is usually considered to include one management node, two data
nodes, and one SQL node. A typical production cluster may have one or two management nodes,
several SQL nodes, and 4 or more data nodes. The exact numbers of data and SQL nodes can vary
according to data size, type and rating of hardware used on the hosts, expected throughput, network
characteristics, and other factors; the particulars are beyond the scope of this document, and you
should consult MySQL Cluster NDB 7.3 and MySQL Cluster NDB 7.4, for more specific information and
guidelines.

Host.
A computer. The exact meaning depends on the context:

» A computer where one or more MySQL Cluster processes are run. In this context, we sometimes
refer more specifically to a cluster host.

The number of cluster processes and number of cluster hosts may be, but are not necessarily, the
same.

« A computer where an instance of the MySQL Cluster Manager agent runs.

In order to run a MySQL Cluster using MySQL Cluster Manager, the MySQL Cluster Manager agent
must be running on each host where cluster processes are to be run. In other words, when using
MySQL Cluster Manager, all cluster hosts must also be MySQL Cluster Manager agent hosts (although
the reverse is not necessarily true). Therefore, you should understand that anytime we use the term
host, we are referring to a host computer in both of the senses just given.

Process.

In the context of MySQL Cluster, a process (more specifically, a cluster process) is a MySQL Cluster
node, of one of the following 3 types: management node (ndb_ngnd), data node (ndbd or ndbnt d), or
SQL node (nmysql d). For more information about these node types and their functions in a cluster, see
MySQL Cluster Core Concepts, and MySQL Cluster Nodes, Node Groups, Replicas, and Partitions.

Package.
A copy of the MySQL cluster software. This should include the binary executables needed to run the
cluster processes of the desired types on a given host. The simplest way to make sure that this is done
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is to place a copy of the entire MySQL Cluster distribution on each computer that you intend to use as
a cluster host.

Configuration attribute.

A value whose setting affects cluster operations in a clearly defined and measurable way. When
running MySQL Cluster manually, configuration is accomplished using cluster configuration
parameters, MySQL server options, and MySQL system and status variables; MySQL Cluster Manager
masks the differences between these, provides a unified view of them; see Configuration attributes, for
more information.

Agent.
A MySQL Cluster Manager process that runs on each cluster host, responsible for managing the
cluster processes running on that host.

Client.

The MySQL Cluster Manager client is a software application that allows a user to connect to MySQL
Cluster Manager and perform administrative tasks, such as (but not limited to): creating, starting, and
stopping clusters; obtaining cluster and cluster process status reports; getting cluster configuration
information and setting cluster configuration attributes.

1.2 MySQL Cluster Manager Architecture

This section provides an architectural overview of MySQL Cluster Manager, its components, and their
deployment.

MySQL Cluster Manager is a distributed client-server application consisting of two main components.
The MySQL Cluster Manager agent is a set of one or more agent processes that manage MySQL
cluster nodes, and the MySQL Cluster Manager client provides a command-line interface to the agent's
management functions.

Agent.

The MySQL Cluster Manager agent is comprised of the set of all MySQL Cluster Manager agent
processes running on the hosts making up a given management site. A MySQL Cluster Manager agent
process is a daemon process which runs on each host to be used in the cluster. In MySQL Cluster
Manager, there is no single central server or process; all agents collaborate in managing a cluster as

a whole. This means that any connected agent can be used to carry out tasks that effect the entire
cluster.

Each agent process is responsible for managing the MySQL Cluster nodes running on the host where
the agent is located. MySQL Cluster management and SQL nodes are managed directly by the MySQL
Cluster Manager agent; cluster data nodes are managed indirectly, using the cluster management
nodes.

Management responsibilities handled by the MySQL Cluster Manager agent include the following:

 Starting, stopping, and restarting cluster nodes

Cluster configuration changes

Cluster software upgrades
» Host and node status reporting
* Recovery of failed cluster nodes

Creating, performing initial configuration of, or starting a cluster, requires that agent processes be
running on all cluster hosts. Once the cluster has been started, it continues to run even if one or more
agent processes fail. However, any failed agent processes must be restarted before you can perform
additional cluster management functions.

Client.
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A MySQL Cluster Manager client is a software application used to access an MySQL Cluster Manager
agent. In MySQL Cluster Manager, the client is actually nothing more than the mysgl command-line
client, started with the options that are necessary for it to connect to an MySQL Cluster Manager agent
MySQL Cluster Manager 1.3.6 and later releases include an nt mclient for ease of use; this client
consists of a script that acts as a wrapper for the nysql client with these options.

By way of example, we show how MySQL Cluster Manager would be deployed for use with a MySQL
Cluster running on 4 host computers. This is illustrated in the following diagram:

a ﬂ:
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[process] MySCQL Cluster node

MySCQL Cluster Manager agent

II
-
*

client MySQL Cluster Manager client

In this example cluster, 2 of the hosts each house a management server and an SQL node; the other
2 hosts each house 2 data nodes. However, regardless of the distribution of cluster nodes among the
hosts, a MySQL Cluster Manager agent process must be runnings on each host.

A MySQL Cluster Manager client can be used to access the agent from any of the hosts making up the
management site to which the cluster belongs. In addition, the client can be used on any computer that
has a network connection to at least 1 of the hosts where an agent process is running. The computer

where the client itself runs is not required to be one of these hosts. The client can connect to and use

different agent processes on different hosts within the management site, at different times, to perform
cluster management functions.
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This chapter discusses basic installation and configuration of the MySQL Cluster Manager
Management Agent, connecting to the agent with the MySQL Cluster Manager client, and the basics of
creating or importing a cluster using MySQL Cluster Manager.

2.1 Obtaining MySQL Cluster Manager

MySQL Cluster Manager is available only through commercial license. To learn more about licensing
terms, and to obtain information about where and how to download MySQL Cluster Manager, visit
http://www.mysql.com/products/cluster/mcm/, or contact your Oracle representative.

2.2 Supported Platforms and MySQL Cluster Versions

For a list of platforms supported by MySQL Cluster Manager 1.3.6, see Supported Platforms: MySQL
Cluster Manager at http://www.mysql.com/support/supportedplatforms/cluster-manager.html, or contact
your Oracle representative.

MySQL Cluster Manager 1.3.6 supports the following MySQL Cluster release versions:

* MySQL Cluster NDB 7.1 (see MySQL Cluster NDB 6.1 - 7.1), beginning with MySQL Cluster NDB
7.1.4

* MySQL Cluster NDB 7.2 (see MySQL Cluster NDB 7.2), beginning with MySQL Cluster NDB 7.2.4

» MySQL Cluster NDB 7.3 (see MySQL Cluster NDB 7.3 and MySQL Cluster NDB 7.4), beginning with
MySQL Cluster NDB 7.3.2

» MySQL Cluster NDB 7.4 (see MySQL Cluster NDB 7.3 and MySQL Cluster NDB 7.4), beginning with
MySQL Cluster NDB 7.4.4

Prior to installation, you must obtain the correct build of MySQL Cluster Manager for your operating
system and hardware platform. For Unix platforms, MySQL Cluster Manager is delivered as

a Unix . t ar. gz archive, whose name is in the format of ntm 1. 3. 6-cl uster-7. 4. 6-

[ i nux-di stro-arch.tar.gz. For Windows platforms, an MSI installer file is provided. All MySQL
Cluster Manager 1.3.6 packages include MySQL Cluster NDB 7.4.6.

When selecting the appropriate installer for your operating system and hardware, keep in mind that 32-
bit programs can normally be run on 64-bit platforms, but that the reverse is not true.

2.3 MySQL Cluster Manager Installation

Installation of the MySQL Cluster Manager agent and client programs varies according to platform.
On Unix platforms, you must extract the binaries and other files from a . t ar . gz archive and copy
them to the correct locations manually. For Windows platforms, an MSI installer is provided which
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largely automates this process. Installation of MySQL Cluster Manager using each of these methods is
covered in the next two sections.

Note

@ License keys were required in order to use some very early releases of MySQL
Cluster Manager. They are not needed in order to use recent versions, including
MySQL Cluster Manager 1.3.6.

2.3.1 Installing MySQL Cluster Manager on Unix Platforms

Install the MySQL Cluster Manager agent on Linux and similar platforms by following the instructions
below.

Extract the MySQL Cluster Manager 1.3.6 program and other files from the distribution
archive.

You must install a copy of MySQL Cluster Manager on each computer that you intend to use as a
MySQL Cluster host. In other words, you need to install MySQL Cluster Manager on each host that is
a member of a MySQL Cluster Manager management site. For each host, you should use the MySQL
Cluster Manager build that matches that computer's operating system and processor architecture.

On Linux systems, you can unpack the archive using the following command, using ntm 1. 3. 6-
cluster-7.4.6-1inux-slesll-x86-64bit.tar.gz asanexample (the actual filename will vary
according to the MySQL Cluster Manager build that you intend to deploy):

shel | > tar -zxvf nmcm1.3.6-cluster-7.4.6-1inux-slesll-x86-64bit.tar.gz

This command unpacks the archive into a directory having the same name as the archive, less the
. tar. gz extension. The top-level directory within the archive is named ncm 1. 3. 6.

Important

A Because the Solaris version of t ar cannot handle long filenames correctly,
the MySQL Cluster Manager program files may be corrupted if you try to use
it to unpack the MySQL Cluster Manager archive. To get around this issue on
Solaris operating systems, you should use GNU t ar (gt ar ) rather than the
default t ar supplied with Solaris. On Solaris 10, gt ar is often already installed
in the / usr/ sf w/ bi n directory, although the gt ar executable may not be
included in your path. If gt ar is not present on your system, please consult the
Solaris 10 system documentation for information on how to obtain and install it.

In general, the location where you place the unpacked MySQL Cluster Manager directory and the
name of this directory can be arbitrary. However, we recommend that you use a standard location for
optional software, such as / opt on Linux systems, and that you name the directory using the 1.3.6
version number. (This facilitates subsequent upgrades.) On a typical Linux system you can accomplish
this task like this:

shell > cd ntm 1. 3. 6-cluster-7.4.6-1inux-sl esll-x86-64bit
shell> mv ntcm1.3.6 /opt/ncm1.3.6

For ease of use, we recommend that you put the MySQL Cluster Manager files in the same directory
on each host where you intend to run it.

Contents of the MySQL Cluster Manager Unix Distribution Archive.
If you change to the directory where you placed the extracted MySQL Cluster Manager archive and list
the contents, you should see something similar to what is shown here:

shell > cd /opt/ncm 1. 3.6
shell> |'s
bin cluster etc Ilib I|ibexec licenses share var
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These directories are described in the following table:

Directory Contents

bin MySQL Cluster Manager agent startup scripts

cl uster Contains the MySQL Cluster NDB 7.4.6 binary
distribution

etc Contains the agent configuration file (ncnd. i ni)

etc/init.d Init scripts

| i b and subdirectories Libraries needed to run the MySQL Cluster
Manager agent

I i bexec MySQL Cluster Manager agent and client
executables

i censes/| gpl An archive containing source code (including
licensing and documentation), forgl i b 2.1

shar e/ doc/ ncd README. t xt file

var XML files containing information needed by

MySQL Cluster Manager about processes,
attributes, and command syntax

Normally, the only directories of those shown in the preceding table that you need be concerned with
are the bi n and et c directories.

For MySQL Cluster Manager 1.3.6 distributions that include MySQL Cluster, the complete MySQL
Cluster NDB 7.4.6 binary distribution is included in the cl ust er directory. Within this directory, the
layout of the MySQL Cluster distribution is the same as that of the standalone MySQL Cluster binary
distribution. For example, MySQL Cluster binary programs such as ndb_ngnd, ndbd, ndbnt d, and
ndb_nmgmecan be found in cl ust er/ bi n. For more information, see MySQL Installation Layout for
Generic Unix/Linux Binary Package, and Installing a MySQL Cluster Binary Release on Linux, in the
MySQL Manual.

If you wish to use the included MySQL Cluster software, it is recommended that you move the

cl ust er directory and all its contents to a location outside the MySQL Cluster Manager installation
directory, such as / opt / ndb- ver si on. For example, on a Linux system, you can move the MySQL
Cluster NDB 7.4.6 software that is bundled with MySQL Cluster Manager 1.3.6 to a suitable location by
first navigating to the MySQL Cluster Manager installation directory and then using a shell command
similar to what is shown here:

shell > nv cluster /opt/ndb-7.4.6

Note

@ The ntnd - - boot st r ap option uses the included MySQL Cluster binaries in
the installation directory's cl ust er directory and does not work if they cannot
be found there. To work around this issue, create a symbolic link to the correct
directory in its place, like this:

shell> In -s /opt/ndb-7.4.6 cluster

After doing this, you can use the ntmclient commands add package and upgr ade cl uster to
upgrade any desired cluster or clusters to the new MySQL Cluster software version.

Important

A On Linux platforms, do not attempt to install the MySQL Cluster software by
the RPM, Debian, or other installation packages for any package management
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systems. They install MySQL Cluster differently than the binary distribution that
comes with the MySQL Cluster Manager archive, and that will cause issue in
the future when you try to upgrade your cluster with MySQL Cluster Manager.

The MySQL Cluster Manager agent by default writes its log file as ntnd. | og in the installation
directory. When the agent runs for the first time, it creates a directory where the agent stores its own
configuration data; by default, this is / opt / ntm dat a. The configuration data, log files, and data
node file systems for a given MySQL Cluster under MySQL Cluster Manager control, and named

cl uster _nane, can be found in cl ust er s/ cl ust er _nane under this data directory (sometimes
also known as the MySQL Cluster Manager data repository).

The location of the MySQL Cluster Manager agent configuration file, log file, and data directory can
be controlled with ntd start-up options or by making changes in the agent configuration file. To
simplify upgrades of MySQL Cluster Manager, we recommend that you change the data repository to
a directory outside the MySQL Cluster Manager installation directory, such as / var / opt / ntm See
Section 2.4, “MySQL Cluster Manager Configuration File”, and Section 3.2, “Starting and Stopping the
MySQL Cluster Manager Agent”, for more information.

On Linux and other Unix-like systems, you can set up the MySQL Cluster Manager agent to run as a
daemon, using the unit script that is supplied with the MySQL Cluster Manager distribution. To do this,
follow the steps listed here:

1. Copythefile/etc/init.d/ ncnd under the MySQL Cluster Manager installation directory to
your system's/ et ¢/ i ni t. d/ directory (or equivalent). On a typical Linux system, you can do this
using the following command in the system shell, where ntndi r is the MySQL Cluster Manager
installation directory:

shell> cd ncndir/etc/init.d
shell> cp ncnd /etc/init.d/ mcnd

2. Make sure that this file has appropriate permissions and is executable by the user account that runs
MySQL Cluster Manager. On a typical Linux system, this can be done by executing commands in
your system shell similar to those shown here:

shel | > chown ntnuser /etc/init.d/ ncnd
shel | > chnod 755 /etc/init.d/ ncnd

Be sure to refer to your operating system documentation for exact information concerning the
commands needed to perform these operations, as they may vary between platforms.

3. Openthefile/etc/init.d/ ncndin atexteditor. Here, we show a portion of this file, in which we
have highlighted the two lines that need to be updated:

MCVD_SERVI CE=" ntnd"

MCVD_PSERVI CE="M/SQL Cl ust er Manager"
MCVD_ROOTDI R=@@CVD_ROOTDI R@@

MCMD_BI N=" $MCVD_ROOTDI R/ bi n/ ncid"
MCMD_CONFI G="$MCMD_ROOTDI R/ et ¢/ nend. i ni "

# Run service as non-root user
MCVD_USER=@@/CVD_USER@Q
SU="su --1ogin $MCMD_USER - - conmand"

In the first of these lines, replace the placeholder @@/CVD_ROOTDI R@awith the complete path
to the MySQL Cluster Manager installation directory. In the second of these lines, replace the
placeholder @@/CVD_USER@@with the name of the system user that runs the MySQL Cluster
Manager agent (note that this must not be the system r oot account). Save the edited file.

The MySQL Cluster Manager agent should now be started automatically whenever the system is
restarted.
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When the agent is configured as a daemon, cluster processes are started automatically when the agent
is restarted, as long as the cluster was running when the agent shut down. Note that St opOnEr r or
must be disabled (set to 0) for all data nodes in order for this to work. If the cluster was stopped when
the agent shut down, it is necessary to supply a script which waits for the agent to complete its startup
and recovery phases, and then, when the agent is ready, starts the cluster using a command such as
nmcidir/ bin/necm-e "start cluster --background cluster_name;"'.

2.3.2 Installing MySQL Cluster Manager on Windows Platforms

To install MySQL Cluster Manager 1.3.6 on Windows platforms, you should first have downloaded
the MSl installer file ncm 1. 3. 6-cl uster-7. 4. 6-wi n32- x86. nsi (see Section 2.1, “Obtaining
MySQL Cluster Manager”). 1.3.6 for Windows is 32-bit, as is the bundled MySQL Cluster NDB 7.4.6;
these run on both 32-bit and 64-bit versions of Windows.

As mentioned elsewhere (see, for example, Section 3.4.1, “Creating a MySQL Cluster with MySQL
Cluster Manager”), you must install a copy of MySQL Cluster Manager on each computer where
you intend to host a MySQL Cluster node. Therefore, the following procedure must be performed
separately on each host computer. For ease of installations and upgrades on multiple machines, it
is recommended that you install MySQL Cluster Manager to the same location on each host. This
is C:\ Program Fi | es\ MySQL\ MySQL Cl uster Manager 1.3.6\ orC. \Program Files
(x86)\ MySQL\ MySQL Cl uster Manager 1.3.6\ by default, but it is possible to install MySQL
Cluster Manager to an alternate location such as C: \ ncnm .

In the discussion that follows, we assume that you have downloaded the MySQL Cluster Manager
1.2.1 MSl installer as user j on to this user's Downloads directory (C: \ User s\ j on\ Downl oads\ MCM)
on a 64-bit Windows system. Navigate to this directory in Windows Explorer, as shown here:

I c:\users\1on\Downloads\Mcr =10l
|g(_)v‘ ~ Jon ~ Downloads ~ MCM ~ 23 [ searchmcm \Z_'JJ
| By

Organize v Elinstal Sharewith v  New folder == o~ Ml @

\r Favorites Narme - | ate modified | ype | sz ||

Bl Desktop '\";EL mem-1.2. 1-duster-7.2.9-win32-x86.msi  2012-11-28 15:51  Wind
4. Dowrloads

%] Recent Places

4 Libraries
% Documents
) Music
] Pictures

B videos

18 Computer
&, Local Disk (C2)
9 shared-vm (\\boxsvr) (x:)

€ Network

[d] mcm-1.2.1-cluster-7.2.9-win32-x86.msi Date modified: 2012-11-28 15:51 Date created: 2013-02-01 10:58
# Windows Installer Package Size: 251 MB

To run the installer, double-click on the file icon in Windows Explorer. Some versions of Windows also
provide an Install item in the Windows Explorer menu that can be used to run the installer. When you
start the installer, you may see a Windows Security Warning screen. If you obtained the installer
from a trusted source and know that it has not been tampered with, choose Run from the dialog, which
allows the installer to continue to the Welcome screen, as shown here:
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i MySQL Cluster Manager 1.2.1 Setup =10 x|

Welcome to the MySQL Cluster Manager
1.2.1 Setup Wizard

The Setup Wizard will install MySQL Cluster Manager 1.2.1
on your computer, Click Next to continue or Cancel to exit
the Setup Wizard.

Back I Mext I Cancel |

Click the Next button to continue to the License Agreement screen, as shown in the next figure:
=01

End-User License Agreement

Flease read the following license agreement carefully

'p-{ySQ]'_ Cluster Manager 1.2 j

Copyright ©® 2010, 2012, Oracle and/or its
affiliates. All rights reserved.

This software and related documentation are provided
under a license agreement containing restrictions on
use and disclosure and are protected by intellectual
property laws. Except as expressly permitted in your
license agreement or allowed by law, you may not

use, copy, reproduce, translate, broadecast, modify, j

[ I accept the terms in the License Agreement

Print | Back I [k I Cancel |

You should read the license text in the text area, and when you have done so, check the box labelled

| accept the terms in the License Agreement. Until you have checked the box, you cannot complete
the MySQL Cluster Manager installation; it is possible only to go back to the previous screen, print the
license, or cancel the installation (using the buttons labelled Back, Print, and Cancel, respectively).
Checking the box enables the Next button, as shown here:

10
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~i51
End-User License Agreement

Please read the following license agreement carefully

MySQL Cluster Manager 1.2 j

Copyright ©® 2010, 2012, Oracle and/or its
affiliates. All rights reserved.

This software and related documentation are provided
under a license agreement containing restrictions on
use and disclosure and are protected by intellectual
property laws. Except as expressly permitcted in your
license agreement or allowed by law, vou may not

use, copy, reproduce, translate, broadcast, modify, ;I

[v I accept the terms in the License Agreement

Print | Back I MNext I Cancel |

Click the Next button to continue to the Destination Folder screen, where you can choose the
installation directory. The next figure shows the Destination Folder screen with the default location.
On English-language 32-bit Windows systems, this is C: \ Program Fi | es\ MySQL\ M\ySQL Cl ust er
Manager ver si on\); on English 64-bit Windows systems, the defaultis C. \ Program Fi | es
(x86)\ MySQL\ MySQL Cl uster Manager version\. (Inthis example, we are installing MySQL
Cluster Manager 1.2.1 on a 64-bit system, so the defaultis C. \ Program Fi | es (x86)\ MySQL
\MySQL Cl uster Manager 1.2.1\.)You can click the Change button to change the directory
where MySQL Cluster Manager should be installed; the default directory is adequate for most cases.
=0

Destination Folder

Click Mext to install to the default folder or dick Change to choose another.

Install MySQL Cluster Manager 1.2, 1 to:

C:\Program File: 1\ MySOLYMySOL Cluster Manager 1.2, 1)

Change... |

Back I Next I Cancel |

Once you have selected the destination directory, the installer has gathered all the information that it
requires to perform the installation. Click Next to continue to the Ready screen, shown here:

11
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& MySQL Cluster Manager 1.2.1 Setup =1o] x|

Ready to install MySQL Cluster Manager 1.2.1

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

Back I Install I Cancel |

Click the Install button to install MySQL Cluster Manager. As the installer begins to copy files and
perform other tasks affecting the system, you may see a warning dialog from Windows User Access
Control, as shown here:

User Account Control

Do you want to allow the following program to install software on this
computer?

@ Program name:  mom-1, 2, 1-cluster-7, 2, 9-win32-x86.msi
verified publisher: Oracle America, Inc.
File origin: Hard drive on this computer

ﬂ Show details

Change when these notifications appear

If this occurs, click the Yes button to allow the installation to continue. A Setup Wizard screen with a
progress bar is displayed while the installer runs, as shown in the next figure:

12
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& MySQL Cluster Manager 1.2.1 Setup =15 x|

Installing MySQL Cluster Manager 1.2.1

Please wait while the Setup Wizard installs MySQL Cluster Manager 1.2.1.

Status: Generating script operations for action:

C_______________________________________________________]

EBack | et | Cancel I

The Setup Wizard may require several minutes to copy all of the necessary files for MySQL Cluster
Manager 1.3.6 and MySQL Cluster NDB 7.4.6 to the installation directory and to perform other required
changes.

Note

@ The MySQL Cluster Manager 1.3.6 installer places MySQL Cluster NDB 7.4.6
in the cl ust er directory under the installation directory. (By default, this is C:
\ Program Fi | es\ MySQ.\ M\ySQL Cl uster Manager 1.3.6\cluster
orC.\Program Fil es (x86)\ MySQL\ MySQL C uster Manager
1. 3. 6\ cl ust er.) The location of the MySQL Cluster binaries is not separately
configurable using the MySQL Cluster Manager installer.

When the Setup Wizard finishes, the installer displays the Installation Completed screen, as shown
here:

& MySQL Cluster Manager 1.2.1 Setup =15 x|

Completed the MySQL Cluster Manager
1.2.1 Setup Wizard

Click the Finish button to exit the Setup Wizard.

Back I Finish I Zanice] |

MySQL Cluster Manager 1.3.6 has now been installed to the destination directory; click the Finish
button to exit the installer.

13
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2.3.2.1 Installing the MySQL Cluster Manager Agent as a Windows Service

After installing the MySQL Cluster Manager Agent as a Windows service, you can start and stop
the agent using the Windows Service Manager. The installation also configures the agent to start
automatically whenever Windows starts, and to shut down safely whenever Windows shuts down.

Manager agents on a single host only. To shut down agents on multiple hosts,

Note
@ The Windows service can be used to control the running of MySQL Cluster
you can use the st op agent s command in the MySQL Cluster Manager client.

The installation is performed using the command prompt (cnd. exe); as with installing or removing
any Windows service, it must also be done as a user having sufficient permissions, such the system
Administrator account.

If the account you are currently using has Administrator privileges, you can simply start cnd. exe.
Otherwise, you must run the command prompt program as the Administrator. To do this, first locate a
shortcut to the command prompt. On most Windows systems, you can do this using the Start Menu.
Find Programs (or All Programs, in some Windows versions), then navigate to Accessories. Under
Accessories, right-click on the Command Prompt menu item. From the context menu that appears,
select Run as Administrator. You can see how this looks on a typical Windows system in the next
figure.

=T Windows Update -

<l ¥PS Viewer |
Accessones |
5| Caloulator

[=. Command Prompt

‘@8 Connect to a Network Projector @ Run as administrator

B8 Connect to a Projector Open file location "
| Getting Started Unpin from Taskbar
ﬁ Math Input Pane Ungin from Start Menu ~
Motepad )
Paint Restore previous versions X
l‘ Remote Desktop Connection Send to *
o Cut 4
.}‘, Snipping Tool Copy
L. Sound Recorder »
Sticky Notes Delete
%) Sync Center Rename
8 Windows Explorer Properties
-ﬂ Windows Mobility Center D 0
_] WordPad
Ease of Access | Help and Support
System Tools
Tablet PC Run...
Windows PowerShell :J
4 Back
Search programs and fles E:.I Shut down | »

4 0 @ =

If a Windows UAC dialog referring to cnd. exe appears, click Yes to allow the command prompt to run
as Administrator and thus to continue. You should now have a command prompt window open on your
desktop, running a session with Administrator privileges.

To install the MySQL Cluster Manager agent as a service, we use the SC CREATE command.

This command allows us to specify a name for the service (for use in NET START and NET STOP
commands), a display name (to be shown in the Service Manager), a startup mode (automatic or
manual start), and a path to the executable to be run as a service. (Use ntnd- svc. exe rather than
ncnd. exe as the executable.) The path must also include any arguments needed by the program; in
the case of MySQL Cluster Manager, ntnd- svc. exe must be told where to find its configuration file
using the - - def aul t s-fi | e option. Both of these paths must be absolute.

14
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Important

A Installation of the MySQL Cluster Manager agent as a service is recommended.
However, you should not install MySQL Cluster processes (ndb_ngnd. exe,
ndbd. exe, ndbnt d. exe, nysqgl d. exe) as services on Windows hosts to be
used as MySQL Cluster nodes under management by MySQL Cluster Manager,
since the MySQL Cluster Manager agent itself controls MySQL Cluster nodes
independently of the Windows Service Manager.

Assume that you have installed MySQL Cluster Manager to the default location for 64-bit Windows
systems C.\ Program Fil es (x86)\ MySQL\ MySQL C uster Manager 1.3.6\ (C\Program
Fi l es\ MySQL\ MySQL Cl uster Manager 1. 3.6\ on 32-bit Windows systems), and that its
configuration file is located in C: \ Program Fi | es (x86)\ MySQL\ M\ySQL Cl ust er Manager

1. 3. 6\ et c. Then the following command installs MySQL Cluster Manager as a service named ntm
with the display name “MySQL Cluster Manager 1.3.6":

C. \> SC CREATE
"MCM' Di spl ayName= "MySQL Cl uster Manager 1.3.6" Start= "auto"
Bi nPat h= "C:\ Program Fi |l es (x86)\ MySQL\ M\ySQL Cl uster Manager 1.3.6\bin\ntnd-svc. exe
--defaults-file=\"C \Program Files (x86)\ My/SQ.\ M/SQL Cl uster Manager 1.3.6\etc\ncnd.ini\""
[ SC] CreateService SUCCESS
C\>

This command can be quite long. For enhanced legibility, we have broken it across several lines, but
you should always enter it on a single line, allowing it to wrap naturally, similar to what is shown here:

Microsoft Windows [Uersion 6.1.7601]
200% Microsoft Corporation. A1] rights reserved.

CREATE "MCH" DisplayH "Hy$ luster Mamager
s Gl ster Hanage

nager 1.1
[SE] tr

C:Windows\system32>

In addition, you should keep in mind that the spaces after the equals signs following the
Di spl ayNane, St art, and Bi nPat h arguments are required.

Starting and stopping the MySQL Cluster Manager agent Windows service.  After installing
the service successfully, you can start and stop the service manually, if the need arises, with the NET
START and NET STOP commands, as shown here:
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ET START MCH
ger 1.1.4 service 1s starting.

e was started successfully.

y ET STOP MCH
uster Hanager 1.1.4 service is stopping.

The beUL Cluster Manager 1.1.4% service was stopped successfully.

C:'\Windows\syste

Once the service is installed, the MySQL Cluster Manager agent starts automatically whenever
Windows is started. You can verify that the service is running with the Windows Task Manager. Open
the Task Manager, and switch to the Services tab if it is not already displayed. If the MySQL Cluster
Manager agent is running, you can find it in the list of services under MCMin the Nane, column and
MySQL Cl uster Manager 1.3.6inthe Descri pti on column, as shown here:

1=

File Options View Help

Applications | Processes Services | performance | Networking | Users |

N..., « |PD | Desaipton [ status | Group [ 4]

MySQL Cluster Manager 1.1.4

Running

dsve Windows CardSpace Stopped

IKEEXT IKE and AuthIP IPsec Keyin... Stopped netsves
IPBusEn... PnP-X IP Bus Enumerator Stopped  Locals...
phipsvc 95 [P Helper Running MetSvcs
Keylso CNG Key Isolation Stopped J
KimRm KimRm for Distributed Tran.., Stopped Metw...
Lanman... 956  Server Running netsves
Lanman... 1084 Workstation Running MNetw...
Itdswe Link-Layer Topology Discov.., Stopped Logals...
mhosts 892 TCP/IP NetBIOS Helper Running Locals...

Mo2Sve Media Center Extender Ser... Stopped Locals...
MMCS5 Multimedia Class Scheduler Stopped  netsves
MpsSvc 1340 Windows Firewal Running  Locals...
MSOTC Distributed Transaction Coo... Stopped M/A
MSISCSI Microsoft ISCSI Initiator Ser... Stopoed  netsves ﬂ
My Services. .. |
Processes: 35 CPU Usage: 0% Physical Memary: 256%

You can also verify if the service is running using the Windows Service Manager, as shown here:
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[(Cr-EE— o
Fle Acon View Help
b || d= HEE »enp

Services (Local) | Name = | Description | Status | Startup T... | Log On... |ﬂ

Microsoft Software Shadow C... Managess... Manual Local 5.

Multmadia Class Scheduler Enablesrel.,, Started Automatic  Lecal 5.

Q MySQL Cluster Manager 1.1.4 Automafic

Net.Tep Port Sharing Service  Provides a... Disabled Local 5...

Metogon Maintaing a... Manual Local 5...

Metwork Access Protection A...  The Netwo... Manual Networ...

Metwork Connections Manages .., Started Manual Local 5.,

Metwork List Service Identifies t... Started  Manual Local 5...

Network Location Awareness  Collects an... Started  Automatic  Networ... ﬂ
Extended ), Standard

The Service Manager also allows you to start, stop, or pause the MySQL Cluster Manager agent
service manually using a GUI.

is not started automatically until Windows is started. If you do not wish to restart
Windows, then you must start the service manually using either NET START
on the command line or the graphical control provided in the Windows Service

Note
@ When first installing the MySQL Cluster Manager agent as a service, the service
Manager.

You can remove the service using the SC DELETE command and the name of the service—in this case
MCM—that was used in the SC CREATE command, as shown here:

= Administrator: Command Prompt
Hicrosoft Windows [Version 6.1.7601]
Copyright (c) 2009 Microseft Corporation. All rights reserved.

C:\Windows\systen32)NET STOP MCH _
The MySQL Clu ager 1.1.4 service is stopping.

y${ ster g
The MySQL Cluster Manager 1.1.4 service was stopped successfully.

C:\Windows\systend2>

If the service is running at the time that SC DELETE is executed, the removal of the service takes effect
the next time the service is stopped. In such a case, you must stop the previous instance of the service
manually, and allow it to be removed, before you can reinstall the service.

Once you have installed the MySQL Cluster Manager agent and the service is running correctly, you
are ready to connect to it using the MySQL Cluster Manager client. See Section 3.3, “Starting the
MySQL Cluster Manager Client”, for information about how to do this.

2.3.3 Setting the MySQL Cluster Manager Agent User Name and Password

Normally it is not necessary to alter the user name or password used by the user agent to administer
nysql d processes. However, if you should wish to do so, you can change either or both of these,
using the procedure outlined here:

1. Stop all agents. (You can use st op agent s for this purpose.)
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2. Update the et ¢/ ntd. i ni agent configuration file. Set a new password by uncommenting the
line containing manager - passwor d= and adding the new password as this value; set a new
administrative user account name by uncommenting the line containing nanager - user nane= and
setting this to the new user name. See Section 3.1, “ntnd, the MySQL Cluster Manager Agent”, for
more information about these options.

3. For each mysql d do the following:
a. Login (using the mysqgl client) as the MySQL r oot user

b. If you are changing the user name, do this first, using the following statement, where ol duser
is the current user name and newuser is the new nanager - user that you set previously in
etc/nmcnd. ini

RENAME USER ‘' ol duser' @127.0.0.1" TO ' newuser' @127.0.0.1";

If you are changing the user name for the first time, use ncnd for ol duser . In addition, you
should use 127. 0. 0. 1 for the host name (and not | ocal host).

c. Execute the following statement, where newuser is the new user name, and newpass is the
new password:

SET PASSWORD FOR ' newuser' @127.0.0.1" = PASSWORD(' newpass');

Use ntnd for the user name if you have not changed it—that is, if nanager - user has been left
unsetin ncnd. i ni . Use 127. 0. 0. 1 for the host name (and not | ocal host).

d. Issue a FLUSH PRI VI LEGES statement.

4. Restart the agents. All agents should now be using the new password for the ntnd accounts on the
MySQL servers (nysql d processes).

2.4 MySQL Cluster Manager Configuration File

Before starting the MySQL Cluster Manager agent, you should make any necessary changes to

the [ ntnd] section of the agent configuration file, supplied with MySQL Cluster Manager as et c/
ncnd. i ni in the installation directory. On Linux and similar operating systems, you can edit this file
in place; on Windows, it is recommended that you save a copy of this file to a convenient location for
which the path does not contain any spaces, such as C: \ ntm dat a.

A # character in the MySQL Cluster Manager configuration file indicates the beginning of a comment;
the comment continues to the end of the line.

The version of this file that is supplied with MySQL Cluster Manager reads similarly to what is shown
here:

[ nend]
pl ugi ns=manager
##manager - port =1862

##agent - uui d=

| og-fil e=ncnd. | og
| og- | evel =nessage
##pid-file=

## Username and password for manager plugin
##manager - user nane=
##manager - passwor d=
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## Top-level directory for manager plugins information stored on disk
##manager - di rect ory=

A minimal agent configuration file as used in production might look like this:

[ me ]

pl ugi ns=manager

manager - port =1862

manager - di rect ory=/var/opt/ntcm 1. 3. 6
| og-fil e=/var/opt/ncm ncnd. | og

| og- | evel =war ni ng

For more information about these and other options which can be set in the agent configuration file,
see Section 3.1, “ntnd, the MySQL Cluster Manager Agent”.

2.5 Upgrading MySQL Cluster Manager

This section discusses upgrading MySQL Cluster Manager from a previous release to the latest 1.3
release (currently 1.3.6), as well as providing basic guidance on upgrading the bundled MySQL Cluster
software.

The basic steps for upgrading a MySQL Cluster Manager installation are listed here:

1. Install the new version of the MySQL Cluster Manager software in the desired location.

2. Create a configuration for the new installation such that it uses the previous installation's data.
3. Stop all running MySQL Cluster Manager agent processes on all hosts.

4. Start the new agent processes, ensuring that they use the new configuration created previously.

A more detailed explanation is provided of each of these steps in the next few paragraphs. For
purposes of example, we assume an upgrade from an existing installation of MySQL Cluster Manager
1.2.4 to a new installation of MySQL Cluster Manager 1.3.6. For a Linux or other Unix-like system,

we assume that these are installed in/ opt / ntm 1. 2. 4 and / opt / ntm 1. 3. 6, respectively;

on Windows, we assume the default directories C. \ Program Fi | es\ MySQ.\ MySQL Cl ust er
Manager 1.2.4\ and C.\Program Fi | es\ MySQL\ MySQL Cl uster Manager 1.3.6\.

Step 1: Install new MySQL Cluster Manager version.  You can obtain and install a new version
of MySQL Cluster Manager in the same way as for a new installation (see Section 2.1, “Obtaining
MySQL Cluster Manager”, and Section 2.3, “MySQL Cluster Manager Installation”), with the additional
requirement that you should not attempt to install the new version in the same location as the version
which you are currently using.

Step 2: Configure new installation.  In order for the new MySQL Cluster Manager agent binaries to
manage the same MySQL Cluster instances, they must be able to find the data contained in the agent
repository used by the old installation's binaries. This is / opt / ntm _dat a by default, but can be set
using the manager - di r ect or y directive in ncnd. i ni .

It is simplest for MySQL Cluster Manager software upgrades if the agent repository and the agent
configuration file are located externally to the agent installation directory. Suppose the old version of
the agent is installed to / opt / ntm 1. 2. 4, and that it uses the directory / var / opt / ntcmfor its agent
repository and / et ¢/ ncni nend. i ni for its configuration file. In this case, to make the new binaries
use the same configuration and repository, it is necessary only to start the new ntcnd processes

such that they use the same configuration file (see Step 4). Otherwise, you should copy the default
configuration file to a location outside the installation directory, such as/ et ¢/ ncni ntnd. i ni , as
shown here:
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shell > cp -r /opt/nmcm1.2.4/etc/nmecnd.ini /etc/ mem nend. ini

Then, add the following line to the new copy of the ncnd. i ni file:

manager - di r ect ory=/ var/ opt/ ncm

After this, you can save and close the file. See also Section 2.4, “MySQL Cluster Manager
Configuration File”.

Step 3: Stop all agents.  Stop the agent processes using the old binaries on all hosts making up the
management installation. You can stop all agents for a given site, for example nysi t e, using the st op
agent s command in the MySQL Cluster Manager client, as shown here:

nmcne stop agents nysite;

You should execute a st op agent s command, similar to the one just shown, for each site listed in the
output of | i st sites.

Step 4: Start new MySQL Cluster Manager binaries.  Start the new ntnd agent binaries with the
--defaul ts-fil e option so that it uses the correct configuration file, like this:

shel |l > ncnd --defaults-file=/etc/ncm nend. ini &

be started within a period of 10 seconds; otherwise, the lack of a quorum of
nodes for decision making might cause the communication among the nodes to

Note
@ A majority of the agents (i.e., at least half of the total number plus one) should
break down.

You should now be able to start the nrcmclient from the new installation and perform management
tasks as usual. Once the client successfully starts and connects to the agent, you can verify that it is
running the correct version of the MySQL Cluster Manager software using the ver si on command, as
shown here:

ncnk version;

fooccoccoccoococoooooocooocoooooo +
| Version |
fooccoccoccoococoooooocooocoooooo +
| MySQL Cluster Manager 1.3.6 |
fooccoccoccoococoooooocooocoooooo +

1 rowin set (0.00 sec)

Next, check that all hosts, clusters, and processes on all sites are visible to the new ntcmclient, and are
operational; for example:

mce i st hosts nysite;

Hommmmeeaaaa Fommmmmeaaaa Hemmmmeaaa +
| Host | Status | Version |
Hommmmeeaaaa Fommmmmeaaaa Hemmmmeaaa +
| tonfisk | Available | 1.3.6 |
| flundra | Available | 1.3.6 |
| al pha | Available | 1.3.6 |
| beta | Available | 1.3.6 |
| gamma | Available | 1.3.6 |
Hommmmeeaaaa Fommmmmeaaaa Hemmmmeaaa +
5 rows in set (0.16 sec)

mcre> |ist clusters nysite;

domm e e e e aeaaa Fommmmmeaaaa +
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| Cluster | Package

domm e e e e e aaa Fommmmmeaaaa +
| mycluster | mypackage

| yourcluster | mypackage

domm e e e e e aaa Fommmmmeaaaa +

2 rows in set (2.07 sec)

nmcm> show status --cluster mycluster

Fommmmmeeaaa domm e e eaaeaa Hemmmmeeaa +

| Cluster | Status | Comment |

Fommmmmeeaaa domm e e eaaeaa Hemmmmeeaa +

| mycluster | fully operational |

Fommmmmeeaaa domm e e eaaeaa Hemmmmeeaa +

1 rowin set (0.01 sec)

mc> show status --cluster yourcluster

Fommmmmeeaaaaa domm e e eaaeaa Hemmmmeeaa +

| Cluster | Status | Comment |

Fommmmmeeaaaaa domm e e eaaeaa Hemmmmeeaa +

| yourcluster | fully operational |

Fommmmmeeaaaaa domm e e eaaeaa Hemmmmeeaa +

1 rowin set (0.01 sec)

mcm> show status -r mycl uster

+ommmmmmm Hommmmeeaaa Hommmmeeaaa Hemmmmeeaa Fommmmmeaaaa Fommmmmeaaaa +
| Nodeld | Process | Host | Status | Nodegroup | Package
+ommmmmmm Hommmmeeaaa Hommmmeeaaa Hemmmmeeaa Fommmmmeaaaa Fommmmmeaaaa +
| 49 | ndb_ngmd | tonfisk | running | | mypackage

| 1 | ndbd | tonfisk | running | O | mypackage

| 2 | ndbd | flundra | running | O | mypackage

| 50 | mysqld | tonfisk | running | | mypackage

| 51 | mysqld | flundra | running | | mypackage

| 52 | ndbapi | *tonfisk | added | | |
| 53 | ndbapi | *flundra | added | |

+ommmmmmm Hommmmeeaaa Hommmmeeaaa Hemmmmeeaa Fommmmmeaaaa Fommmmmeaaaa +
7 rows in set (0.08 sec)

ncne show status -r yourcl uster

+ommmmmmm Hommmmeeaaa +emmmm - m Hemmmmeeaa Fommmmmeaaaa Fommmmmeaaaa +

| Nodeld | Process | Host | Status | Nodegroup | Package
+ommmmmmm Hommmmeeaaa +emmmm - m Hemmmmeeaa Fommmmmeaaaa Fommmmmeaaaa +

| 50 | ndb_ngmd | al pha | running | | mypackage

| 5 | ndbd | beta | running | n/a | mypackage

| 6 | ndbd | gamma | running | n/a | mypackage
+ommmmmmm Hommmmeeaaa +emmmm - m Hemmmmeeaa Fommmmmeaaaa Fommmmmeaaaa +

3 rows in set (0.01 sec)

See Chapter 3, Using MySQL Cluster Manager, for more information about performing common cluster
management tasks with the ntcmclient.

Upgrading MySQL Cluster.  Although the MySQL Cluster software typically comes bundled with the
MySQL Cluster Manager distribution, it is important to keep in mind that upgrading the MySQL Cluster
Manager software does not upgrade any existing MySQL Cluster installations. Since the new MySQL
Cluster Manager installation uses the same configuration as the old one, the clusters under its control
remain unchanged. If you wish to upgrade a cluster using the bundled MySQL Cluster software, you
should move the cl ust er directory (see Contents of the MySQL Cluster Manager Unix Distribution
Archive) and all of its contents to a location outside the MySQL Cluster Manager installation directory.
After this, you can use add package and upgr ade cl ust er to upgrade one or more clusters to the
new version of the MySQL Cluster software.
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This chapter discusses starting and stopping the MySQL Cluster Manager agent and client, and setting
up, backing up, and restoring MySQL Clusters using the MySQL Cluster Manager.

3.1 ncnd, the MySQL Cluster Manager Agent

ncnd is the MySQL Cluster Manager agent program; invoking this executable starts the MySQL
Cluster Manager Agent, to which you can connect using the ncmclient (see Section 3.3, “Starting the
MySQL Cluster Manager Client”, and Chapter 4, MySQL Cluster Manager Client Commands, for more
information).

You can modify the behavior of the agent in a number of different ways by specifying one or more of
the options discussed in this sections. Most of these options can be specified either on the command
line or in the agent configuration file (normally et ¢/ ncnd. i ni ). (Some exceptions include the - -
defaul ts-fileand--boot strap options, which, if used, must be specified on the command
line, and which are mutually exclusive with one another.) For example, you can set the agent's cluster
logging level to war ni ng instead than the default nressage in either one of the following two ways:

* Include - - | og- | evel =war ni ng on the command line when invoking ncnd.

Note
@ When specifying an agent configuration option on the command line, the
name of the option is prefixed with two leading dash characters (- - ).

* Include the following line in the agent configuration file:

| og-1 evel =war ni ng

Note
@ You can change the logging level at runtime using the ncmclient change
| og-1 evel command.

When used in the configuration file, the name of the option should not be prefixed with any other
characters. Each option must be specified on a separate line. You can comment out all of a given
line by inserting a leading hash character (#), like this:
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#l 0g- | evel =war ni ng

You can also comment out part of a line in this way; any text following the # character is ignored, to

the end of the current line.

The following table contains a summary of agent options that are read on startup by ncnd. More
detailed information about each of these options, such as allowed range of values, can be found in the

list following the table.

Table 3.1 MySQL Cluster Manager Agent (ncid) Option Summary

Format Description

--agent-uuid Set the agent's UUID; needed only when running multiple agent
processes on the same host.

--basedir Directory to use as prefix for relative paths in the configuration

--bootstrap Bootstrap a default cluster on startup.

--daemon Run in daemon mode.

--defaults-file Configuration file to use

--event-threads

Number of event handler threads to use.

--help

Show application options.

--help-all

Show all options (application options and manager module
options).

--help-manager

Show manager module options.

--keepalive

Try to restart mcmd in the event of a crash.

--log-backtrace-on-crash

Attempt to load debugger in case of a crash.

--log-file

Name of the file to write the log to.

--log-level

Set the cluster logging level.

--log-use-syslog

Log to syslog.

--manager-directory

Directory used for manager data storage.

--manager-password

Password used for the manager account.

--manager-port

Port for client to use when connecting to manager.

--manager-username

User account name to run the manager under.

--max-open-files

Maximum number of open files (ulimit -n).

--pid-file Specify PID file (used if running as daemon)
--plugin-dir Directory in which to look for plugins
--plugins Comma-separated list of plugins to load; must include "manager".

--verbose-shutdown

Always log the exit code when shutting down.

--version

Show the manager version.

--xcom-port

Specify the XCOM port.

MySQL Cluster Manager Agent (ncnd) Option Descriptions

The following list contains descriptions of each startup option available for use with ncnd, including
allowed and default values. Options noted as boolean need only be specified in order to take effect;
you should not try to set a value for these.

e --agent-uuid=uuid

Command-Line Format

--agent - uui d=uui d

Permitted Values

string
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‘Default ‘[ set internally]

Set a UUID for this agent. Normally this value is set automatically, and needs to be specified only
when running more than one ncnd process on the same host.

- - basedi r=di r _nane

Command-Line Format |--basedir=dir_nane
Permitted Values Type |directory nane
Default |.

Directory with path to use as prefix for relative paths in the configuration.

--bootstrap
Command-Line Format |--bootstrap
Permitted Values Type |bool ean

Default |t r ue

Start the agent with default configuration values, create a default one-machine cluster named
nycl ust er, and start it. This option works only if no clusters have yet been created. This option is
mutually exclusive with the - - def aul t s-fi | e option.

Currently, any data stored in the default cluster mycl ust er is not preserved between cluster
restarts.

- -daenon
Command-Line Format |--daenpn
Permitted Values Type |bool ean

Default |t rue

Run ntnd as a daemon.

--defaults-file=fil enane

Command-Line Format |--defaults-file=file_nane

Permitted Values Type |file nane

Default |et ¢/ ncnd. i ni

Set the file from which to read configuration options. The default is et ¢/ ncnd. i ni . See Section 2.4,
“MySQL Cluster Manager Configuration File”, for more information.

--event -t hreads=#

Command-Line Format |--event-threads=#
Permitted Values Type |nuneric
Default |1
Min 1
Value
Max [ syst em dependent ]
Value

Number of event handler threads to use. The the default is 1, which is sufficient for most normal
operations.
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e --help,-?
Command-Line Format |--help
Permitted Values Type |bool ean
Default |t rue

ncnd help output is divided into Application and Manager sections. When used with ntnd, - - hel p
causes the Application options to be shown, as shown here:

shell > ncnd - - hel p
Usage:
ncnd [OPTION...] - MySQ. duster Mnager

Hel p Opti ons:
-?, --help Show hel p opti ons
--hel p-al | Show al | hel p options
- - hel p- manager Show options for the manager-nodul e

Appl i cation Options:

-V, --version Show ver si on
--defaul ts-file=<file> configuration file
- -ver bose- shut down Always | og the exit code when shutting down
- - daenon Start in daenon-node
- - basedi r =<absol ut e pat h> Base directory to prepend to relative paths in the config
--pid-file=<file> PIDfile in case we are started as daenon
- - pl ugi n-di r =<pat h> Path to the plugins
- - pl ugi ns=<nane> Plugins to | oad
--10g-1evel =<string> Log all nessages of level ... or higher
--log-file=<file> Log all nessages in a file
--1 0g-use-sysl og Log all nessages to syslog
- -1 0g- backtrace-on-crash Try to invoke debugger on crash
- -keepal i ve Try to restart necnd if it crashed
--max-open-files Maxi mum nunber of open files (ulimt -n)
--event-threads Nunber of event-handling threads (default: 1)
e --help-all
Command-Line Format |- - hel p-all
Permitted Values Type |bool ean
Default |t rue

ncid help output is divided into Application and Manager sections. When used with - - hel p-al |,
ncnd displays both the Application and the Manager options, like this:

> ncnd - - hel p-al |
Usage:
mcmd [OPTION...] - MySQL Cl uster Manager

Hel p Opti ons:
-?, --help Show hel p opti ons
--hel p-al | Show all hel p options
- - hel p- manager Show options for the manager-nodul e

manager - nodul e

- - manager - por t =<cl i ent port > Port to manage the cluster (default: 1862)

- -Xxcom port =<xconport > Xcom port (default: 18620)

- - manager - user name=<user name> Usernane to manage the cluster (default: ncnd)

- - manager - passwor d=<passwor d> Password for the manager user-account (default: super)
--boot strap Bootstrap a default cluster on initial startup

- - manager - di rect or y=<di r ect ory> Path to managers config information

Application Options:
-V, --version Show ver si on
--defaults-file=<file> configuration file
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- -ver bose- shut down Al ways | og the exit code when shutting down
- - daenon Start in daenon-node
- - basedi r =<absol ut e pat h> Base directory to prepend to relative paths in the config
--pid-file=<file> PID file in case we are started as daenon
- - pl ugi n-di r =<pat h> Path to the plugins
- - pl ugi ns=<nane> Pl ugins to | oad
--log-1evel =<string> Log all messages of level ... or higher
--log-file=<file> Log all messages in a file
- -1 og- use-sysl og Log all messages to syslog
- -1 og- backt race-on-crash Try to invoke debugger on crash
--keepal i ve Try to restart ncnd if it crashed
--max-open-files Maxi mum nunber of open files (ulimt -n)
--event -t hr eads Nurmber of event-handling threads (default: 1)
* --hel p-nanager
Command-Line Format |- - hel p- manager
Permitted Values Type |bool ean

Default |t r ue

ncnd help output is divided into Application and Manager sections. When used with - - hel p-
manager , ncnd displays the Manager options, like this:

shel |l > ncnd - - hel p- manager
Usage
ncnd [OPTION...] - MySQ. duster Mnager

manager - nodul e

- - manager - por t =<cl i ent port > Port to manage the cluster (default: 1862)
- - xcom port =<xconport > Xcom port (default: 18620)
- - manager - user nane=<user nane> Usernane to manage the cluster (default: ncmd)
- - manager - passwor d=<passwor d> Password for the manager user-account (default: super)
--boot strap Bootstrap a default cluster on initial startup
--manager - di rect ory=<di rect ory> Path to managers config i nformation
* --keepalive
Command-Line Format |--keepal ive
Permitted Values Type |bool ean

Default |t r ue

Use this option to cause mcmd to attempt to restart in the event of a crash.

e --]o0g-backtrace-on-crash
Command-Line Format |--| og- backtrace-on-crash
Permitted Values Type |bool ean

Default |t r ue

Attempt to load the debugger in the event of a crash. Not normally used in production.

o --log-file=filenane
Command-Line Format |--log-file=file
Permitted Values Type |file nane

Default |[ncnd. | og

Set the name of the file to write the log to. The default is ncnd. | og in the installation directory. On
Linux and other Unix-like platforms, you can use a relative path; this is in relation to the MySQL
Cluster Manager installation directory, and not to the bi n or et ¢ subdirectory. On Windows, you
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must use an absolute path, and it cannot contain any spaces; in addition, you must replace any
backslash (\ ) characters in the path with forward slashes (/).

--l1og-1evel =| evel

Command-Line Format |--10g-1evel =l evel

Permitted Values Type |enuneration

Default |message

Valid |nessage

Values debug

critical

error

info

war ni ng

Sets the cluster log event severity level; see MySQL Cluster Logging Management Commands, for
definitions of the levels, which are the same as these except that ALERT is mappedtocri ti cal
and the Unix syslog LOG_NOTI CE level is used (and mapped to nessage). For additional
information, see Event Reports Generated in MySQL Cluster.

Possible values for this option are (any one of) debug, critical ,error,info, nessage, and
war ni ng. message is the default.

You should be aware that the debug, nessage, and i nf o levels can result in rapid growth of the
agent log, so for normal operations, you may prefer to set this to war ni ng or error.

You can also change the cluster logging level at runtime using the change | og-1 evel command
in the ncmclient. The option applies its setting to all hosts running on all sites, whereas change

| og- | evel is more flexible; its effects can be constrained to a specific management site, or to one
or more hosts within that site.

--1 0g-use-sysl og

Command-Line Format |--| 0g-use-sysl og

Permitted Values Type |bool ean

Default |t rue

Write logging output to syslog.

--manager - di rect ory=di r _name

Command-Line Format |- - nanager-directory=dir

Permitted Values Type |directory nane

Default |/ opt / ntm dat a

Set the location of the agent repository, which contains collections of MySQL Cluster Manager data
files and MySQL Cluster configuration and data files. The value must be a valid absolute path. On
Linux, if the directory does not exist, it is created; on Windows, the directory must be created if it
does not exist. additionally on Windows, the path may not contain any spaces or backslash (\ )
characters; backslashes must be replaced with forward slashes (/).

The default location is / opt / ntm dat a. If you change the default, you should use a standard
location external to the MySQL Cluster Manager installation directory, such as / var/ opt / nrcmon
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In addition to the MySQL Cluster Manager data files, the nanager - di r ect or y also contains a r ep
directory in which MySQL Cluster data files for each MySQL Cluster under MySQL Cluster Manager
control are kept. Normally, there is no need to interact with these directories beyond specifying the
location of the manager - di r ect or y in the agent configuration file (nmcnd. i ni ).

However, in the event that an agent reaches an inconsistent state, it is possible to delete the
contents of the r ep directory, in which case the agent attempts to recover its repository from another
agent. In such cases, you must also delete the r epchksumchecksum file from the nanager -

di r ect ory. Otherwise, the agent reads this file and raises a checksum error due to the now-empty
r ep directory.

- - manager - passwor d=passwor d

Command-Line Format |- - nanager - passwor d=passwor d

Permitted Values Type |string

Default |super

Set a password to be used for the manager agent user account. The default is super .

Using this option together with manager - user nane causes the creation of a MySQL user account,
having the username and password specified using these two options. This account is created with
all privileges on the MySQL server including the granting of privileges. In other words, it is created as
if you had executed GRANT ALL PRI VILEGES ON *.* ... WTH GRANT OPTI ONinthe nysql
client.

- - manager - port =#

Command-Line Format |- - nanager - port =port

Permitted Values Type |nuneric

Default || ocal host: 1862

Specify the port used by MySQL Cluster Manager client connections. Any valid TC/IP port number
can be used. Normally, there is no need to change it from the default value (1862).

Previously, this option could optionally take a host name in addition to the port number, but in
MySQL Cluster Manager 1.1.1 and later the host name is no longer accepted.

- - manager - user nane=user _nane

Command-Line Format |- - nanager - user name=nane
Permitted Values Type |string
Default |ncnd

Set a user name for the MySQL account to be used by the MySQL Cluster Manager agent. The
default is ntnd.

When used together with manager - passwor d, this option also causes the creation of a new
MySQL user account, having the user name and password specified using these two options. This
account is created with all privileges on the MySQL server including the granting of privileges. In
other words, it is created as if you had executed GRANT ALL PRI VILEGES ON *.* ... WTH
GRANT OPTI ONin the nysqgl client. The existing MySQL r oot account is not altered in such cases,
and the default t est database is preserved.

- -max- open-fil es=#

Command-Line Format |- - nax- open-f“?l es=#
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Permitted Values Type |nuneric
Default |1
Min 1
Value

Max [ syst em dependent ]
Value

Set the maximum number of open files (as withul i m t -n).

--pid-file=file

Command-Line Format |--pid-file=file_nane

Permitted Values Type |file nane

Default |ncnd. pi d

Set the name and path to a process ID (. pi d) file. Not normally used or needed. This option is not
supported on Windows systems.

--plugin-dir
Command-Line Format |- - pl ugi n-di r=di r _nane
Permitted Values Type |directory nane

Default |l i b/ ncnd

Set the directory to search for plugins. The defaultis | i b/ ncnd, in the MySQL Cluster Manager
installation directory; normally there is no need to change this.

--plugins
Command-Line Format |- - pl ugi ns=li st
Permitted Values Type |directory nane

Default

Specify a list of plugins to be loaded on startup. To enable MySQL Cluster Manager, this list must
include nanager (the default value). For other possibilities, see MySQL Proxy; however, you should
be aware that we currently do not test MySQL Cluster Manager with any values for pl ugi ns other
than manager . For this reason we recommend using the default the value in a production setting.

- -ver bose- shut down

Command-Line Format |--ver bose- shut down

Permitted Values Type |bool ean

Default |t r ue

Force ntnd to log the exit code whenever shutting down, regardless of the reason.

--version,-V

Command-Line Format |--version

Permitted Values Type |bool ean

Default |t rue

Display version information and exit. Output may vary according to the MySQL Cluster Manager
software version, operating platform, and versions of libraries used on your system, but should
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closely resemble what is shown here, with the first line of output containing the MySQL Cluster
Manager release number (emphasized text):

shel > ncnd -V
MySQ. Cl uster Manager 1.3.6 (64bit)
chassis: mysql-proxy 0.8.3
glib2: 2.16.6
|'i bevent: 1.4.13-stable
- nodul es
manager: 1.3.6

*+ --Xxcomport
Command-Line Format |- -xcom port=port
Permitted Values Type |nuneric
Default {18620

Allows you to specify the XCOM port. The default in 18620.

3.2 Starting and Stopping the MySQL Cluster Manager Agent

Before you can start using MySQL Cluster Manager to create and manage a MySQL Cluster, the
MySQL Cluster Manager agent must be started on each computer that is intended to host one or more
nodes in the MySQL Cluster to be managed.

The MySQL Cluster Manager agent employs a MySQL user account for administrative access to
nmysql d processes. It is possible, but not a requirement, to change the default user name, the default
password used for this account, or both. For more information, see Section 2.3.3, “Setting the MySQL
Cluster Manager Agent User Name and Password”.

3.2.1 Starting and Stopping the Agent on Linux

To start the MySQL Cluster Manager agent on a given host running a Linux or similar operating
system, you should run ncnd, found in the bi n directory within the manager installation directory on
that host. Typical options used with nrcnd are shown here:

ncnd [--defaults-file | --bootstrap] [--1og-file] [--10g-1evel]

See Section 3.1, “ntnd, the MySQL Cluster Manager Agent”, for information about additional options
that can be used when invoking ntnd from the command line, or in a configuration file.

ncnd normally runs in the foreground. If you wish, you can use your platform's usual mechanism for
backgrounding a process. On a Linux system, you can do this by appending an ampersand character
(&), like this (not including any options that might be required):

shel 1> ./bin/mcnd &

By default, the agent assumes that the agent configuration file is et ¢/ ntnd. i ni , in the MySQL
Cluster Manager installation directory. You can tell the agent to use a different configuration file by
passing the path to this file to the - - def aul t s- f i | e option, as shown here:

shell > ./bin/nmcnd --defaul ts-file=/honme/ ncn ncm agent . conf

The - - boot st r ap option causes the agent to start with default configuration values, create a default
one-machine cluster named nycl ust er, and start it. This option works only if no cluster has yet
created, and is mutually exclusive with the - - def aul t s-fi | e option. Currently, any data stored in
the default cluster mycl ust er is not preserved between cluster restarts; this is a known issue which
we may address in a future release of MySQL Cluster Manager.
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The use of the - - boot st r ap option with ntnd is shown here on a system having the host name
t or sk, where MySQL Cluster Manager has been installed to / hone/ j on/ nrtm

shell > ./ntmd --boot strap

MySQL Cd uster Manager 1.3.6 started

Connect to MySQL d uster Manager by running "/home/jon/ncm bi n/ nend -a torsk: 1862
Configuring default cluster 'nycluster'...

Starting default cluster 'nmycluster'...

Cluster 'mycluster' started successfully

ndb_ngnd torsk: 1186
ndbd torsk

ndbd torsk
nmysql d t or sk: 3306
nmysql d t or sk: 3307
ndbapi *

Connect to the database by running "/home/jon/ mcm cluster/bin/nysgl" -h torsk -P 3306 -u root

You can then connect to the agent using the nt mclient (see Section 3.3, “Starting the MySQL Cluster
Manager Client”), and to either of the MySQL Servers running on ports 3306 and 3307 using nysql or
another MySQL client application.

The - -1 og-fi | e option allows you to override the default location for the agent log file (normally
ncid. | og, in the MySQL Cluster Manager installation directory).

You can use - -1 og- | evel option to override the | og- | evel setin the agent configuration file.

See Section 3.1, “ntnd, the MySQL Cluster Manager Agent”, for more information about options that
can be used with ncnd.

The MySQL Cluster Manager agent must be started on each host in the MySQL Cluster to be
managed.

To stop one or more instances of the MySQL Cluster Manager agent, use the st op agents
command in the MySQL Cluster Manager client. If the client is unavailable, you can stop each agent
process using the system's standard method for doing so, such as *Cor ki | | .

You can also set the agent up as a daemon or service on Linux and other Unix-like systems. (See
Section 2.3.1, “Installing MySQL Cluster Manager on Unix Platforms”.) If you also want data node failed
processes from a running MySQL Cluster to be started when the agent fails and restarts in such cases,
you must make sure that St opOnEr r or is set to 0 on each data node (and not to 1, the default).

3.2.2 Starting and Stopping the MySQL Cluster Manager Agent on Windows

To start the MySQL Cluster Manager agent manually on a Windows host, you should invoke

ncnd. exe, found in the bi n directory under the manager installation directory on that host. By default,
the agent uses etc/mcmd.ini in the MySQL Cluster Manager installation directory as its configuration
file; this can be overridden by passing the desired file's location as the value of the - - def aul t s-fil e
option.

Typical options for ncnd are shown here:

nmcrd[ . exe] [--defaults-file | --bootstrap] [--log-file] [--1o0g-Ievel]

For information about additional options that can be used with ntcnd on the command line or in an
option file, see Section 3.1, “ncnd, the MySQL Cluster Manager Agent”.

By default, the agent assumes that the agent configuration file is et ¢/ ntnd. i ni , in the MySQL
Cluster Manager installation directory. You can tell the agent to use a different configuration file by
passing the path to this file to the - - def aul t s- f i | e option, as shown here:

C:\Program Fi |l es (x86)\ M\ySQ.\ M\ySQL Cl uster Manager 1.1.4\bin>
nmcd --defaults-file="C \Program Files (x86)\ M/SQ.\ MySQL Cl uster
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Manager 1.3.6\etc\ncnd.ini”

The - - boot st r ap option causes the agent to start with default configuration values, create a default
one-machine cluster named nmycl ust er, and start it. The use of this option with ncnd is shown here
on a system having the host name t or sk, where MySQL Cluster Manager has been installed to the
default location:

C:\Program Fil es (x86)\ M/SQL\ M\ySQL O uster Manager 1.3.6\bin>ntnd --bootstrap
MySQL C uster Manager 1.3.6 started

Connect to MySQL Cluster Manager by running "C:\Program Files (x86)\MSQ.\ MySQL
Cl uster Manager 1.3.6\bin\nmcni -a TORSK: 1862

Configuring default cluster 'nycluster'...

Starting default cluster 'mycluster'...

Cluster 'nycluster' started successfully

ndb_ngnd TORSK: 1186
ndbd TORSK

ndbd TORSK
nmysql d TORSK: 3306
nmysql d TORSK: 3307
ndbapi *

Connect to the database by running "C: \Program Files (x86)\ MySQ.\ M/SQL Cl uster
Manager 1.3.6\cluster\bin\nysgl"” -h TORSK -P 3306 -u root

You can then connect to the agent using the nt mclient (see Section 3.3, “Starting the MySQL Cluster
Manager Client”), and to either of the MySQL Servers running on ports 3306 and 3307 using nysql or
another MySQL client application.

When starting the MySQL Cluster Manager agent for the first time, you may see one or more Windows
Security Alert dialogs, such as the one shown here:

* Windows Security Alert

Windows Firewall has blocked some features of this program

Windows Firewall has blocked some features of mond.exe on all public and private networks.

Path: C:\program fies (x86)\mysg/\mysql duster manager
1. 1.4'pin\momd. exe

Allow memd.exe to communicate on these networks:
Iv Private networks, such as my home or work network

[ Public networks, such as those in airports and coffee shops (not recommended
because these netwarks often have kttle or no security)
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You should grant permission to connect to private networks for any of the programs ncnd. exe,
ndb_ngnd. exe, ndbd. exe, ndbnt d. exe, or nysql d. exe. To do so, check the Private Networks...
box and then click the Allow access button. It is generally not necessary to grant MySQL Cluster
Manager or MySQL Cluster access to public networks such as the Internet.

Note
@ The --defaul ts-fileand--bootstrap options are mutually exclusive.

The - -1 og-fi | e option allows you to override the default location for the agent log file (normally
ncnd. | og, in the MySQL Cluster Manager installation directory).

You can use - - | 0g- | evel option to override the | og- | evel setin the agent configuration file.

See Section 3.1, “ntnd, the MySQL Cluster Manager Agent”, for more information about options that
can be used with ncnd.

The MySQL Cluster Manager agent must be started on each host in the MySQL Cluster to be
managed.

It is possible to install MySQL Cluster Manager as a Windows service, so that it is started automatically
each time Windows starts. See Section 2.3.2.1, “Installing the MySQL Cluster Manager Agent as a
Windows Service”.

To stop one or more instances of the MySQL Cluster Manager agent, use the st op agents
command in the MySQL Cluster Manager client. You can also stop an agent process using the
Windows Task Manager. In addition, if you have installed MySQL Cluster Manager as a Windows
service, you can stop (and start) the agent using the Windows Service Manager, CTRL- C, or the
appropriate NET STOP (or NET START) command. See Starting and stopping the MySQL Cluster
Manager agent Windows service, for more information about each of these options.

3.3 Starting the MySQL Cluster Manager Client

This section covers starting the MySQL Cluster Manager client and connecting to the MySQL Cluster
Manager agent.

MySQL Cluster Manager 1.3.6 includes a command-line client ntm located in the installation bi n
directory. ntmcan be invoked with any one of the options shown in the following table:

Long form Short form Description

--help -2 Display nt mclient options

--version -V Shows MySQL Cluster Manager agent/client version.

— -W Shows MySQL Cluster Manager agent/client version, with
version of nysql used by ntm

--address -a Host and optional port to use when connecting to ncnd, in
host [ : port] format; defaultis 127. 0. 0. 1: 1862.

--mysql - hel p - Show help for mysql client (see following).

The client-server protocol used by MySQL Cluster Manager is platform-independent. You can connect
to any MySQL Cluster Manager agent with an nt mclient on any platform where it is available. This
means, for example, that you can use an ntcmclient on Microsoft Windows to connect to a MySQL
Cluster Manager agent that is running on a Linux host.

ntmactually acts as a wrapper for the mysqgl client that is included with the bundled MySQL Cluster
distribution. Invoking nc mwith no options specified is equivalent to the following:

shel | > nysqgl -uncnd -psuper -h 127.0.0.1 -P 1862 --pronpt ="ncnm"
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(These - u and - p options and values are hard-coded and cannot be changed.) This means that you
can use the nysql client to run MySQL Cluster Manager client sessions on platforms where nt mitself
(or even ntnd) is not available. For more information, see Connecting to the agent using the nysql
client.

If you experience problems starting an MySQL Cluster Manager client session because the client fails
to connect, see Can't connect to [local] MySQL server, for some reasons why this might occur, as well
as suggestions for some possible solutions.

To end a client session, use the exi t or qui t command (short form: \ q). Neither of these commands
requires a separator or terminator character.

For more information, see Chapter 4, MySQL Cluster Manager Client Commands.

Connecting to the agent with the ncmclient. You can connect to the MySQL Cluster Manager
agent by invoking ncm(or, on Windows, ntm exe). You may also need to specify a hostname, port
number, or both, using the following command-line options:

* --host =host nane or - h[ ]host nane

This option takes the name or IP address of the host to connect to. The default is | ocal host (which
may not be recongized on all platforms when starting a ntc mclient session even if it works for starting
nysql client sessions).

You should keep in mind that the nt mclient does not perform host name resolution; any name
resolution information comes from the operating system on the host where the client is run. For this
reason, it is usually best to use a numeric IP address rather than a hostname for this option.

e --port=portnunber or-P[]portnunber

This option specifies the TCP/IP port for the client to use. This must be the same port that is used

by the MySQL Cluster Manager agent. As mentioned eslewhere, if no agent port is specified in the
MySQL Cluster Manager agent configuration file (mcnd. i ni ), the default number of the port used by
the MySQL Cluster Manager agent is 1862, which is also used by default by ntm

ntmaccepts additional mysql client options, some of which may possibly be of use for MySQL Cluster
Manager client sessions. For example, the - - pager option might prove helpful when the output of

get contains too many rows to fit in a single screen. The - - pr onpt option can be used to provide

a distinctive prompt to help avoid confusion between multiple client sessions. However, options not
shown in the current manual have not been extensively tested with nt mand so cannot be guaranteed
to work correctly (or even at all). See mysqgl Options, for a complete listing and descriptions of all
nmysql client options.

causes the output to be formatted vertically. This can be helpful when using a
terminal whose width is restricted to some number of (typically 80) characters.

Note
@ Like the mysql client, ntmalso supports \ Gas a statement terminator which
See Chapter 4, MySQL Cluster Manager Client Commands, for examples.

Connecting to the agent using the mysql client. As mentioned previously, nt mactually serves
as a wrapper for the nysql client. In fact, a mysql client from any recent MySQL distribution (MySQL
5.1 or later) should work without any issues for connecting to ncird. In addition, since the client-server
protocol used by MySQL Cluster Manager is platform-independent, you can use a mysql client on any
platform supported by MySQL. (This means, for example, that you can use a mysql client on Microsoft
Windows to connect to a MySQL Cluster Manager agent that is running on a Linux host.) Connecting
to the MySQL Cluster Manager agent using the nysql client is accomplished by invoking mysqgl and
specifying a hostname, port number, username and password, using the following command-line
options:

e --host =host nane or - h[ Jhost nane
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This option takes the name or IP address of the host to connect to. The defaultis | ocal host .
Like the ntmclient, the nysql client does not perform host name resolution, and relies on the host
operating system for this task. For this reason, it is usually best to use a numeric IP address rather
than a hostname for this option.

e --port=portnunber or-P[]portnunber

This option specifies the TCP/IP port for the client to use. This must be the same port that is used

by the MySQL Cluster Manager agent. Although the default number of the port used by the MySQL
Cluster Manager agent is 1862 (which is also used by default by ntm), this default value is not known
to the mysql client, which uses port 3306 (the default port for the MySQL server) if this option is not
specified when nysql is invoked.

Thus, you must use the - - por t or - P option to connect to the MySQL Cluster Manager agent using
the nysql client, even if the agent process is using the MySQL Cluster Manager default port, and
even if the agent process is running on the same host as the nysql client. Unless the correct agent
port number is supplied to it on startup, nysql is unable to connect to the agent.

e --user=user nane or - u[ Juser nane

Specifies the username for the user trying to connect. Currently, the only user permitted to connect
is “mcmd”; this is hard-coded into the agent software and cannot be altered by any user. By default,
the mysql client tries to use the name of the current system user on Unix systems and “ODBC”

on Windows, so you must supply this option and the username “mcmd” when trying to access the
MySQL Cluster Manager agent with the mysql client; otherwise, mysql cannot connect to the agent.

e --passwor d[=passwor d] or - p[passwor d]

Specifies the password for the user trying to connect. If you use the short option form (- p), you must
not leave a space between this option and the password. If you omit the passwor d value following
the - - passwor d or - p option on the command line, the mysql client prompts you for one.

Specifying a password on the command line should be considered insecure. It is preferable that
you either omit the password when invoking the client, then supply it when prompted, or put the
password in a startup script or configuration file.

Currently, the password is hard-coded as “super”, and cannot be changed or overridden by MySQL
Cluster Manager users. Therefore, if you do not include the - - passwor d or - p option when invoking
nysql , it cannot connect to the agent.

In addition, you can use the - - pr onpt option to set the nmysql client's prompt. This is recommended,
since allowing the default prompt (nysqgl >) to be used could lead to confusion between a MySQL
Cluster Manager client session and a MySQL client session.

Thus, you can connect to a MySQL Cluster Manager agent by invoking the nysql client on the same
machine from the system shell in a manner similar to what is shown here.

shel | > nysqgl -h127.0.0.1 -P1862 -uncnd -p --pronpt="ncm> '

For convenience, on systems where ncmitself is not available, you might even want to put this
invocation in a startup script. On a Linux or similar system, this script might be named ntm
cl i ent. sh, with contents similar to what is shown here:

#!/ bi n/ sh
lusr/local /nysql / bi n/ nysql -h127.0.0.1 -P1862 -untnd -p --pronpt='"ncne> '

In this case, you could then start up a MySQL Cluster Manager client session using something like this
in the system shell:
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shel > ./nmcmclient

On Windows, you can create a batch file with a name such as ntm cl i ent . bat containing something
like this:

C:\ nysql \ bi n\ nysql . exe -uncnd -psuper -h |ocal host -P 1862 --pronpt="nctn> "

(Adjust the path to the mysqgl . exe client executable as necessary to match its location on your
system.)

If you save this file to a convenient location such as the Windows desktop, you can start a MySQL
Cluster Manager client session merely by double-clicking the corresponding file icon on the desktop (or
in Windows Explorer); the client session opens in a new cnd. exe (DOS) window.

3.4 Setting Up MySQL Clusters with MySQL Cluster Manager

This section provides basic information about setting up a new MySQL Cluster with MySQL Cluster
Manager. It also supplies guidance on migration of an existing MySQL Cluster to MySQL Cluster
Manager.

For more information about obtaining and installing the MySQL Cluster Manager agent and client
software, see Chapter 2, MySQL Cluster Manager Installation, Configuration, Cluster Setup.

See Chapter 4, MySQL Cluster Manager Client Commands, for detailed information on the MySQL
Cluster Manager client commands shown in this chapter.

3.4.1 Creating a MySQL Cluster with MySQL Cluster Manager

In this section, we discuss the procedure for using MySQL Cluster Manager to create and start a

new MySQL Cluster. We assume that you have already obtained the MySQL Cluster Manager and
MySQL Cluster software, and that you are already familiar with installing MySQL Cluster Manager (see
Chapter 2, MySQL Cluster Manager Installation, Configuration, Cluster Setup).

MySQL Cluster Manager 1.3.0 and later also supports importing existing, standalone MySQL Clusters;
for more information, see Section 3.5, “Importing MySQL Clusters into MySQL Cluster Manager”.

We also assume that you have identified the hosts on which you plan to run the cluster and have
decided on the types and distributions of the different types of nodes among these hosts, as well as
basic configuration requirements based on these factors and the hardware charactersitics of the host

machines.
Note
@ You can create and start a MySQL Cluster on a single host for testing or
similar purposes, simply by invoking ncnd with the - - boot st r ap option. See
Section 3.2, “Starting and Stopping the MySQL Cluster Manager Agent”.

Creating a new cluster consists of the following tasks:

» MySQL Cluster Manager agent installation and startup.  Install the MySQL Cluster Manager
software distribution, make any necessary edits of the agent configuration files, and start the agent
processes as explained in Chapter 2, MySQL Cluster Manager Installation, Configuration, Cluster
Setup. Agent processes must be running on all cluster hosts before you can create a cluster. This
means that you need to place a complete copy of the MySQL Cluster Manager software distribution
on every host. The MySQL Cluster Manager software does not have to be in a specific location,
or even the same location on all hosts, but it must be present; you cannot manage any cluster
processes hosted on a computer where ncnd is not also running.

» MySQL Cluster Manager client session startup.  Starting the MySQL Cluster Manager client
and connect to the MySQL Cluster Manager agent. You can connect to an agent process running
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on any of the cluster hosts, using the nt mclient on any computer that can establish a network
connection to the desired host. See Section 3.3, “Starting the MySQL Cluster Manager Client”, for
details.

On systems where ntmis not available, you can use the nysql client for this purpose. See
Connecting to the agent using the nysql client.

MySQL Cluster software deployment.  The simplest and easiest way to do this is to copy the
complete MySQL Cluster distribution to the same location on every host in the cluster. (If you have
installed MySQL Cluster Manager 1.3.6 on each host, the MySQL Cluster NDB 7.2.4 distribution is
already included, in ntcm i nstal | ati on_di r/ cl ust er.) If you do not use the same location on
every host, be sure to note it for each host. Do not yet start any MySQL Cluster processes or edit
any configuration files; when creating a new cluster, MySQL Cluster Manager takes care of these
tasks automatically.

On Windows hosts, you should not install as services any of the MySQL Cluster node process
programs, including ndb_ngnd. exe, ndbd. exe, ndbnt d. exe, and nysql d. exe. MySQL Cluster
Manager manages MySQL Cluster processes independently of the Windows Service Manager and
does not interact with the Service Manager or any Windows services when doing so.

software package is registered (using add package). However, we
recommend that you have all required software—including the MySQL
Cluster software—in place before executing any MySQL Cluster Manager

Note
@ You can actually perform this step at any time up to the point where the
client commands.

Management site definition.  Using the cr eat e si t e command in the MySQL Cluster
Manager client, define a MySQL Cluster Manager management site—that is, the set of hosts to be
managed. This command provides a name for the site, and must reference all hosts in the cluster.
Section 4.2.6, “The cr eat e si t e Command”, provides syntax and other information about this
command. To verify that the site was created correctly, use the MySQL Cluster Manager client
commands | ist sitesandlist hosts.

MySQL Cluster software package registration.  In this step, you provide the location of the
MySQL Cluster software on all hosts in the cluster using one or more add package commands.
To verify that the package was created correctly, use the | i st packages and|i st processes
commands.

Cluster definition.  Execute acreat e cl ust er command to define the set of MySQL Cluster
nodes (processes) and hosts on which each cluster process runs, making up a the MySQL Cluster.
This command also uses the name of the package registered in the previous step so that MySQL
Cluster Manager knows the location of the binary running each cluster process. You can use the
[ist clustersandlist processes commands to determine whether the cluster has been
defined as desired.

If you wish to use SQL node connection pooling, see Setup for nysql d connection pooling before
creating the cluster.

Initial configuration.  Perform any configuration of the cluster that is required or desired prior to
starting it. You can set values for MySQL Cluster Manager configuration attributes (MySQL Cluster
parameters and MySQL Server options) using the MySQL Cluster Manager client set command.
You do not need to edit any configuration files directly—in fact, you should not do so. Keep in mind
that certain attributes are read-only, and that some others cannot be reset after the cluster has been
started for the first time. You can use the get command to verify that attributes have been set to the
correct values.

Cluster startup.  Once you have completed the previous steps, including necessary or desired
initial configuration, you are ready to start the cluster. The st art cl ust er command starts all
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cluster processes in the correct order. You can verify that the cluster has started and is running
normally after this command has completed, using the MySQL Cluster Manager client command
show st at us. At this point, the cluster is ready for use by MySQL Cluster applications.

3.5 Importing MySQL Clusters into MySQL Cluster Manager

It is possible to bring a “wild” MySQL Cluster—that is, a cluster not created using MySQL Cluster
Manager—under the control of MySQL Cluster Manager. The following sections provide an outline
of the procedure required to import such a cluster into MySQL Cluster Manager, followed by a more
detailed example.

3.5.1 Importing a Cluster Into MySQL Cluster Manager: Basic Procedure

The importation process consists generally of following the steps listed here:

1. Create and configure in MySQL Cluster Manager a “target” cluster whose configuration matches
that of the “wild” cluster.

2. Prepare the “wild” cluster for migration.

3. Verify PID files for cluster processes.

4. Perform a test run, and then execute the i nport cl ust er command.

This expanded listing breaks down each of the tasks just mentioned into smaller steps; an example
with more detail is also provided following the listing.

1. Create and configure “target” cluster under MySQL Cluster Manager control

a.

Install MySQL Cluster Manager and start ncind on all hosts; see Section 2.3, “MySQL Cluster
Manager Installation”, for more information.

Create a MySQL Cluster Manager site encompassing these hosts, using the create site
command.

Add a MySQL Cluster Manager package referencing the MySQL Cluster binaries, using the add
package command. Use this command's - - basedi r option to point to the correct location.

Create the target cluster using the cr eat e cl ust er command, including the same processes
and hosts used by the wild cluster. Use the command's - - i nport option to specify that the
cluster is a target for import.

If the wild cluster adheres to the recommendation for node ID assignments given in the
description for the cr eat e cl ust er command (that is, having node ID 1 to 48 assigned to
data nodes, and 49 and above assigned to other node types), you need not specify the node
IDs for the processes in the creat e cl ust er command.

Also, this step may be splitinto a cr eat e cl ust er command followed by one or more add
process commands (see an example of such splitting in the description for the add process
command).

MySQL Cluster Manager 1.3.1 and later: Use i nport confi g to copy the wild cluster's
configuration data into the target cluster. Use this command's - - dr yr un option (short form: -
y) to perform a test run that merely logs the configuration information that the command copies
when it is executed without the option.

If any ndb_ngnd or mysql d processes in the wild cluster are running on ports other than the
default, you must perform set commands to assign the correct port numbers for these in the
target cluster. When all such processes are running on the correct ports, you can execute

i mport confi g (without the - - dr yr un option) to copy the wild cluster's configuration data.
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Following this step, you should check the log as well as the configuration of the target cluster to
ensure that all configuration attribute values were copied correctly and with the correct scope.
Correct any inconsistencies with the wild cluster's configuration using the appropriate set
commands.

MySQL Cluster Manager 1.3.0: Since i nport confi g is not supported prior to the MySQL
Cluster Manager 1.3.1 release, you must copy the wild cluster's configuration information to the
target cluster manually, issuing set commands in the ncmclient that duplicate the wild cluster's
configuration in the target cluster, as discussed in the paragraphs immediately following.

MySQL Cluster global configuration data is stored in a file on the management node host which
is usually (but not always) named conf i g. i ni . This global configuration file uses INI format
which makes it simple to read or parse. For more information about this file, see MySQL Cluster
Configuration Files, and MySQL Cluster Configuration: Basic Example

In addition, each nysql d process (SQL node) has its own configuration data in the form of
system variables which are specific to that nysql d, and many of which can be changed at
runtime. You can check their values using the SQL SHOW VARI ABLES statement, and execute
appropriate set commands for values differing from their defaults.

2. Prepare the “wild” cluster for migration

a.

b.

Create a MySQL user named ncd on each SQL node, and grant root privileges to this user.

Kill each data node angel process using your system's facility for doing so. Do not kill any non-
angel data node daemons.

Kill and restart each management node process. When restarting ndb_ngnd, be sure to do so
with the configuration cache disabled. Since the configuration cache is enabled by default, you
must start the management node with - - conf i g- cache=f al se to deactivate it.

Any cluster processes that are under the control of the system's boot-time process management
facility, such as / et c/ i ni t. d on Linux systems or the Services Manager on Windows
platforms, should be removed from its control.

It is highly recommended that you take a complete backup of the “wild” cluster before
proceeding any further, using the ndb_ngmclient. For more information, see Using The MySQL
Cluster Management Client to Create a Backup.

3. Verify cluster process PID files.

a.

b.

Verify that each process in the “wild” cluster has a valid PID file.

If a given process does not have a valid PID file, you must create one for it.

See Section 3.5.2.3, “Verify All Cluster Process PID Files”, for a more detailed explanation and
examples.

4. Test and perform migration of “wild” cluster.

a.

Perform a test run of the proposed migration using i nport cl ust er with the --dryrun
option, which causes MySQL Cluster Manager to check for errors, but not actually migrate any
processes or data.

Correct any errors found using - - dr yr un. Repeat the dry run from the previous step to ensure
that no errors were missed.

When the dry run no longer reports any errors, you can perform the migration using i npor t
cl ust er, but without the - - dr yr un option.

3.5.2 Importing a Cluster Into MySQL Cluster Manager: Example
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As discussed previously (see Section 3.5.1, “Importing a Cluster Into MySQL Cluster Manager: Basic
Procedure”), importing a standalone or “wild” cluster that was created without the use of MySQL
Cluster Manager into the manager requires the completion of four major tasks: create a cluster in
MySQL Cluster Manager and update its configuration such that this matches that of the “wild” cluster;
prepare the “wild” cluster for MySQL Cluster Manager control; verify all PID files for cluster processes;
and performing a dry run and then the actual import using the i nport cl ust er command. The
example provided over the next few sections shows all steps required to perform the importation of a
small, standalone MySQL Cluster into MySQL Cluster Manager.

Sample cluster used in example.  The “wild” cluster used in this example consists of four nodes
—one management node, one SQL node, and two data nodes running ndbd. Each of these nodes
resides on one of four hosts, all of which are running a recent server release of a typical Linux
distribution. The host names for each of these hosts is shown in the following table:

Node type (executable) Host name
Management node (ndb_ngnd) al pha
Data node (ndbd) bet a

Data node (ndbd) ganma
SQL node (nysql d) delta

We assume that these hosts are on a dedicated network or subnet, and that each of them is running
only the MySQL Cluster binaries and applications providing required system and network services.
We assume on each host that the MySQL Cluster software has been installed from a release binary
archive (see Installing a MySQL Cluster Binary Release on Linux). We also assume that management
node isusing / var/ i b/ mysql - cl uster/ confi g.i ni as the cluster's global configuration file,
which is shown here:

[ ndbd defaul t]
Dat aMenory= 16G
I ndexMenory= 12G
NoOf Repl i cas= 2

[ ndb_ngnd]
Host Nane=al pha
Nodel d=50

[ ndbd]

Nodel d=5

Host Nane=bet a

Dat aDi r=/var/li b/ mysqgl - cl uster

[ ndbd]

Nodel d=6

Host Nane=gamma

Dat aDi r=/var/li b/ mysqgl - cl uster

[ nysql d]
Nodel d=100
Host Nane=del t a

[ ndbapi ]
Nodel d=101

The objective for this example is to bring this cluster, including all of its processes and data, under
MySQL Cluster Manager control. This configuration also provides for a “free” SQL node or NDB API
application not bound to any particular host; we account for this in the example.

3.5.2.1 Creating and Configuring the Target Cluster

The first task when preparing to import a standalone MySQL Cluster into MySQL Cluster Manager is to
create a “target” cluster, Once this is done, we modify the target's configuration until it matches that of
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the “wild” cluster that we want to import. At a later point in the example, we also show how to test the
configuration in a dry run before attempting to perform the actual import.

To create and then configure the target cluster, follow the steps listed here:

a.

Install MySQL Cluster Manager and start ncnd on all hosts; we assume that you have installed
MySQL Cluster Manager to the recommended location, in this case the directory / opt /

ncm 1. 3. 6. (See Section 2.3, “MySQL Cluster Manager Installation”, for more information.) Once
you have done this, you can start the nt mclient (see Section 3.3, “Starting the MySQL Cluster
Manager Client”) on any one of these hosts to perform the next few steps.

Create a MySQL Cluster Manager site encompassing all four of these hosts, using the cr eat e
si t e command, as shown here:

nc> create site --hosts=al pha, bet a, ganma, del ta newsi te;

dheccccccooccccococoocccoocoocooo +
| Command result |
dheccccccooccccococoocccoocoocooo +
| Site created successfully |
dheccccccooccccococoocccoocoocooo +

1 rowin set (0.15 sec)

We have named this site newsi t e. You should be able to see it listed in the output of the | i st
si t es command, similar to what is shown here:

mcne |ist sites;

e ccemoe== dbemme== b= mmo oo O +
| Site | Port | Local | Hosts |
e ccemoe== dbemme== b= mmo oo O +
| newsite | 1862 | Local | al pha, beta, ganma, delta |
e ccemoe== dbemme== b= mmo oo O +

1 rowin set (0.01 sec)

Add a MySQL Cluster Manager package referencing the MySQL Cluster binaries, using the add
package command; this command's - - basedi r [83] option can be used to point to the correct
location. The command shown here creates such a package, named newpackage:

ncrm> add package --basedir=/usr/local /nysgl newpackage;

e cccoccomococc-moooccomoosos +
| Command result |
e cccoccomococc-moooccomoosos +
| Package added successfully |
e cccoccomococc-moooccomoosos +

1 rowin set (0.70 sec)

You do not need to include the bi n directory containing the MySQL Cluster executables in the - -
basedi r path. Since the executables are in/ usr/ | ocal / mysqgl / bi n, it is sufficient to specify
[usr/local / nysql ; MySQL Cluster Manager automatically checks for the binaries in a bi n
directory within the one specified by - - basedi r.

Create the target cluster including at least some of the same processes and hosts used by the
standalone cluster. Do not include any processes or hosts that are not part of this cluster. In order
to prevent potentially disruptive process or cluster operations from interfering by accident with the
import process, it is strongly recommended that you create the cluster for import, using the - -

i mport [89] option for the creat e cl ust er command.

You must also take care to preserve the correct node ID (as listed in the confi g. i ni file shown
previously) for each node. In MySQL Cluster Manager 1.3.1 and later, using the - - i nport option
allows you to specify node IDs under 49 for nodes other than data nodes, which is otherwise
prevented when using cr eat e cl ust er (the restriction has been lifted since MySQL Cluster
Manager 1.3.4).
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The following command creates the cluster newcl ust er for import, and includes the management
and data nodes, but not the SQL or “free” APl node (which we add in the next step):

nmcm> create cluster --inport --package=newpackage \
- - processhost s=ndb_ngnd: 50@l pha, ndbd: 1@et a, ndbd: 2@anma \
newcl ust er;

1 rowin set (0.96 sec)

You can verify that the cluster was created correctly by checking the output of show st at us with
the - - process [95] (- r ) option, like this:

nmc> show status -r newcl uster;

drmcccccoo drmccccccooo drmccccoo dhmcccccoo dhmcccococccocooo dhmccccococcos +
| Nodeld | Process | Host | Status | Nodegroup | Package |
drmcccccoo drmccccccooo drmccccoo dhmcccccoo dhmcccococccocooo dhmccccococcos +
| 50 | ndb_ngnd | alpha | inport | | newpackage |
| 5 | ndbd | beta | import | n/a | newpackage |
| 6 | ndbd | gamma | inmport | n/a | newpackage |
drmcccccoo drmccccccooo drmccccoo dhmcccccoo dhmcccococccocooo dhmccccococcos +

3 rows in set (0.01 sec)

If necessary, add any remaining processes and hosts from the “wild” cluster not included in the
previous step using one or more add pr ocess commands. We have not yet accounted for 2 of
the nodes from the wild cluster: the SQL node with node ID 100, on host del t a; and the API node
which has node ID 101, and is not bound to any specific host. You can use the following command
to add both of these processes to newcl| ust er:

nc> add process --processhosts=nysql d: 100@lel t a, ndbapi : 101@ newcl uster;

1 rowin set (0.41 sec)

Once again checking the output from show st at us - r, we see that the nysql d and ndbapi
processes were added as expected:

nmcne show status -r newcl uster;

oo b cccmmoooo b= mmo oo oo decccmmoooo- dhcccmmoooo== +
| Nodeld | Process | Host | Status | Nodegroup | Package |
oo b cccmmoooo b= mmo oo oo decccmmoooo- dhcccmmoooo== +
| 50 | ndb_ngnd | al pha | inport | | newpackage |
| 5 | ndbd | beta | inport | n/a | newpackage |
| 6 | ndbd | ganma | inport | n/a | newpackage |
| 100 | nysqld | delta | inport | | newpackage |
| 101 | ndbapi | * | inport | | |
oo b cccmmoooo b= mmo oo oo decccmmoooo- dhcccmmoooo== +

5 rows in set (0.08 sec)

You can also see that, since newcl ust er was created using the cr eat e cl ust er command's
--i nmport [89] option, the status of all processes in this cluster—including those we just added
—is i npor t . This means we cannot yet start newcl ust er or any of its processes, as shown here:

nmcm> start process 50 newcl uster;
ERROR 5317 (OOMGR): Unable to perform operation on cluster created for inport
ncne start cluster newcl uster;
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ERROR 5317 (OOMGR): Unable to perform operation on cluster created for inport

The i nport status and its effects on newcl ust er and its cluster processes persist until we have
completed importing another cluster into newcl ust er.

Following the execution of the add pr ocess command shown previously, the target newcl| ust er
cluster now has the same processes, with the same node IDs, and on the same hosts as the
original standalone cluster. We are ready to proceed to the next step.

Now it is necessary to duplicate the wild cluster's configuration attributes in the target cluster. In
MySQL Cluster Manager 1.3.1 and later, you can handle most of these using the i nport confi g

command, as shown here:

mcme i nport config --dryrun newcl uster

Fm e e e e e e e e e e e e e eeemeeeemmmmeesmeeeeeeeeeememememeeeeeo- +
| Command result |
Fm e e e e e e e e e e e e e eeemeeeemmmmeesmeeeeeeeeeememememeeeeeo- +
| I'mport checks passed. Pl ease check log for settings that will be applied.

Fm e e e e e e e e e e e e e eeemeeeemmmmeesmeeeeeeeeeememememeeeeeo- +

1 rowin set (5.36 sec)

Important

for ndb_ngnd and nysql d processes using the set command in the ntm

A ‘ Before executing this command it is necessary to set any non-default ports

client.

As indicated by the output from i nport confi g --dryrun, you can see the configuration
attributes and values that would be copied to newc!| ust er by the unimpeded command in the
agent log file (mcnd. | 0g), which by default is created in the MySQL Cluster Manager installation
directory. If you open this file in a text editor, you can locate a series of set commands that would
accomplish this task, similar to what is shown here (emphasized text):

2014-03-14 16:05: 11. 896: (nessage)
2014-03-14 16:05: 11. 896: (nessage)
2014-03-14 16:05: 11. 896: (nessage)
2014-03-14 16:05: 13. 698: (nmessage)
2014-03-14 16:05: 13. 698: (nessage)
2014-03- 14 16:05: 13. 698: (nmessage)
2014-03- 14 16:05: 13.904: (nessage)
2014- 03- 14 16: 05: 13. 905: (war ni ng)
2014-03- 14 16:05: 15. 719: (nessage)
2014-03- 14 16: 05: 15. 725: (nmessage)
2014-03- 14 16:05: 16. 186: (nessage)
2014-03-14 16:05: 16. 187: (nmessage)
2014-03- 14 16: 05: 16. 286: (nmessage)
2014-03- 14 16: 05: 16. 286: (nmessage)

[ TOxlad12a0 CMGR |: Got
[ TOxlad12a0 CMGR |: Got
[ TOxlad12a0 CMGR |: Got

[ TOx7f 4f b80171a0
[ TOx7f 4f b80171a0
[ TOx7f 4f b80171a0
[ TOx7f 4f b80171a0
[ TOx7f 4f b80171a0
[ TOx7f 4f b80171a0
[ TOx7f 4f b80171a0

RECF( :
RECF( :
RECF( :
RECF( :
RECF( :
RECF( :
RECF( :

[ TOxlad12a0 CMGR |: Got
[ TOxlad12a0 CMGR |: Got
[ TOxlad12a0 CMGR |: Got

[ TOx7f 4f b80171a0

set Dat aDir: ndb_ngmd: 50="" newcl uster

set | ndexMenory: ndbd: 5=1073741824 newcl ust er
set Dat aMenory: ndbd: 5=1073741824 newcl ust er
set Dat aDir: ndbd: 5=/ usr/| ocal / nysql / nysql - cl ust er/ dat a newcl ust er
set ThreadConfi g: ndbd: 5="" newcl ust er

set | ndexMenory: ndbd: 6=1073741824 newcl ust er
set Dat aMenory: ndbd: 6=1073741824 newcl ust er
set Dat abDir: ndbd: 6=/ usr/| ocal / nysql / nysql - cl ust er/ dat a newcl ust er
set ThreadConfi g: ndbd: 6="" newcl uster

set basedir: nysql d: 100=/ usr/ | ocal / mysqgl newcl uster
set character_sets_dir:nysql d: 100=/usr/| ocal / mysql / shar e/ charsets newcl uster
set datadir: mysql d: 100=/ usr/ | ocal / nysql / dat a newcl ust er
set general _|log_file:mysqgld: 100=/usr/| ocal / nysql / data/delta.l og newcl uster
set | c_messages_dir: mysql d: 100=/ usr/ | ocal / nysql / share newcl ust er

set log_error:mysqgld: 100=/usr/| ocal / nysql /data/delta. err

set ndb_connect string: nysql d: 100=al pha newcl ust er
set ndb_ngnd_host : mysql d: 100=al pha newcl ust er

set optim zer_trace: mysql d: 100=enabl ed=of f , one_I i ne=of f newcl ust er
set pid_file:mysqld: 100=/usr/| ocal / nysqgl /data/delta.pid newcl uster

RECF( :

new nessage ngr_i nport_confi gval ues {84880f7
new nessage ngr_i nport_confi gval ues {84880f7
new nessage ngr_i nport_confi gval ues {84880f7
Al utility process have finished

Process started : /usr/local/mysql/bin/mnysq
Spawni ng nysqgl d --nodefaults --help --verbo
Successfully pulled default configuration f
Failed to renpve evsource

Al utility process have finished

Appl yi ng nysql d configuration to cluster...
new nessage ngr_i nport_confi gval ues {84880f7
new nessage x_trans {84880f7a 39 0}

new nessage x_trans {84880f7a 40 0}

The following will be applied to the curren

newcl ust er
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set plugin_dir:nysqgl d: 100=/usr/ | ocal / mysql /1i b/ plugi n newcl ust er

set report_port:nysqgl d: 100=3306 newcl uster

set slow_query_log _file:mysqld: 100=/usr/| ocal / mysql / dat a/ del t a- sl ow. | og newcl ust er
set sql _node: nysql d: 100=STRI CT_TRANS_TABLES, NO_ENG NE_SUBSTI TUTI ON newcl ust er

Assuming that the dry run was successful, you should now be able to import the wild cluster's
configuration into newcluster, with the command and a result similar similar to what is shown here:

mcme i nport config newcl uster;

| Configuration inported successfully. Please manually verify plugin options, abstraction |evel and

You should check the log from the dry run and the resulting configuration of newcl ust er carefully
against the configuration of the wild cluster. If you find any inconsistencies, you must correct these
in newcl ust er using the appropriate set commands afterwards.

Manual configuration import (MySQL Cluster Manager 1.3.0).  In MySQL Cluster Manager 1.3.0,
which does not support the i nport confi g command, it is necessary to copy the wild cluster's
configuration manually, using set commands in the ntcmclient (once you have obtained the values of
any attributes that differ from their defaults). The remainder of this section applies primarily to MySQL
Cluster Manager 1.3.0 and the process described here is generally not needed in MySQL Cluster
Manager 1.3.1 and later.

MySQL Cluster global configuration data is stored in a file that is usually (but not always) named

confi g.ini. Itslocation on a management node host is arbitrary (there is no default location for it),
but if this is not already known, you can determine it by checking—for example, on a typical Linux
system—the output of ps for the - - conf i g- fi | e option value that the management node was started
with, shown with emphasized text in the output:

shell > ps ax | grep ndb_ngnd
18851 ? Ssi 0: 00 ./ndb_ngnd --config-file=/var/lib/mysql-cluster/config.ini
18922 pts/ 4 S+ 0: 00 grep --col or=auto ndb_ngnd

This file uses | NI format to store global configuration information, and is thus easy to read, or to parse

with a script. We start the setup of the target cluster' configuration by checking each section of this file
in turn. The first section is repeated here:

[ ndbd defaul t]
Dat aMenory= 16G
I ndexMenory= 12G
NoOf Repl i cas= 2

The [ ndbd def aul t] heading indicates that all attributes defined in this section apply to all
cluster data nodes. We can set all three attributes listed in this section of the file for all data nodes in
newcl ust er, using the set command shown here:

nmce set Dat aMenory: ndbd=16G | ndexMenor y: ndbd=12G NoOf Repl i cas: ndbd=2 newcl ust er;

1 rowin set (0.36 sec)

You can verify that the desired changes have taken effect using the get command, as shown here:

nmce get Dat aMenory: ndbd, | ndexMenor y: ndbd, NoOf Repl i cas: ndbd newcl uster;
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Fommm e meeeaaaa +emmmm - m Hommmmeeaaa Hemmmmeeaa Hommmmeeaaa +-
| Nane | Value | Processl | Nodeldl | Process2 |
Fommm e meeeaaaa +emmmm - m Hommmmeeaaa Hemmmmeeaa Hommmmeeaaa +-
| Dat aMenory | 16G | ndbd | 5 | |

| I'ndexMenory | 12G | ndbd | 5 | |

| NoOfReplicas | 2 | ndbd | 5 | |

| Dat aMenory | 16G | ndbd | 6 | |

| I'ndexMenmory | 12G | ndbd | 6 | |

| NoOfReplicas | 2 | ndbd | 6 | |
Fommm e meeeaaaa +emmmm - m Hommmmeeaaa Hemmmmeeaa Hommmmeeaaa +-
6 rows in set (0.07 sec)

The next section in the file is shown here:

[ ndb_ngnd]
Host Nane=al pha
Nodel d=1

+
I
+

Process |

Process |

Process |

Process |

Process |

Process |

+

This section of the file applies to the management node. We set its Nodel d and Host Nane attributes
previously, when we created newcl| ust er . No further changes are required at this time.

The next two sections of the conf i g. i ni file, shown here, contain configuration values specific to

each of the data nodes:

[ ndbd]

Nodel d=5

Host Nane=bet a

Dat abDi r=/var/ | i b/ nysql -cl uster

[ ndbd]

Nodel d=6

Host Nane=ganmma

Dat abDi r=/var/ | i b/ nysql -cl uster

As was the case for the management node, we already provided the correct node IDs and host names
for the data nodes when we created newcl ust er, so only the Dat aDi r attribute remains to be set.
We can accomplish this by executing the following command in the ncmclient:

nmc> set DataDir:ndbd: 5=/var/li b/ mysql -cl uster, Dat abDi r: ndbd: 6=/ var/li b/ nysql -cl uster \

newcl ust er;
foocccoococccooccoocococoooccoosooooo +
| Command result |
foocccoococccooccoocococoooccoosooooo +
| Cluster reconfigured successfully |
foocccoococccooccoocococoooccoosooooo +

1 rowin set (0.42 sec)

You may have noticed that we could have set the Dat aDi r attribute on the process level using the
shorter and simpler command set Dat abDi r: ndbd=/var /i b/ nysql -cl uster
since this attribute was defined individually for each data node in the original configuration, we match

this scope in the new configuration by setting this attribute for each ndbd instance instead. Once again,
we check the result using the ntmclient get command, as shown here:

fmocooo==o ffmocosc--ccooc--ccooo--oc frocooo==oc foocooo==o +
| Nane | Val ue | Processl | Nodeldl |
fmocooo==o ffmocosc--ccooc--ccooo--oc frocooo==oc foocooo==o +
| DatabDir | /var/lib/nysql-cluster | ndbd | 5 |
| DatabDir | /var/lib/nysql-cluster | ndbd | 6 |
fmocooo==o ffmocosc--ccooc--ccooo--oc frocooo==oc foocooo==o +

2 rows in set (0.01 sec)

newcl ust er, but

Configuration attributes for the SQL node are contained the the next section of the file, shown here:
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[mysql d]
Nodel d=100
Host Nane=del t a

The Nodel d and Host Nane attributes were already set when we added the nysql d process to
newcl ust er, so no additional set commands are required at this point. Keep in mind that there may
be additional local configuration values for this mysql d that must be accounted for in the configuration
we are creating for newcl| ust er ; we discuss how to determine these values on the SQL node later in
this section.

The remaining section of the file, shown here, contains a section defining attributes for a “free” API
node that is not required to connect from any particular host:

[ ndbapi ]
Nodel d=101

We have already set the Nodel d and there is no need for a Host Nane for a free process. There are
no other attributes that need to be set for this node.

For more information about the MySQL conf i g. i ni global configuration file, see MySQL Cluster
Configuration Files, and MySQL Cluster Configuration: Basic Example.

As mentioned earlier in this section, each nysql d process (SQL node) may have, in addition to any
attributes set in conf i g. i ni, its own configuration data in the form of system variables which are
specific to that mysql d. These can be set in two ways:

» When the nysql d is started, by passing options to it on the command line when invoking it, by
reading from an options file (usually named ny. cnf , or my. i ni on Windows), or both.

* At runtime using the SQL SET statement.

Because the initial values of many options can be changed at runtime, it is recommended that—rather
than attempt to read the my. cnf orny. i ni file—you check values for all system variables on each
SQL node “live” in the nysql client by examining the output of the SHOW VARI ABLES statement, and
execute set commands setting each of these values where it differs from the default for that variable
on that SQL node.

The ntmclient can execute a script file containing client commands. The contents of such a script,
named nmy- commands. ncm which contains all commands we executed to create and configure
newcl ust er, are shown here:

create cluster --inport --package=newpackage --processhosts=ndb_ngnd: 50@l pha, ndbd: 5@et a, ndbd: 6@amma
add process --processhost s=nysql d: 100@lel t a, ndbapi : 101@ newcl uster;
set Dat aMenory: ndbd=16G, | ndexMenor y: ndbd=12G NoOf Repl i cas: ndbd=2 newcl uster;

set Dat aDir: ndbd: 5=/ var/lib/nysql -cl uster, Dat aDi r: ndbd: 6=/ var/|i b/ nysql -cl uster newcl uster;

You can run such a script by invoking the client from the command line with a redirection operator, like
this:

shel | > ntm < ny- comrands. ntm

The name of the script file is completely arbitrary. It must contain valid ncmclient commands or
comments only. (A comment is delimited by a # character, and extends from the point in the line where
this is found to the end of the line.) Any valid nc mclient command can be used in such a file. nt mmust
be able to read the file, but the file need not be executable, or readable by any other users.
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3.5.2.2 Preparing the Standalone Cluster for Migration

The next step in the import process is to prepare the “wild” cluster for migration. This requires creating
an ncnd user account with root privileges on all hosts in the cluster; killing any data node angel
processes that may be running; restarting all management nodes without configuration caching;
removing cluster processes from control by any system service management facility. More detailed
information about performing these tasks is provided in the remainder of this section.

Note
@ Before proceeding with any migration, the taking of a backup using the
ndb_nmgmclient's BACKUP command is strongly recommended.

a. MySQL Cluster Manager acts through a MySQL user named ncnd on each SQL node. Itis
therefore necessary to create this user and grant root privileges to it. To do this, log in to the SQL
node running on host del t a and execute in the nysql client the SQL statements shown here:

CREATE USER 'ntnd' @del ta' | DENTI FI ED BY ' super';

GRANT ALL PRIVILEGES ON *.* TO 'ncmd' @delta’ W TH GRANT OPTI ON,

Keep in mind that, if the “wild” cluster has more than one SQL node, you must create the ntnd user
on every one of these nodes.

b. Kill each data node angel process using the system's facility for doing so. Do not kill any non-
angel data node daemons. On a Linux system, you can identify angel processes by matching
their process IDs with the owner IDs of the remaining ndbd processes in the output of ps excuted
on host bet a of the example cluster, as shown here, with the relevant process IDs shown in
emphasized text:

shell > ps -ef | grep ndbhd

jon 2023 1 0 18:46 ? 00: 00: 00 ./ndbd -c al pha
jon 2024 2023 1 18:46 ? 00: 00: 00 ./ndbd -c al pha

jon 2124 1819 0 18:46 pts/2 00: 00: 00 grep --col or=aut o ndbhd

Use the ki | | command to terminate the process with the indicated process ID, like this:

shel I > kill -9 2023

Verify that the angel process has been killed, and that only one of the two original ndbd processes
remain, by issuing ps again, as shown here:

shell > ps -ef | grep ndbd
jon 2024 1 1 18:46 ? 00: 00: 01 ./ndbd -c al pha
jon 2150 1819 0 18:47 pts/2 00: 00: 00 grep --col or=auto ndbd

Now repeat this process from a login shell on host ganre, as shown here:

shell > ps -ef | grep ndbd

jon 2066 1 0 18:46 ? 00: 00: 00 ./ndbd -c al pha
jon 2067 2066 1 18:46 ? 00: 00: 00 ./ ndbd -c al pha

jon 3712 1704 0 18:46 pts/2 00: 00: 00 grep --col or=aut o ndbhd

shell > kill -9 2066
shell > ps -ef | grep ndbd

jon 2067 1 1 18:46 ? 00: 00: 01 ./ndbd -c al pha
jon 2150 1819 0 18:47 pts/2 00: 00: 00 grep --col or=aut o ndbhd

The wild cluster's data nodes are now ready for migration.
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c. Kill and restart each management node process. When restarting ndb_ngnd, its configuration
cache must be disabled; since this is enabled by default, you must start the management server
with - - conf i g- cache=f al se, in addition to any other options that it was previously started with.

Caution

restarting ndb_ngnd in this step. Using either of these values instead of
f al se at this time causes the migration of the management node process to

A Do not use 0 or OFF for the value of the - - conf i g- cache option when
fail at later point in the importation process.

On Linux, we can once again use ps to obtain the information we need to accomplish this, this time
in a shell on host al pha:

shell > ps -ef | grep ndb_ngnd
jon 16005 1 1 18:46 7 00: 00: 09 ./ndb_ngnd -f /etc/nysql-cluster/config.in
jon 16401 1819 0 18:58 pts/2 00: 00: 00 grep --col or=auto ndb_ngnd

The process ID is 16005, and the management node was started with the - f option (the short
form for - - confi g-fi | e). First, terminate the management using ki | | , as shown here, with the
process ID obtained from ps previously:

shel I > kill -9 16005

Verify that the management node process was killed, like this:

shell > ps -ef | grep ndb_ngnd
jon 16532 1819 0 19:03 pts/2 00: 00: 00 grep --col or=auto ndb_ngnd

Now restart the management node as described previously, with the same options that it was
started with previously, and with the configuration cache disabled. Change to the directory where
ndb_ngnd is located, and restart it, like this:

shell > . /ndb_nmgnd -f /etc/nysqgl-cluster/config.ini --config-cache=false

MySQL Cl uster Managenent Server nysql-5.6.24-ndb-7.4.6

2013-12-06 19:16:08 [Mgnt Srvr] | NFO -- Skippi ng check of config directory since
config cache is disabled

Verify that the process is running as expected, using ps:

shell > ps -ef | grep ndb_ngnd

jon 17066 1 1 19:16 ? 00: 00: 01 ./ndb_ngnd -f

/etc/ mysql -cluster/config.ini --config-cache=false

jon 17311 1819 0 19:17 pts/2 00:00:00 grep --color=auto ndb_ngnd

The management node is now ready for migration.

Important

for a MySQL Cluster to have more than one. In such cases, you must stop

A While our example cluster has only a single management node, it is possible
and restart each management node process as just described in this step.

d. Any cluster processes that are under the control of a system boot process management facility,
such as/etc/init.don Linux systems or the Services Manager on Windows platforms, should
be removed from this facility's control. Consult your system operating documentation for information
about how to do this. Be sure not to stop any running cluster processes in the course of doing so.

e. lItis highly recommended that you take a complete backup of the “wild” cluster before proceeding
any further, using the ndb_ngmclient's START BACKUP command:
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ndb_ngn» START BACKUP
Waiting for conpleted, this may take several minutes
Node 5: Backup 1 started from node 1

Node 5: Backup 1 started from node 1 conpl eted

Start GCP: 1338 St opGCP: 20134

#Records: 205044 #LogRecords: 10112

Dat a: 492807474 bytes Log: 317805 bytes

It may require some time for the backup to complete, depending on the size of the cluster's data
and logs. For START BACKUP command options and additional information, see Using The MySQL
Cluster Management Client to Create a Backup.

3.5.2.3 Verify All Cluster Process PID Files

a. You must verify that each process in the “wild” cluster has a valid PID file. For purposes of this
discussion, a valid PID file has the following characteristics:

» The filename is ndb_node_i d. pi d, where node_i d is the node ID used for this process.
e The file is located in the data directory used by this process.
e The first line of the file contains the process ID, and only the process ID.

To check the PID file for the management node process, log into the system shell on host al pha,
and change to the management node's data directory. If this is not specified, the PID file should be
created in the same directory that ndb_ngnd runs in; change to this directory instead. Then check
to see whether the PID file is present using your system's tools for doing this. On Linux, you can
use the command shown here:

shell > |'s ndb_1*
ndb_1 cluster.log ndb_1 out.log ndb_1.pid

Check the content of the matching . pi d file using a pager or text editor. We use nor e for this
purpose here:

shell > nore ndb_1. pi d
17066

The number shown should match the ndb_ngnd process ID. We can check this on Linux as before,
using ps:

shell > ps -ef | grep ndb_ngnd
jon 17066 1 1 19:16 ? 00: 00: 01 ./ndb_ngnd -f /etc/nysql-cluster/config.ini --config-cache=fal
jon 17942 1819 0 19:17 pts/2 00:00: 00 grep --col or=auto ndb_ngnd

The management node PID file satisfies the requirements listed at the beginning of this section.
Next, we check the PID files for the data nodes, on hosts bet a and ganma. Log into a system shell
on bet a, then obtain the process ID of the ndbd process on this host, as shown here:

shell > ps -ef | grep ndbd
jon 2024 1 1 18:46 ? 00: 00: 01 ./ndbd -c al pha
jon 2150 1819 0 18:47 pts/2 00: 00: 00 grep --col or=auto ndbd

We observed earlier (see Section 3.5.2.1, “Creating and Configuring the Target Cluster”) that this
node's node ID is 5 and that its Dat aDi r is/var /| i b/ nysql - cl ust er. Check in this directory
for the presence of a file named ndb_5. pi d:

shell> |s /var/lib/mysql-cluster/ndb_5. pid
ndb_5. pi d
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Now check the content of this file and make certain that it contains the process ID 2024 on the first
line and no other content, like this:

shell > nmore /var/lib/nysql-cluster/ndb_5. pid
2024

Similarly, we locate and check the content of the PID file for the remaining data node (node ID 6,
data directory / var /| i b/ mysql - cl ust er/) on host gama:

shell > ps -ef | grep ndbd
jon 2067 1 1 18:46 ? 00: 00: 01 ./ndbd -c al pha
jon 2150 1819 0 18:47 pts/2 00: 00: 00 grep --col or=aut o ndbd

shell> |s /var/lib/mysql-cluster/ndb_6.pid
ndb_6. pi d

shell > nmore /var/lib/nysql-cluster/ndb_6. pid
2067

The PID file for this data node also meets our requirements, so we are how ready to proceed to the
nysql d binary running on host del t a. We handle the PID file for this process in the next step.

If a given process does not have a valid PID file, you must create one for it, or, in some cases,
modify the existing one. This is most likely to be a concern when checking PID files for nysql d
processes, due to the fact that the MySQL Server is customarily started using the startup script
nysql d_saf e, which can start the nysql d binary with any number of default options, including
the - - pi d-fi | e option. We see that is the case when we check on host del t a for the running
nysql d process there (emphasized text):

shell > ps -ef | grep nysqgld

jon 8782 8520 0 10:30 pts/3 00:00:00 /bin/sh ./nmysqgl d_safe --ndbcluster

- -ndb- connect st ri ng=al pha

jon 8893 8782 1 10:30 pts/3 00:00:00 /usr/local/nysql/bin/nmysqld

--basedi r=/usr/| ocal / mysql --datadir=/usr/local/nysql/data
--plugin-dir=/usr/local/nysql/lib/plugin --ndbcl uster --ndb-connectstring=al pha
--log-error=/usr/local /nysql/data/delta.err --pid-file=/usr/local/nmysql/datal/delta.pid
jon 8947 8520 0 10:30 pts/3 00: 00: 00 grep --col or=auto mysql d

shel |l > nmore /usr/local /nysql /data/delta.pid
8893

The PID for the SQL node is in an acceptable location (the data directory) and has the correct
content, but has the wrong name.

You can create a correct PID file in either of two locations—in the process data directory, or in the
directory ntm di r/ cl ust ers/ cl ust er nane/ pi d/ on the same host as the process, where
ncm di r is the MySQL Cluster Manager installation directory, and cl ust er _nane is the name of
the cluster. In this case, since the existing PID file is otherwise correct, it is probably easiest just to
copy it to a correctly named file in the same directory incorporating the node ID (100), like this:

shel | > cp /usr/local /nysqgl/data/delta.pid /usr/local/nmysql/data/ndb_100. pi d

Another alternative is to create and write a completely new PID file to the proper location in the
MySQL Cluster Manager installation directory, as shown here:

shel |l > echo ' 8893" > /opt/nmm 1. 3. 6/clusters/newcl uster/pi d/ ndb_100. pi d

shel |l > more /opt/ncm 1. 3. 6/ cl ust er s/ newcl ust er/ pi d/ ndb_100. pi d
8893
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ndbapi processes running under MySQL Cluster Manager do not require PID files, so we have
completed this step of the import, and we should be ready for a test or “dry run” of the migration.
We perform this test in the next step.

3.5.2.4 Testing and Migrating the Standalone Cluster

Testing and performing and performing the migration of a standalone MySQL Cluster into MySQL
Cluster Manager consists of the following steps:

1. Perform a test run of the proposed import using i nport cl ust er with the - - dr yr un option.
When this option is used, MySQL Cluster Manager checks for mismatched configuration attributes,
missing or invalid processes or hosts, missing or invalid PID files, and other errors, and warns of
any it finds, but does not actually perform any migration of processes or data.

nce i nport cluster --dryrun newcl uster;
ERROR 5302 (OOMGR): No access for user ncrmd to nmysqld 100 in cluster newcluster.
Pl ease verify user access and grants adhere to docunented requirenents.

We omitted a crucial step earlier: we apparently neglected to create the ntnd superuser account
needed on all SQL nodes in the “wild” cluster to bring them under control of MySQL Cluster
Manager. In this case, there is only one SQL node, running on del t a. Log into this SQL node as
the MySQL r oot user, and create the ntnd account in the mysql client, as shown here:

shell > ./nysqgl -uroot -p

Enter paSSV\DI’d. *kkhkhkhkkkkkkkk*k

Wel come to the MYSQL nonitor. Commands end with ; or \g.
Your MySQL connection id is 3

Server version: 5.6.24-ndb-7.4.6 Source distribution

Copyright (c) 2000, 2013, Oacle and/or its affiliates. All rights reserved.

Oacle is a registered trademark of Oracle Corporation and/or its
affiliates. O her names may be trademarks of their respective
owners.

Type 'help;' or '"\h' for help. Type '\c' to clear the current input statenent.

nysql > CREATE USER ' ncnd' @1 ocal host' | DENTI FI ED BY ' super';
Query OK, O rows affected (0.00 sec)

nmysql > GRANT ALL PRI VI LEGES ON *.*
- TO 'ncd' @1 ocal host' | DENTI FI ED BY ' super’
-> W TH GRANT OPTI ON,;

Query OK, O rows affected (0.00 sec)

nmysql > SHOW GRANTS FOR ' ntnd' @I ocal host'\ G

KR K KKk ok kkkhhhkkkkhhhkkkxhx 9 [ QWY % % % % o sk ok ok ok ok ok ok ok ok ok ok ok ok ok kX ok ok ok

Grants for ncnd@ ocal host: GRANT ALL PRIVILEGES ON *.* TO 'ncnd' @1 ocal host '
| DENTI FI ED BY PASSWORD ' * FB5A86E6F55A370C1A115F696A9AD71A7869DB81" W TH GRANT OPTI ON
1 rowin set (0.00 sec)

Having corrected this issue on the SQL node, we repeat the dry run in the ncmclient:

nce i nport cluster --dryrun newcl uster;
ERROR 5310 (OOM3R): Process ndb_ngnd 50 reported 6 processes, while 5 processes
are configured for cluster newcluster

This error means that there are one or more cluster processes not accounted for the configuration
for the target cluster. Checking the contents of the file / et ¢/ nmysql - cl uster/ confi g.ini on
host al pha, we see that we overlooked a section in it earlier. This section is shown here:

[ mysal d]
Nodel d=102
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To address this discrepancy, we need to add another “free” ndbapi process to newcluster, which
we can do by executing the following add pr ocess command in the ntcmclient;

nmc> add process -R ndbapi:102@ newcl uster

e cccoccomococcomoooccomoosoo +
| Conmand result |
e cccoccomococcomoooccomoosoo +
| Process added successfully

e cccoccomococcomoooccomoosoo +

1 rowin set (0.38 sec)

You can verify this by checking the output of show st at us - r [95] command, as shown here:

nmcne show status -r newcl uster

dhmcccccoo dimccccccooo dmccccos dhmcccccoo dimcccococcccoo dimccccococco= +
| Nodeld | Process | Host | Status | Nodegroup | Package
dhmcccccoo dimccccccooo dmccccos dhmcccccoo dimcccococcccoo dimccccococco= +
| 50 | ndb_ngnd | al pha | inport | | newpackage

| 5 | ndbd | beta | import | n/a | newpackage

| 6 | ndbd | gamma | inmport | n/a | newpackage

| 100 | mysqld | delta | inmport | | newpackage

| 101 | ndbapi | * | inmport | |

| 102 | ndbapi | * | inmport | |

dhmcccccoo dimccccccooo dmccccos dhmcccccoo dimcccococcccoo dimccccococco= +

6 rows in set (0.11 sec)

Now we can run another test, using i nport cl ust er with the - - dr yr un as we did previously:

mce i nport cluster --dryrun newcl uster

Continue to correct any errors or other discrepancies found using - - dr yr un, repeating the dry run
shown in the previous step to ensure that no errors were missed. The following list contains some
common errors you may encounter, and their likely causes:

« MySQL Cluster Manager requires a specific MySQL user and privileges to manage SQL nodes. If
the ncnd MySQL user account is not set up properly, you may see No access for user...,
Incorrect grants for user...,orpossibly other errors. See Section 3.5.2.2, “Preparing
the Standalone Cluster for Migration”.

< As described previously, each cluster process (other than a process whose type is ndbapi )
being brought under MySQL Cluster Manager control must have a valid PID file. Missing,
misnamed, or invalid PID files can produce errors suchas PI D fil e does not exi st
for process...,PID ... is not running ...,andPID ... is type ....See
Section 3.5.2.3, “Verify All Cluster Process PID Files”.

* Process version mismatches can also produce seemingly random errors whose cause can
sometime prove difficult to track down. Ensure that all nodes are supplied with the correct release
of the MySQL Cluster software, and that it is the same release and version of the software.

» Each data node angel process in the standalone cluster must be stopped prior to import. A
running angel process can cause errors such as Angel process pid exists ... or
Process pid is an angel process for ....See Section 3.5.2.2, “Preparing the
Standalone Cluster for Migration”.

» The number of processes, their types, and the hosts where they reside in the standalone cluster
must be reflected accurately when creating the target site, package, and cluster for import.

Otherwise, errors such as Process id reported # processes ...,Process id ...
does not match configured process ...,Process idnot configured ...,and
Process iddoes not natch configured process ....See Section 3.5.2.1, “Creating

and Configuring the Target Cluster”.

53



MySQL Cluster Backup and Restore Using MySQL Cluster Manager

« Other factors that can cause specific errors include processes in the wrong state, processes that
were started with unsupported command-line options or without required options, and processes
having the wrong process ID, or using the wrong node ID.

3. Wheninmport cluster --dryrun nolonger warns of any errors, you can perform the import
with the i nport cl ust er command, this time omitting the - - dr yr un option.

3.6 MySQL Cluster Backup and Restore Using MySQL Cluster
Manager

This section describes usage of the NDB native backup and restore functionality implemented in
MySQL Cluster Manager, to perform a number of common tasks.

3.6.1 Requirements for Backup and Restore

This section provides information about basic requirements for performing backup and restore
operations using MySQL Cluster Manager.

Requirements for MySQL Cluster backup.  Basic requirements for performing MySQL backups
using MySQL Cluster Manager are minimal. At least one data node in each node group must be
running, and there must be sufficient disk space on the node file systems. Partial backups are not
supported.

Requirements for MySQL Cluster restore.  Restoring a MySQL Cluster using MySQL Cluster
Manager is subject to the following conditions:

» A complete restore requires that all data nodes are up and running, and that all files belonging to a
given backup are available.

» A partial restore is possible, but must be specified as such. This can be accomplished using the
restore cluster client command with its - - ski p- nodei d option.

 In the event that data nodes have been added to the cluster since the backup was taken, only
those data nodes for which backup files exist are restored. In such cases data is not automatically
distributed to the new nodes, and, following the restore, you must redistribute the data manually by
issuing an ALTER ONLI NE TABLE ... REORGANI ZE PARTI Tl ON statement in the mysql client
for each NDB table in the cluster. See Adding MySQL Cluster Data Nodes Online: Basic procedure,
for more information.

3.6.2 Basic MySQL Cluster Backup and Restore Using MySQL Cluster
Manager

This section describes backing up and restoring a MySQL Cluster, with examples of complete and
partial restore operations. Note that the backup cl uster andrestore cl uster commands work
with NDB tables only; tables using other MySQL storage engines (such as | nnoDB or Myl SAM are
ignored.

For purposes of example, we use a MySQL Cluster named nycl ust er whose processes and status
can be seen here:

nmcne show status -r nycl uster;

fmoccooos fmoococcoos fmoococcoos fmoococo=o fmoccooocoos fmoccoooc=os +
| Nodeld | Process | Host | Status | Nodegroup | Package |
fmoccooos fmoococcoos fmoococcoos fmoococo=o fmoccooocoos fmoccoooc=os +
| 49 | ndb_ngmd | tonfisk | running | | mypackage |
| 1 | ndbd | tonfisk | running | O | mypackage |
| 2 | ndbd | tonfisk | running | O | mypackage |
| 50 | nysqld | tonfisk | running | | nypackage |
| 51 | nysqld | tonfisk | running | | nypackage |
| 52 | ndbapi | *tonfisk | added | | |
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| 53 | ndbapi | *tonfisk | added |
+ommmmmmm Hommmmeeaaa Hommmmeeaaa Hemmmmeeaa Fommmmmeaaaa Fommmmmeaaaa +
7 rows in set (0.08 sec)

You can see whether there are any existing backups of mycl ust er usingtheli st backups
command, as shown here:

mce | i st backups nycl uster;

Fommmmemaao D - Fommmmmes e memeeeeeeeeaaaaa F - +
| Backupld | Nodeld | Host | Tinestanp | Comment |
Fommmmemaao D - Fommmmmes e memeeeeeeeeaaaaa F - +
| 1 | 1 | tonfisk | 2012-12-04 12:03:52 |
| 1 | 2 | tonfisk | 2012-12-04 12:03:52 |
| 2 | 1 | tonfisk | 2012-12-04 12: 04: 15 |
| 2 | 2 | tonfisk | 2012-12-04 12:04: 15 |
| 3 | 1 | tonfisk | 2012-12-04 12:17:41 |
| 3 | 2 | tonfisk | 2012-12-04 12:17:41 |
Fommmmemaao D - Fommmmmes e memeeeeeeeeaaaaa F - +

6 rows in set (0.12 sec)

Simple backup. To create a backup, use the backup cl ust er command with the name of the
cluster as an argument, similar to what is shown here:

mcm> backup cluster mycluster;

e e e e e e e eeeemmmeeeeemaeaaaa +
| Command result |
e e e e e e e eeeemmmeeeeemaeaaaa +
| Backup conpl eted successfully |
e e e e e e e eeeemmmeeeeemaeaaaa +

1 rowin set (3.31 sec)

backup cl ust er requires only the name of the cluster to be backed up as an argument; for
information about additional options supported by this command, see Section 4.7.2, “The backup

cl ust er Command”. To verify that a new backup of mycl ust er was created with a unique ID, check
the output of | i st backups, as shown here (where the rows corresponding to the new backup files
are indicated with emphasized text):

mce | i st backups nycl uster;

Fommmmmmaao D Fommeeema om e eme e eeeeaaaaaa Fommm e s +
| Backupld | Nodeld Host | Tinestanp | Comment
Fommmmmmaao D Fommeeema om e eme e eeeeaaaaaa Fommm e s +
| 1 | 1 | tonfisk | 2012-12-04 12:03:52 |

| 1 | 2 | tonfisk | 2012-12-04 12:03:52 |

| 2 | 1 | tonfisk | 2012-12-04 12:04:15 |

| 2 | 2 | tonfisk | 2012-12-04 12:04:15 |

| 3 | 1 | tonfisk | 2012-12-04 12:17:41 |

| 3 | 2 | tonfisk | 2012-12-04 12:17:41 |

| 4 | 1 | tonfisk | 2012-12-12 14:24:35 |

| 4 | 2 | tonfisk | 2012-12-12 14:24:35 |

8 rows in set (0.04 sec)

If you attempt to create a backup of a MySQL Cluster in which each node group does not have at least
one data node running, backup cl ust er fails with the error Backup cannot be perforned as
processes are stopped in cluster cluster_nane.

Simple complete restore.  To perform a complete restore of a MySQL Cluster from a backup with a
given ID, follow the steps listed here:

1. Identify the backup to be used.

In this example, we use the backup having the ID 4, that was created for nycl ust er previously in
this section.

2. Wipe the MySQL Cluster data.

55



Basic MySQL Cluster Backup and Restore Using MySQL Cluster Manager

The simplest way to do this is to stop and then perform an initial start of the cluster as shown here,
using nmycl ust er:

mcm> stop cluster nycluster;

dimccccccocccooccccccocccoocccocooo +
| Command result [
dimccccccocccooccccccocccoocccocooo +
| Cluster stopped successfully |
dimccccccocccooccccccocccoocccocooo +

1 rowin set (15.24 sec)

mcme start cluster --initial nycluster;
dimccccccocccooccccccocccoocccocooo +
| Command result [
dimccccccocccooccccccocccoocccocooo +
| Cluster started successfully |
dimccccccocccooccccccocccoocccocooo +

1 rowin set (34.47 sec)
3. Restore the backup.

This is done using the r est or e cl ust er command, which requires the backup ID and the name
of the cluster as arguments. Thus, you can restore backup 4 to mycl ust er as shown here:

ncne restore cluster --backupi d=4 nycluster;

dieccccccoccccococccooccccoooccooo +
| Command result |
dieccccccoccccococccooccccoooccooo +
| Restore conpl eted successfully

dieccccccoccccococccooccccoooccooo +

1 rowin set (16.78 sec)

Partial restore—missing images. It is possible using MySQL Cluster Manager to perform a partial
restore of a MySQL Cluster—that is, to restore from a backup in which backup images from one or
more data nodes are not available. This is required if we wish to restore mycl ust er to backup number
6, since an image for this backup is available only for node 1, as can be seen in the output of | i st
backups in the nt mclient (emphasized text):

nmce | i st backups nycl uster

Fommmmmmaao D Fommeeema om e eme e eeeeaaaaaa Fommm e s +
| Backupld | Nodeld | Host | Tinestanp | Comment
Fommmmmmaao D Fommeeema om e eme e eeeeaaaaaa Fommm e s +
| 1 | 1 | tonfisk | 2012-12-04 12:03:52 |

| 1 | 2 | tonfisk | 2012-12-04 12:03:52 |

| 2 | 1 | tonfisk | 2012-12-04 12:04:15 |

| 2 | 2 | tonfisk | 2012-12-04 12:04: 15 |

| 3 | 1 | tonfisk | 2012-12-04 12:17:41 |

| 3 | 2 | tonfisk | 2012-12-04 12:17:41 |

| 4 | 1 | tonfisk | 2012-12-12 14:24:35 |

| 4 | 2 | tonfisk | 2012-12-12 14:24:35 |

| 5 | 1 | tonfisk | 2012-12-12 14:31:31 |

| 5 | 2 | tonfisk | 2012-12-12 14:31:31 |

| 6 | 1 | tonfisk | 2012-12-12 14:32:09 |

11 rows in set (0.08 sec)

To perform a restore of only those nodes for which we have images (in this case, node 1 only), we can
use the - - ski p- nodei d option when executing ar est ore cl ust er command. This option causes
one or more nodes to be skipped when performing the restore. Assuming that mycl ust er has been
cleared of data (as described earlier in this section), we can perform a restore that skips node 2 as
shown here:

mce restore cluster --backupi d=6 --skip-nodei d=2 nycl uster;
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| Command result |

1 rowin set (17.06 sec)

Because we excluded node 2 from the restore process, no data has been distributed to it. To cause
MySQL Cluster data to be distributed to any such excluded or skipped nodes following a partial
restore, it is necessary to redistribute the data manually by executing an ALTER ONLI NE TABLE . ..
REORGANI ZE PARTI T ON statement in the nysql client for each NDB table in the cluster. To obtain
a list of NDB tables from the nmysql client, you can use multiple SHOW TABLES statements or a query
such as this one:

SELECT CONCAT('' TABLE_SCHEMA, '.', TABLE_NAME)
FROM | NFORMATI ON_SCHEMA. TABLES
WHERE ENG NE=' ndbcl uster' ;

You can generate the necessary SQL statements using a more elaborate version of the query just
shown, such the one employed here:

nmysql > SELECT

-> CONCAT("' ALTER ONLI NE TABLE "', TABLE SCHEMA,
-> '*.7", TABLE _NAME, '~ REORGAN ZE PARTITION; ')
-> AS St at enent

-> FROM | NFORVATI ON_SCHENMA. TABLES
-> WHERE ENG NE=' ndbcl uster';

| ALTER ONLI NE TABLE " nysql . ndb_appl y_status® REORGAN ZE PARTI Tl ON; |
| ALTER ONLI NE TABLE "nysql . ndb_i ndex_st at _head® REORGANI ZE PARTI Tl ON; |
| ALTER ONLI NE TABLE " nysql . ndb_i ndex_st at _sanpl e REORGANI ZE PARTI TI ON; |
| ALTER ONLI NE TABLE “dbl'. nl® REORGAN ZE PARTI TI ON; |
| ALTER ONLI NE TABLE “dbl'. n2° REORGAN ZE PARTI TI ON; |
| ALTER ONLI NE TABLE “dbl'. n3° REORGAN ZE PARTI Tl ON; |
| ALTER ONLI NE TABLE “test . nl® REORGAN ZE PARTI Tl ON; |
| ALTER ONLI NE TABLE “test . n2° REORGAN ZE PARTI Tl ON; |
| ALTER ONLI NE TABLE “test . n3 REORGAN ZE PARTI Tl ON; |
| ALTER ONLI NE TABLE “test . n4" REORGAN ZE PARTI TI ON; |

10 rows in set (0.09 sec)

Partial restore—data nodes added. A patrtial restore can also be performed when new data nodes
have been added to a MySQL Cluster following a backup. In this case, you can exclude the new nodes
using - - ski p- nodei d when executing the r est or e cl ust er command. Consider the MySQL
Cluster named nmycl ust er as shown in the output of the following show st at us command:

ncne show status -r nycl uster;

mocccooo moccoccoas moccoccoas fooccocooao moccooocoos moccooocoos +
| Nodeld | Process | Host | Status | Nodegroup | Package
mocccooo moccoccoas moccoccoas fooccocooao moccooocoos moccooocoos +
| 49 | ndb_ngmd | tonfisk | stopped | | mypackage

| 1 | ndbd | tonfisk | stopped | O | mypackage

| 2 | ndbd | tonfisk | stopped | O | mypackage

| 50 | mysqld | tonfisk | stopped | | mypackage

| 51 | mysqld | tonfisk | stopped | | mypackage

| 52 | ndbapi | *tonfisk | added | | |
| 53 | ndbapi | *tonfisk | added | | |
mocccooo moccoccoas moccoccoas fooccocooao moccooocoos moccooocoos +

7 rows in set (0.03 sec)

The output of | i st backups shows us the available backup images for this cluster:

mce | i st backups nycl uster;
S S S P S +
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| Backupld | Nodeld | Host | Ti mestanp | Comment
Hemm o a R Hemmmmeeaa dmmmm e eemmmeeaan Hemmmmeaaa +
| 1 | 1 | tonfisk | 2012-12-04 12:03:52 |

| 1 | 2 | tonfisk | 2012-12-04 12:03:52 |

| 2 | 1 | tonfisk | 2012-12-04 12:04:15 |

| 2 | 2 | tonfisk | 2012-12-04 12:04:15 |

| 3 | 1 | tonfisk | 2012-12-04 12:17:41 |

| 3 | 2 | tonfisk | 2012-12-04 12:17:41 |

| 4 | 1 | tonfisk | 2012-12-12 14:24:35 |

| 4 | 2 | tonfisk | 2012-12-12 14:24:35 |

8 rows in set (0.06 sec)

Now suppose that, at a later point in time, 2 data nodes have been added to mycl ust er using an add
process command. The show st at us output for mycl ust er now looks like this:

ncne show status -r nycl uster;

mocccooo moccoccoas moccoccoas fooccocooao moccooocoos moccooocoos +
| Nodeld | Process | Host | Status | Nodegroup | Package
mocccooo moccoccoas moccoccoas fooccocooao moccooocoos moccooocoos +
| 49 | ndb_ngmd | tonfisk | running | | mypackage

| 1 | ndbd | tonfisk | running | O | mypackage

| 2 | ndbd | tonfisk | running | O | mypackage

| 50 | mysqld | tonfisk | running | | mypackage

| 51 | nmysqld | tonfisk | running | | mypackage

| 52 | ndbapi | *tonfisk | added | | |
| 53 | ndbapi | *tonfisk | added | | |
| 3 | ndbd | tonfisk | running | 1 | mypackage

| 4 | ndbd | tonfisk | running | 1 | mypackage
mocccooo moccoccoas moccoccoas fooccocooao moccooocoos moccooocoos +

9 rows in set (0.01 sec)

Since nodes 3 and 4 were not included in the backup, we need to exclude them when performing
the restore. You can cause r est ore cl ust er to skip multiple data nodes by specifying a comma-
separated list of node IDs with the - - ski p- nodei d option. Assume that we have just cleared

nmycl ust er of MySQL Cluster data using the ncmclient commands st op cl uster and start
cluster --initial as described previously in this section; then we can restore mycl ust er (now
having 4 data nhodes numbered 1, 2, 3, and 4) from backup number 4 (made when nycl ust er had
only 2 data nodes numbered 1 and 2) as shown here:

nmcne restore cluster --backupi d=4 --skip-nodei d=3,4 nycl uster

L T +
| Conmand result

L T +
| Restore conpl eted successfully
L T +

1 rowin set (17.61 sec)

No data is distributed to the skipped (new) nodes; you must force nodes 3 and 4 to be included in a
redistribution of the data using ALTER ONLI NE TABLE ... REORGANI ZE PARTI TI ON as described
previously in this section.

3.7 Backing Up and Restoring MySQL Cluster Manager Agents

This section explains how to back up configuration data for ntcnd agents and how to restore the
backed-up agent data. Used together with the backup cl ust er command, the backup agents
command allows you to backup and restore a complete cluster-plus-manager setup.

If no host names are given with the backup agent s command, backups are created for all agents of
the site:

nmc> backup agents nysite

58


http://dev.mysql.com/doc/refman/5.6/en/alter-table-partition-operations.html

Backing Up and Restoring MySQL Cluster Manager Agents

| Agent backup created successfully |

1 rowin set (0.07 sec)

To backup one or more specific agents, specify them with the - - host s option:

nmc> backup agents --hosts=tonfisk nysite;

e +
| Command result |
e +
| Agent backup created successfully |
e +

1 rowin set (0.07 sec)
If no site name is given, only the agent that the nt mclient is connected to is backed up.

The backup for each agent includes the following contents from the agent repository (ntm dat a
folder):

» The r ep subfolder
e The metadata files hi gh_wat er _mar k and r epchksum

The repository is locked while the backup are in progress, to avoid creating an inconsistent backup.
The backup for each agent is created in a subfolder named r ep_backup/ t i nest anp under the
agent's ntm dat a folder, with t i mest anp reflecting the time the backup began. If you want the
backup to be at another place, create a soft link from ncm dat a/ r ep_backup to your desired storage
location.

To restore the backup for an agent:
» Wipe the contents of the agent's ntm dat a/ r ep folder
» Delete the metadata files hi gh_wat er _mar k and r epchksumfrom the ncm dat a folder

e Copy the contents in the ntm dat a/ r ep_backup/ ti nest anp/ r ep folder back into the
ncm dat a/ r ep folder

» Copy the metadata files hi gh_wat er _nmar k and r epchksumfrom the ntm dat a/
rep_backup/ ti mest anp folder back into the ncm dat a folder

» Restart the agent

The steps are illustrated below:

nysqgl @onfi sk$ cd ncm data

nysql @onfi sk$ cp ncm data/rep_backup/tinestanp/rep/* ./rep/

nysql @onfi sk$ cp ncm data/rep_backup/ti nest anp/ hi gh_water_mark ./
nysql @onfi sk$ cp ncm data/rep_backup/ti nmest anp/ repchksum ./

nysql @onfisk$ ncnil. 3. 6/ bi n/ ncnd

The backup may be manually restored on just one, or more than one agents. If backup is restored for
only one agent on, say, host A, host A will contact the other agents of the site to make them recover
their repositories from host A using the usual mechanism for agent recovery. If all agents on all hosts
are restored and restarted manually, the situation will be similar to the normal restarting all agents after
stopping them at slightly different points in time.

If configuration changes has been made to the cluster since the restored backup was created, the
same changes must be made again after the agent restores have been completed, to ensure that
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the agents' configurations match those of the actual running cluster. For example: sometime after a
backup was done, a set MaxNoOf Tabl es: ndbnt d=500 nycl ust er command was issued and
soon afterward, something happened and corrupted the agent repository; after the agent backup was
restored, the same set command has to be rerun in order to update the ncnd agents' configurations.
While the command does not effectively change anything on the cluster itself, after it has been run, a
rolling restart of the cluster processes using the restart cl ust er command is still required.

3.8 Setting Up MySQL Cluster Replication with MySQL Cluster
Manager

This section provides sample steps for setting up a MySQL Cluster replication with a single replication
channel using the MySQL Cluster Manager.

Before trying the following steps, it is recommended that you first read MySQL Cluster Replication
to familiarize yourself with the concepts, requirements, operations, and limitations of MySQL Cluster
replication.

1. Create and start a master cluster:
ncne create site --hosts=tonfisk nsite;
nc> add package --basedir=/usr/local/cluster-ngt/cluster-7.3.2 7.3.2;

ncne create cluster -P 7.3.2 -R\
ndb_ngnd@ onf i sk, ndbnt d@ onfi sk, ndbrmt d@ onf i sk, mysql d@ onfi sk, nysqgl d@ onfi sk, ndbapi @, ndbapi @ \
nast er;

nce set portnunber: ndb_ngnmd=4000 nest er;

nmcm> set port:mysql d: 51=3307 master;

nce set port:nmysql d: 50=3306 master;

nmc> set server_id:nysql d: 50=100 master;

ncne set | og_bi n: nysql d: 50=bi nl og master;

nmcne set binlog format: mysqgl d: 50=ROW nast er ;

ncne set ndb_connect string: nysql d: 50=t onf i sk: 4000 master;

ncne start cluster naster;

2. Create and start a slave cluster (we begin with creating a new site called “ssite” just for the slave
cluster; you can also skip that and put the master and slave cluster hosts under the same site
instead):

ncn> create site --hosts=flundra ssite;
mcm> add package --basedir=/usr/local/cluster-mgt/cluster-7.3.2 7.3.2;

ncne create cluster -P 7.3.2 -R\
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ndb_ngnd@ | undr a, ndbnt d@ | undr a, ndbnt d@ | undr a, mysql d@ | undr a, mnysql d@ | undr a, ndbapi @, ndbapi @
sl ave;

ncne set portnunber: ndb_ngnd=4000 sl ave;

nce set port:mysql d: 50=3306 sl ave;

mcm> set port:mysql d: 51=3307 sl ave;

nmcm> set server_id: nmysql d: 50=101 sl ave;

ncne set ndb_connect string: nysql d: 50=f | undr a: 4000 sl ave;
nc> set sl ave_skip_errors: nmysql d=all sl ave;

ncne start cluster slave;

3. Create a slave account (with the user name “myslave” and password “mypw”) on the master cluster
with the appropriate privilege by logging into the master replication client (nysql M) and issuing the
following statements:

nmysql M> GRANT REPLI CATI ON SLAVE ON *.* TO 'nysl ave' @fl undra'
-> | DENTI FI ED BY ' nypw ;

4. Log into the slave cluster client (mysql S) and issue the following statements:

nysql S> CHANGE MASTER TO
-> MASTER HOST='t onfi sk',
-> MASTER _PORT=3306,
-> MASTER USER=' nysl ave',
-> MASTER_PASSWORD=' nypw ;

5. Start replication by issuing the following statement with the slave cluster client:

nmysql S> START SLAVE;

The above example assumes that the master and slave clusters are created at about the same time,
with no data on both before replication starts. If the master cluster has already been operating and has
data on it when the salve cluster is created, after step 3 above, follow these steps to transfer the data
from the master cluster to the slave cluster and prepare the slave cluster for replication:

1. Back up your master cluster using the backup cl ust er command of MySQL Cluster Manager:

ncne backup cluster master;

Note
@ Only NDB tables are backed up by the command; tables using other MySQL
storage engines are ignored.

2. Look up the backup ID of the backup you just made by listing all backups for the master cluster:

nmce | i st backups nmaster;

E E - [ - Hem e mmeeeeeeeeaaas [ - +
| Backupld | Nodeld | Host | Tinestanp | Comment |
E E - [ - Hem e mmeeeeeeeeaaas [ - +
| 1 | 1 | tonfisk | 2014-10-17 20: 03: 23 | |
| 1 | 2 | tonfisk | 2014-10-17 20: 03: 23 | |

61


http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster.html

Setting Up MySQL Cluster Replication with MySQL Cluster Manager

1 | tonfisk | 2014-10-17 20:09: 00 | |
| 2 | tonfisk | 2014-10-17 20:09: 00 | |
e oooooooon i ooooooo i oooooooo ' ooo0o000000000000000 i oooooooo +

From the output, you can see that the latest backup you created has the backup ID “2”, and backup
data exists for node “1” and “2".

3. Using the backup ID and the related node IDs, identify the backup files just created under /
ncm dat a/ cl ust ers/ cl ust er _nane/ node_i d/ dat a/ BACKUP/ BACKUP- backup_i d/ inthe
master cluster's installation directory (in this case, the files under the / ntm dat a/ cl ust er s/
mast er / 1/ dat a/ BACKUP/ BACKUP- 2 and / ntm dat a/ cl ust er s/ mast er/ 2/ dat a/ BACKUP/
BACKUP- 2), and copy them over to the equivalent places for the slave cluster (in this case, /
ncm dat a/ cl ust er s/ sl ave/ 1/ dat a/ BACKUP/ BACKUP- 2 and / ntm dat a/ cl ust er s/
sl ave/ 2/ dat a/ BACKUP/ BACKUP- 2 under the slave cluster's installation directory). After the
copying is finished, use the following command to check that the backup is now available for the
slave cluster:

nmce | i st backups sl ave;

E E [ T - e mmee e eeeaaaaas [ T - +
| Backupld | Nodeld | Host | Tinestanp | Comment |
E E [ T - e mmee e eeeaaaaas [ T - +
| 2 | 1 | flundra | 2014-10-17 21:19:00 | |
| 2 2 | flundra | 2014-10-17 21:19:00 | |
E E [ T - e mmee e eeeaaaaas [ T - +

4. Restore the backed up data to the slave cluster (note that you need an unused ndbapi slot for the
restore cluster command to work):

nmcm> restore cluster --backupi d=2 sl ave;

5. On the master cluster client, use the following command to identify the correct binary log file and
position for replication to start:

nysql M> SHOW MASTER STATUS\ G,
EEE R R R R R EEEEEEEEEEEEEEESESESE] 1 r ow EE R R R R R R R R R R R R
File: binl og. 000017
Posi tion: 2857
Bi nl og_Do_DB:
Bi nl og_| gnor e_DB:
Executed_Gid_Set:

6. On the slave cluster client, provide to the slave cluster the information of the master cluster,
including the binary log file name (with the MASTER _LOG _FI LE option) and position (with the
MASTER LOG_POS option) you just discovered in step 5 above:

nysqgl S> CHANGE MASTER TO

-> MASTER _HOST='t onfi sk',
MASTER _PORT=3306,
MASTER USER=' nysl ave',
MASTER _PASSWORD=' nypw ,
MASTER LOG FI LE=' bi nl og. 000017" ,
MASTER LOG PQOS=2857;

T T T
V V V V V

7. Start replication by issuing the following statement with the slave cluster client:

nmysql S> START SLAVE;

As an alternative to these steps, you can also follow the steps described in MySQL Cluster Backups
With MySQL Cluster Replication to copy the data from the master to the slave and to specify the binary
log file and position for replication to start.
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Case-sensitivity rules for client commands
Options common to client commands

The sections in this chapter describe commands used in the MySQL Cluster Manager 1.3.6 client

for tasks such as defining sites, packages, and MySQL Cluster instances (“clusters”); configuring a
MySQL Cluster; and getting the status of a running MySQL Cluster. These commands are issued to the
management agent using the nysql client program included with the MySQL Cluster distribution (for
information about the nysql client not specific to using MySQL Cluster Manager, see nysql — The
MySQL Command-Line Tool). Each MySQL Cluster Manager client command takes the form shown
here:

instruction [options] [argunents]

options:
option [option] [...]

option:
--option-1ong-nanme[ =val ue- i st]
| -option-short-name [val ue-1list]

val ue-list:
val ue[, val ue[,...]]

argunent s:
argunent [argunent] [...]

Consider the following MySQL Cluster Manager command, which starts a MySQL Cluster named
nmycl ust er and backgrounds the deletion process so that the client can be used to execute other
commands in the meantime, without having to wait on the st art cl ust er command to complete:

start cluster --background mycluster;

In this example, the command contains a st art cl ust er instruction. An instruction consists of one
or two keywords, such as set, or show st at us. This instruction is modified by the - - backgr ound
option which follows it; however, this option assigns no values.

Most command options have short forms, consisting of single letters, in addition to their long forms.
Using the short form of the - - backgr ound option, the previous example could also be written like this:

start cluster -B nycluster;

The long form of an option must be preceded by a double dash (- - ), and is case insensitive (lower
case being the canonical form). The short form of an option must be preceded by a single dash (- ),
and is case sensitive. In either case, the dash character or characters must come immediately before
the option name, and there must be no space characters between them. Otherwise, the MySQL Cluster
Manager client cannot parse the command correctly. More information about long and short forms of
options is given later in this section.

Important

A Do not confuse options given to MySQL Cluster Manager client commands
with nysql client options. A MySQL Cluster Manager client command option is
always employed as part of a MySQL Cluster Manager client command,; it is not
passed to the mysql client when invoking it.

In addition, you cannot issue queries or other SQL statements in the MySQL
Cluster Manager client. These are not recognized by the client, and are rejected
with an error. The converse of this is also true: MySQL Cluster Manager client
commands are not recognized by the standard nysql client.
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The instruction just shown takes the argument nysi t e. The argument is usually an identifier that
names the object to be effected; in this case, the command deletes the site whose name matches the
argument. (For more information, see Section 4.2.6, “The creat e si t e Command”.)

Changes in client commands in version 1.3.4.  An additional - - ver bose option has been added
in version 1.3.4 to the creat e cl ust er and add process commands. In both cases, using the
option causes the command to return a list of the MySQL Cluster processes affected by the command;
this includes their node IDs, process types, and the hosts where they are located.

Identifiers in client commands.
A legal MySQL Cluster Manager identifier consists of any sequence of characters from among the
following:

» The letters a through z and A through Z

e The digits 0 through 9

» The dash (- ), period (. ), and underscore (_) characters

A MySQL Cluster Manager identifier must begin with a letter or digit.

Case-sensitivity rules for client commands.
The rules for case-sensitivity of MySQL Cluster Manager identifiers, commands, command options,
process names, and configuration attributes are as follows:

« lIdentifiers are case-sensitive. For example, del et e site mycl ust er cannot be used to delete a
site named nyCl ust er .

» Command keywords and the long forms of command options are case-insensitive. For example,
any of the three commands del et e cl uster nycl uster, DELETE CLUSTER nycl uster, and
DelLeTe cLuSt Er nycl ust er works to delete the MySQL Cluster instance named nmycl ust er .

In this manual, we show command keywords and the long forms of command options in lowercase,
but you are not required to follow this convention if you do not wish to do so.

» The short forms of command options are case-sensitive. For example, - b (lowercase) is the short
form of the - - basedi r option, but - B (uppercase) is the short form of the - - backgr ound option.

* Names of MySQL Cluster processes are case-insensitive. For example, either of the commands
get --include-defaults DataMenory: ndbd nycl uster orget --include-defaults
dat amenory: NDBD nycl ust er reports the data memory allocated for each ndbd process in the
cluster named nycl ust er.

In this manual, we show names of MySQL Cluster processes in lowercase. You are not required to
follow this convention if you do not wish to do so; however, since the corresponding executables are
named and must be invoked in lowercase, we suggest that you use lowercase.

Configuration attribute names are case-insensitive. For example, either of the commands get
--include-defaults DataMenory: ndbd nycl uster orget --include-defaults

dat anenory: ndbd mycl ust er returns the data memory allocated for each ndbd process

in the cluster named nycl ust er ; either of the commands set engi ne- condi ti on-
pushdown: nysql d: 4=0 nycl ust er orset Engi ne- Condi ti on- Pushdown: nysql d: 4=0
nycl ust er disables the condition pushdown optimization in the nysql d process having the node
ID 4 in the MySQL Cluster named nmycl ust er.

two different sources: MySQL Cluster configuration parameters, and
MySQL Server options. MySQL Cluster configuration parameters are

Note
@ Configuration attributes in the MySQL Cluster Manager derive from
case-insensitive, but their canonical forms use upper camelcase (that is,
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medial capitalization including the first letter). This means that whether

you set a value for data memory using the MySQL Cluster Manager

client or in the confi g. i ni file, you can refer to it as Dat aMenory,

dat anenory, or dATAMEMORY without any negative impact. However,
MySQL Server command-line options are case-sensitive and use only
lowercase. This means that, for example, set Engi ne- Condi ti on-
Pushdown: nysql d: 4=0 nycl ust er in the MySQL Cluster Manager client
works to disable condition pushdown in the indicated nysql d process, but if
you invoke the mysql d executable from a system prompt using - - Engi ne-
Condi ti on- Pushdown=0, nysql d fails to start.

In this manual, for easy recognition, we show configuration attribute names as having the same
lettercase used in other MySQL documentation; thus, we always refer to Dat aMenor vy, rather

than dat anenory or DATAMVEMORY, and engi ne- condi t i on- pushdown, rather than Engi ne-
Condi t i on- Pushdown or ENG NE- CONDI TI ON- PUSHDOWN. While you are not required to do this
when using MySQL Cluster Manager, we suggest that you also follow this convention.

Note

@ Values that contain space characters must be quoted using single quote (' )
characters. For example, if you wish to define a package named nypackage
for a site named nysi t e using / usr/ | ocal / nysql cluster/ 7.3 (wherea
space occurs between mysql and cl ust er) as the path to the base directory
on all hosts, the correct command would be add package --basedir="/
usr/local /mysql cluster/7.3" mypackage.

To decrease the possibility of errors in reading and entering MySQL Cluster
Manager commands, we recommend avoiding the use of space characters
whenever possible.

Each command must end with a terminator character. By default, this is the semicolon (; ) character.
However, the sequences \ g and \ Gare also supported as command terminators. The \ Gterminator
causes the output to be vertically formatted (the same as in the standard nysql client), as shown in
this example:

nc> get Dat aMenory mycl uster\ G
khkkhkkhkhkkhkhkdkhkhkhkhhhkhhkhhkhkhhkhkkhkkxx l I’OW khkkhkkhkhkkhkhkdkhkhkhkhkhhkdkhkhhkhhhkkhkkhkkxx
Nanme: Dat aMenory
Val ue: 500M
Process1l: ndbd
1d1l: 2
Process2:
1 d2:
Level : Process
Conment :
khkkhkkhkhkkhkhkdkhkhkhkhkhhkhhkhkhkhkhhkhkkhkkxx 2 I’OW khkkhkkhkhkkhkhkdkhkhkhkhkhhkdhkhhkhkhhkhkkhkkxx
Nanme: DataMenory
Val ue: 500M
Process1l: ndbd
1dl: 3
Pr ocess2:
1 d2:
Level : Process
Conment :
2 rows in set (0.22 sec)

By convention (for reasons of readability), we do not normally include the command terminator
when showing the syntax for a command in Backus-Naur format or when including a MySQL Cluster
Manager command inline in this text. However, if you do not use a statement terminator when you
enter the command in the MySQL Cluster Manager client, the client displays a special “waiting...”
prompt - > until you supply a terminator, as shown here:
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mene |ist sites

->
Enpty set (1.50 sec)

(The is the same as the behavior of the mysql client when you fail to end a statement with a
terminator.)

A command option can also in many cases accept (or even require) a set of one or more val ues. The
next example includes such an option, and also demonstrates setting of multiple values in a single
option by passing them to the option as a comma-separated list:

mcme create site --hosts=tonfisk,flundra nysite;

feococcooomoccooomoooooonoooo +
| Conmand result |
feococcooomoccooomoooooonoooo +
| Site created successfully |
feococcooomoccooomoooooonoooo +

1 rowin set (7.41 sec)

The command just shown creates a site named nysi t e, consisting of two hosts named t onf i sk
and f | undr a. (See Section 4.2.6, “The cr eat e sit e Command”, for more information about this
command.) Since we used the long form of the - - host s option, we were required to use an equals
sign (=) to mark the end of the option name and the beginning of the values list. You must not insert
any space characters before or after the equal sign; doing so causes an error, as shown here:

ncnk create site --hosts =grindval, haj yoursite;
ERROR 7 (OOMGR): Option --hosts requires a val ue
ncne create site --hosts= grindval, haj yoursite;
ERROR 7 (OOMGR): Option --hosts requires a val ue

The short form of an option does not use an equal sign. Instead, the value-list is separated from the
option by a space. Using the - h option, which is the short form of the - - host s option, the previous
create site command can be entered and executed like this:

ncne create site -h tonfisk,flundra nysite;

feooocc-oooscooomoooooooe-oo +
| Conmand result |
feooocc-oooscooomoooooooe-oo +
| Site created successfully |
feooocc-oooscooomoooooooe-oo +

1 rowin set (7.41 sec)

The short forms of options actually accept multiple spaces between the option name and the values
list; however, a single space is sufficient. If you omit the space, or try to use an equals sign, the
command fails with an error, as shown here:

mce create site -htonfisk,flundra nysite;

ERROR 6 (OOM3R): Il legal nunber of operands
mce create site -h=tonfisk,flundra nysite;
ERROR 3 (0OM3R): Il egal syntax

Any option value containing one or more whitespace characters, one or more dash characters (- ), or
both, must be quoted using single quotation marks. Multiple values should be separated by commas
only; do not insert spaces before or after any of the commas. Using spaces before or after the commas
in a list of values causes the command to fail with an error, as shown here:

mce create site --hosts=tonfisk, flundra nysite;
ERROR 6 (OOM3R): Il legal nunber of operands
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As you can see from the examples just shown, a MySQL Cluster Manager client command returns a
result set, just as an SQL statement does in the standard nysql client. The result set returned by a
MySQL Cluster Manager client command consists of one of the following:

A single row that contains a message indicating the outcome of the command. Thecreate
si t e command in the last example returned the result Sit e creat ed successful |y, toinform
the user that the command succeeded.

One or more rows listing requested objects or properties.  An example of such a command is
i st processes, as shown here:

nmcne> | i st processes mycl uster

E - E E +
| Nodeld | Nane | Host

E - E E +
| 49 | ndb_ngnd | flundra

| 1 | ndbd | tonfisk

| 2 | ndbd | grindval

| 50 | nysgld | haj |
| 51 | nysqld | torsk |
| 52 | ndbapi | *

E - E E +

6 rows in set (0.03 sec)

Inthe case of | i st processes, each row in the result contains the ID and type of a node in the
MySQL Cluster named nmycl ust er, together with the name of the host on which the process is
running.

An empty result set.  This can occur with one of the | i st commands when there is nothing to
report, such as when | i st sites is used before any sites have been created:

nmce |ist sites
Enpty set (0.72 sec)

Each command must be entered separately; it is not possible to combine multiple commands on a
single line.

Options common to client commands.
The following three options are common to most MySQL Cluster Manager client commands:

1.

- - hel p (short form: - ?): Common to all client commands. Provides help output specific to the
given command. See Section 4.1, “Online Help and Information Commands”, for more information
about this option.

- - f or ce (short form - f ): Causes any safety checks to be bypassed when executing the
command. For example, del et e cl uster nycl ust er normally fails if any of the MySQL Cluster
processes in the MySQL Cluster named mycl ust er are running; however, del et e cl uster --
force nycl uster forces the shutdown of mycl ust er, followed by the deletion of mycl ust er
from MySQL Cluster Manager's inventory.

The - - f or ce option is supported for the following MySQL Cluster Manager client commands:
e« delete site

e start cluster

e restart cluster

e stop cluster

e delete cluster

e add process
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» start process
» stop process

* renobve process
e set

* reset

3. --background (short form - B): Rather than waiting for the command to complete, the MySQL
Cluster Manager client immediately returns the command prompt, allowing you to perform
additional tasks in the client while that command continues to execute in the background. This can
be useful when executing commands that might require some time to complete (such as starting a
cluster with a great many nodes).

This option is supported by all client commands except for create site,del ete site, add
host s, add package, and del et e package.

4.1 Online Help and Information Commands

Online help is available in the MySQL Cluster Manager client for MySQL Cluster Manager client
commands. The client can provide both general and command-specific information. In addition, you
can obtain information about mysql client commands that are independent of the MySQL server and
thus are also available for use when connected to the MySQL Cluster Manager agent.

Listing MySQL Cluster Manager client commands.
For a list of all commands with brief descriptions, use the | i st conmands command, as shown here:

mce | i st conmands;

ffmoceooc--cceooc---cooc--—-cooc--—-cooc----coc--——-coco-—--coco----oco-c--oco--==o +
| Help I
ffmoceooc--cceooc---cooc--—-cooc--—-cooc----coc--——-coco-—--coco----oco-c--oco--==o +
| COMVANDS |
I I
| abort backup Abort an ongoi ng cl uster backup. |
| add hosts Add hosts to site. |
| add package Add a package ali as. |
| add process Add cl uster process. |
| backup cl uster Backup a cluster. |
| change | og-Ievel Change the | og-Ievel |
| change process Change process type. |
| collect Iogs Col lect log files. |
| create cluster Create a cluster. |
| create site Create a site. |
| delete cluster Del ete a cluster. |
| del ete package Del ete a package. |
| delete site Delete a site. |
| get Get configuration variabl es. |
| inport cluster I nport a running cluster. |
| inport config I nport the configuration of a running cluster. |
| I'ist backups Li st backup i nages. |
| list clusters List all clusters. |
| l'ist conmands List the help text. |
| list hosts List hosts in site. |
| l'ist nextnodeids Li st next nodeids to be all ocated. |
| l'ist packages List all packages. |
| l'ist processes Li st processes. |
| list sites List all sites. |
| renopve hosts Renpve hosts fromsite. |
| renopve process Renpve a cl uster process. |
| reset Reset configuration vari abl es. |
| restart cluster Restart a cluster. |
| restore cluster Restore a cluster. |
| rotate |og Rotate the ntnd | og. |
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set Set configuration vari abl es.

show settings Show agent settings.

show st at us Show cl uster, process, operation or backup status.
start cluster Start a cluster.

start process Start a cluster process.

stop agents Stop agents in site.

stop cluster Stop a cluster.

stop process Stop a cluster process.

ver si on Print version infornation.

GLOBAL OPTI ONS
Options that can be used with all conmands

|

|

|

|

|

|

|

|

| upgrade cl uster Upgrade a cluster.
|

|

|

|

|

| --hel p|-? Print detail ed hel p.
|
|

Use ' <COWAND> --hel p' to see verbose hel p for individual commands.

49 rows in set (0.04 sec)

Obtaining information about specific MySQL Cluster Manager client commands.
To obtain more detailed help specific to a given command, invoke the command using the - - hel p
option, as shown in this example:

ncne create site --help;

create site [options] <sitenane>
Creates a site fromthe hosts listed in --hosts.
--hosts|-h Conma separated |ist of hostnanes.
Format: --hosts = <host>[, <host >] *.

[

[

[

[

[

| Requi red options:
[

[

[

| Val i d options:
[

- - background| - B Run command i n background, and return pronpt
to the user imediately.
| --hosts|-h Conma separated |ist of hostnanes.
| Format: --hosts = <host>[, <host >] *.
foocccooc-ococoooc-oocoocoSoSScCoSCSooSSoCSoSCoooSSoCSoScCooSSooSoSocoooSSooSoooooo +

13 rows in set (0.00 sec)

For any MySQL Cluster Manager client command, the - - hel p option may be abbreviated to - ?:

nmce | i st processes -7?;

I
| I'ist processes <sitenane>

I

| Lists all processes defined in the specified cluster.

4 rows in set (0.00 sec)

As mentioned elsewhere in this manual (see Chapter 4, MySQL Cluster Manager Client Commands),
many other MySQL Cluster Manager command options have short forms as well. These are included
in the documentation for each command. You can also find out what these are for a given command by
invoking it with the - - hel p or - ? option.

You can obtain the release version of the MySQL Cluster Manager software in use from the output of
the ver si on command.

nysqgl client commands in the MySQL Cluster Manager client.
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You can also use most standard nmysql client commands in the MySQL Cluster Manager client (but
not SQL statements, which depend on being connected to a MySQL server), such as pronpt , qui t,
and st at us. For example, the output of the status command when connected to the MySQL Cluster
Manager agent looks something like this (depending on the exact version of the client and agent which
you are using and possibly other factors):

ncne st atus

/ hone/ j on/ bi n/ ntn | i bexec/ ../ cl uster/bin/nmysql
Ver 14.14 Distrib 5.6.24-ndb-7.4.6, for linux2.6 (x86_64) using EditLine wrapper

Connection id: 1

Current database: <n/ a>
Current user: adm n

SSL: Not in use
Current pager: | ess

Using outfile:
Using delimter: ;
Server version: 1.3.6 MySQL Cl uster Manager

Pr ot ocol versi on: 10

Connecti on: 127.0.0.1 via TCP/ I P
Server characterset: <n/ a>

Db charact erset : <n/ a>

Client characterset: <n/ a>

Conn. characterset: <n/ a>

TCP port: 1862

Note
E You may use the command delimiter with mysql client commands, but you are

not required to do so. For instance, assuming that the delimiter in use was the
default semicolon (; ) character, we could have executed the st at us command
like this:

ncne st at us;

/ home/ j on/ bi n/ ntm cl uster/bin/mysql Ver 14.14 Distrib 5.6.24-ndb-7.4.6, ...

A particularly useful mysql client command that you can also employ with ntcmis the sour ce
command (short form: \ . ), which you can use for executing scripts containing MySQL Cluster Manager
client commands. On a Linux system, you might have a text file in your home directory named get -
attri but es. ntm whose contents are shown here:

get :ndb_ngnd nycluster\G
get :ndbd nycluster\G
get :mysqld mycluster\G

Assuming that you have created a cluster named mycl ust er, you can run this script in the client; the
results vary according to how this cluster is actually configured, but should be similar to this:

mce \. ~/get-attributes.ntm
nmc> get :ndb_ngnd nycl uster\ G
IR R E R EEEEEEEEEEEEEEEEESEESEES] 1 I’OW IR R E R EEEEEEEEEEEEEEEEESEE SRS
Name: DataDir
Val ue: /hone/jon/bi n/ ncm ncm dat a/ cl ust ers/ mycl ust er/ 49/ dat a
Processl: ndb_ngnd
Nodel d1: 49
Process2:
Nodel d2:
Level :
Conment :

khkkkkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkhkhkkhkkkkkkkk*x 2 r ow kkkkkhkkhkkhkkhkkhkkhkkhkhkkhkkhkkhkkhkhkkkkkkkkkk*

Nanme: Host Nane
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Val ue: flundra
Process1l: ndb_ngnd
Nodel d1: 49
Process2:
Nodel d2:
Level :
Comment: Read only

LEEREEEEEEEEEEEEEEE L EEEE ] FOW HXX*hdkdkkkkkhokkkkxkhkdkkkxxkhk

Nanme: Nodel d

Val ue: 49
Process1l: ndb_ngnd
Nodel d1: 49
Process2:
Nodel d2:
Level :

Comment: Read only

LEER R EEEE LR R L] FOW FXX*hdkkdkkkkhkdkkkxkhk ok xkkhk

Nanme: Port Nunber

Val ue: 1186
Process1l: ndb_ngnd
Nodel d1: 49
Process2:
Nodel d2:
Level : Process
Coment :

4 rows in set (0.09 sec)

nmce get :ndbd mycluster\G
khkkkhkkhkkhkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhdddkk 1 I’OW khkkkhkkhkkhkkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhhhkkk
Nane: DataDir
Val ue: /homne/jon/bin/ mcm ntcm dat a/ cl ust ers/ mycl uster/ 1/ data
Process1: ndbd
Nodel d1: 1
Process2:
Nodel d2:
Level :
Coment :
khkkkhkkhkkhkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhdddkk 2 I’OW khkkkhkkhkkhkkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhhdkkk
Name: Host Nane
Val ue: tonfisk
Process1: ndbd
Nodel d1: 1
Process2:
Nodel d2:
Level :
Comment: Read only

LEEREEEEEEEEEEEEEEEE L EEEE ] FOW HXX*hdkdk ko kkhokdkkkxkhkkkkxkkhk

Nanme: Nodel d

Val ue: 1
Process1: ndbd
Nodel d1: 1
Process2:
Nodel d2:
Level :

Comment: Read only
khkkkhkkhkkhkkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhhddkk 4 I’OW khkkkhkkhkkhkkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhhhxkk
Nane: DataDir
Val ue: /homne/jon/bin/ mcm ntm dat a/ cl ust ers/ mycl uster/ 2/ data
Process1: ndbd
Nodel d1: 2
Process2:
Nodel d2:
Level :
Coment :
khkkkhkkhkkhkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhdddkk 5 I’OW khkkkhkkhkkhkkhkhkhkhkhkhhhkhhkkhkkhkhkhkhkhhdxkk
Name: Host Nane
Val ue: gri ndval
Process1: ndbd
Nodel d1: 2
Process2:
Nodel d2:
Level :
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Comment: Read only

LEERE R EEEEEEE R EE R ] FOW FXX*hdkdkkkkkhkdkkkxkhhkkkxkkhx

Nanme: Nodel d

Val ue: 2
Process1: ndbd
Nodel d1: 2
Process2:
Nodel d2:
Level :

Comment: Read only
6 rows in set (0.10 sec)

nmc> get :nysgld nycluster\G
khkkkkhkkkhkkkhkkhkhkkhkhkkhhkkhhkhkhkhkkhhkkhkkkx*x 1 I’OW khkkkkkkhkkkhkkhkhkkhkhkkhkhkhhkhkhkhkkhhkkhkkk*x
Nane: dat adir
Val ue: /home/jon/bi n/ ncm ncm dat a/ cl ust er s/ mycl ust er/ 50/ dat a
Processl: nysqld
Nodel d1: 50
Process2:
Nodel d2:
Level :
Comrent :

LEEREEEEEEEEEEEEEEE L ] FOW HXX*hdkkkkkkhokdkkkkkhhkkkxxkhk

Name: Host Nane

Val ue: haj
Processl: nysqld
Nodel d1: 50
Process2:
Nodel d2:

Level :

Comment: Read only

LEEREEEEEEEEEEEEEE AL EEEE ] FOW HXX*hdkdkkkkkhkdkkkxkhh ok xxkhk

Name: | og_error

Val ue: /hone/jon/bi n/ ncm ncm dat a/ cl ust er s/ mycl ust er/ 50/ dat a/ mysql d_50_out .

Processl: nysqld
Nodel d1: 50
Process2:
Nodel d2:
Level :
Coment :

LEEREE R EEEE LR R L] FOW *XX*hdkdkkkkkhokdkk ok khhkkkxkkhk

Name: ndb_nodei d

Val ue: 50
Processl: nysqld
Nodel d1: 50
Process2:
Nodel d2:

Level :

Comment: Read only

khkkkhkkhkkhkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhdddkk 5 I’OW khkkhkkhkkhkkhkkhkhkhkhkhkhhhkhkhkkhkkhkhhkhkhhdxkk
Nanme: ndbcl uster
Val ue:

Processl: nysqld

Nodel d1: 50

Process2:

Nodel d2:
Level :

Comment: Read only

LEEREEEEEEEEE LR R L ] FOW FXX*hdkdkkkkkhokdkkkxkhk ok xkkhk

Nanme: Nodel d

Val ue: 50
Processl: nysqld
Nodel d1: 50
Process2:
Nodel d2:

Level :

Comment: Read only

LEERE R EEEEEEEEEEE L N FOW HXX*hdkdkkkkkhokdkkkxkhkkkkxxkhk

Nanme: port
Val ue: 3306
Processl: nysqld
Nodel d1: 50

err
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Process2:
Nodel d2:
Level :
Conment :
khkkkkhkkkhkkkhkkhkhkkhkhkkhhkkhhkhkkhkkhkhkkhkkkx*x 8 I’OW khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkhkhkkhhkkhkkkx*x
Name: socket
Val ue: /tnp/ nysql. mycl uster.50.sock
Processl: nysqld
Nodel d1: 50
Process2:
Nodel d2:
Level :
Conment :
khkkkkhkkkhkkkhkkhkhkkhkhkkhhkkhhkhkhkhkkhhkkhkkkx*x 9 I’OW khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkhkhkkhhkkhkkkx*x
Name: tnpdir
Val ue: /hone/jon/bi n/ ncm ncm dat a/ cl ust er s/ mycl ust er/ 50/ dat a/ t np
Processl: nysqld
Nodel d1: 50
Process2:
Nodel d2:
Level :
Conment :
khkkkkhkkkhkkkhkkhkhkkhkhkkhhkkhhkhkkhkkhkhkkhkkkx*x 10 I’OW khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkhkhkkhkhkkhkkk*x
Name: datadir
Val ue: /hone/jon/bi n/ ncm ncm dat a/ cl ust ers/ mycl uster/ 51/ data
Processl: nysqld
Nodel d1: 51
Process2:
Nodel d2:
Level :
Conment :
khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkkhkkhhkkhkkkx*x 11 I’OW khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkhkhkkhhkkhkkk*x
Name: Host Nane
Val ue: torsk
Processl: nysqld
Nodel d1: 51
Process2:
Nodel d2:
Level :
Comment: Read only

LEER R EEEEEEEEEEE L L) FOW FXX*hdkkkkkkhokkkkxkhk ok xxkk

Name: | og_error

Val ue: /hone/jon/bi n/ ncm ncm dat a/ cl ust ers/ mycl uster/ 51/ dat a/ mysql d_51_out .

Processl: nysqld
Nodel d1: 51
Process2:
Nodel d2:
Level :
Coment :

LEEREEEEEEEEEEEEEEEEEEEEEE I e} FOW FXX*Hhdkdkkkkkhokdkkkxkhhkkkxkkhk

Name: ndb_nodei d

Val ue: 51
Processl: nysqld
Nodel d1: 51
Process2:
Nodel d2:

Level :

Comment: Read only

khkkkhkkhkkhkkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhhdxkk 14 I’OW khkkkhkkhkkhkkhkhkhkhkhkhhhkhkhkkhkkhkhkhkhkhhddkk
Nanme: ndbcl uster
Val ue:

Processl: nysqld

Nodel d1: 51

Process2:

Nodel d2:
Level :

Comment: Read only

LEER R EEEEEEEEEEE L L) FOW HXX*hdkkkkkkhokdkkkxkhkkkkxxkhk

Nanme: Nodel d

Val ue: 51
Processl: nysqld
Nodel d1: 51

err
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Process2
Nodel d2
Level :
Comment: Read only

khkkkhkkhkkhkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhdddkk 16 I’OW khkkhkkhkkhkkhkkhkhkhkhkhkhhhkhkhkkhkhkhkhkhkhhdxkk
Nanme: port
Val ue: 3307
Processl: nysqld
Nodel d1: 51
Process?2
Nodel d2
Level :
Coment :

LEER R EEEEEEEEEEE R L FOW HXX*hdkdkkkkkhokdkkkkkhhkkkxkkhk

Name: socket

Val ue: /tnp/ nysql. mycluster.51. sock
Processl: nysqld
Nodel d1: 51
Process2
Nodel d2

Level :
Conment :

LEEREE R EEEEEEEEEE L] FOW FXX*hdkdk ko kkhokdkkkxkhkkkkxkhk

Name: tnpdir
Val ue: /hone/jon/bi n/ ncm ncm dat a/ cl ust ers/ mycl uster/ 51/ data/t np
Processl: nysqld
Nodel d1: 51
Process2
Nodel d2
Level :
Comrent :
18 rows in set (0.05 sec)

ncnp

Note
@ You are not returned to the client prompt until the script has finished executing.

Similarly, on Windows, you can create a batch file using Notepad or another text editor, copy the same
get commands as shown previously into it, and save it as get - at t ri but es. bat in a convenient
location such as the Windows desktop.

You can view a list of available nysqgl client commands using the hel p command. For more
information about these, view the hel p output or see mysql Commands, in the MySQL Manual.

4.2 MySQL Cluster Manager Site and Agent Commands

In this section, we discuss commands used to work with MySQL Cluster Manager management sites.
In addition, the st op agent s, show setti ngs, versi on, and show war ni ngs commands, which
relate to management agents, are also covered in this section.

A site, in terms of MySQL Cluster and MySQL Cluster Manager, is a collection of one or more host
computers where MySQL Cluster Manager agents are running. Each agent is identified by the
combination of two pieces of information:

e The hostname or IP address of the machine where the agent is running

» The number of the port used by the agent for communications

DNS lookups can contend with MySQL Cluster and MySQL Cluster Manager for
bandwidth, resulting in a negative impact on the performance of MySQL Cluster

Note
E MySQL Cluster makes extremely intensive use of network connections, and
and the applications using it. For this reason, we recommend that you use
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numeric IP addresses rather than hostnames for MySQL Cluster and MySQL
Cluster Manager host computers whenever feasible.

4.2.1 The add hosts Command

add hosts --hosts=host _|ist site_nane

host _|ist:
host[, host[, ...]]

This command adds one or more hosts to an existing management site. Agents using the same port as
the management site must be running on any hosts added using this command. This command takes
to mandatory arguments: a list of hosts (using the - - host s option), and the name of the site to which
the hosts are to be added.

The - - host s takes a comma-separated list of one or more hosts to be added to the site.

For example, the following command adds two hosts named t or sk and kol | a to management site
nmysite:

mc> add hosts --hosts=torsk, kolja nysite;

ooccocccooccooocooocococooan +
| Command result |
ooccocccooccooocooocococooan +
| Hosts added successfully |
ooccocccooccooocooocococooan +

1 rowin set (0.48 sec)

None of the hosts added by this command may already be members of management site si t e_nane.
Do not attempt to add again a host that is already a member of the management site using its
secondary (or alternate) IP address—the ntnd process on the host is already bound to the IP address
that was supplied when the host was first added, and it cannot be bound again to another IP address.

Notes
@ e This command does not support the - - f or ce option.

« Do notusel ocal host in the host list, as MySQL Cluster Manager relies
on the operating system for host name resolution, and | ocal host might be
resolved differently on different systems. Use proper host names for the host
list or, preferably, use the IP addresses for the hosts instead.

* When IPv6-enabled Windows systems are used as MySQL Cluster hosts
under MySQL Cluster Manager, you must reference these hosts using IPv4
addresses. Otherwise, MySQL Cluster Manager will be unable to connect
to the agent processes on those hosts. See Section 5.1, “MySQL Cluster
Manager Usage and Design Limitations”.

4.2.2 Therenmove hosts Command

remove hosts --hosts=host_|ist site_nane
host _|ist:
host[, host[, ...]]

This command removes one or more hosts from an existing management site. It takes as arguments a
required option - - host s, whose value is a comma-separated list of one or more hosts to be removed,
and the name of the site from which the hosts are to be removed. A number of limitations apply:

* The name of the host to be removed must not be | ocal host or 127. 0. 0. 1.
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e The host to be removed must not have any managed processes from any clusters assigned to
them (remove those processes first with the r enove process command); it can have unmanaged
processes assigned to them though (typically, ndbapi @ost nane or nysql d@ host nane).

» There should not be any packages defined with explicit paths pointing to the host to be removed.

» A quorum consists of a majority of hosts (i.e., half of the total number of hosts plus one) must exist
for the site both before and after the host's removal, or it will not be possible to execute the r enove
host command.

* You cannot remove the last host from a site; use the del et e si t e command instead.

The following command removes two hosts named t onf i sk and f | undr a from the management site
nmysite:

mce renove hosts --hosts=tonfisk,flundra nysite;

foococcoomoocoomooooooooooooo +
| Conmand result |
foococcoomoocoomooooooooooooo +
| Hosts renopved successfully |
foococcoomoocoomooooooooooooo +

1 rowin set (0.48 sec)

4.2.3 The change | og-1 evel Command

change | og-level [{--hosts=|-h }host_list] |log_|level site_nane

host |ist:
host[, host[,...]]

Set the management agent's cluster logging level. This has the same effect as using the - - | og-

| evel option; however, unlike the option, this command can be used at run time and does not require
a restart of ncnd. Issuing this command overrides any value for - - | 0og- | evel set on the command
line or in the agent configuration file.

When used with the | og | evel alone withouta host | i st andasite nane, thiscommand
applies only to the agent the ncmclient is connected to. In the following example, the logging level is
set to war ni ng only on the host managed directly by the agent to which the ncmclient is connected:

ncne change | og- 1 evel warning;

omm e e e e eemeeeeaeaaaaa +
| Conmmand result |
omm e e e e eemeeeeaeaaaaa +
| Log-Ilevel changed successfully |
omm e e e e eemeeeeaeaaaaa +

1 rowin set (0.00 sec)

You can specify the name of a site to be affected by the command. For example, the following
invocation of the command applies to the site named nysi t e:

ncne change | og-1 evel debug nysite;

fmocccco-occcoocococoooccoosooooos +
| Command result |
fmocccco-occcoocococoooccoosooooos +
| Log-Ilevel changed successfully |
fmocccco-occcoocococoooccoosooooos +

1 rowin set (0.05 sec)

You can also restrict the change to one or more hosts in a given site using the - - host s option, with
multiple host names separated by commas. The following command changes the logging level to
debug on the hosts named t onf i sk and haj , but not on any other hosts in nysi t e:
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mcm> change | og-1 evel --hosts=tonfisk, haj debug nysite;
P S +
| Command result |
P S +
| Log-Ilevel changed successfully |
P S +

1 rowin set (0.09 sec)

You must specify a site when using the - - host s option; trying to use - - host s alone results in an
error.

Accepted values for | og | evel are the same as for the - - |1 og- | evel : one of debug, critical,

error,info, message, or war ni ng. For more detailed information about the meanings and effects of
these values, see MySQL Cluster Logging Management Commands.

424 Therotate | og Command

rotate |l og [--hosts=host_|ist] [site_nane]

host _|ist:
host[, host[,...]]

Rotate memd logs for the connected MySQL Cluster Manager agent, for agents running on certain
hosts, or for agents on all hosts in a management site.

For example, to rotate logs for the agent to which the client session is connected:

mce rotate | og;

doocooccocoocooocoocooocoooao +
| Command result |
doocooccocoocooocoocooocoooao +
| Log rotated successfully |
doocooccocoocooocoocooocoooao +

1 rowin set (0.03 sec)

A new log file, with a timestamp in its name, is created as a result:

STWr----- 1 ncnd cl uster 74265 Jul 15 22:45 ncnd. | og
SIWr----- 1 ncnd cluster 1197573 Jul 15 22:45 ncnd. | og. 2014- 07- 15T22- 45- 28

To rotate logs for agents on hosts nannal2 and nannal3:
mce rotate | og --hosts=nannal2, nannal3 nysite;

To rotate logs on all agents in the management site nysi t e:

ncne rotate | og nysite;

4.2.5Thecol | ect | ogs Command

coll ect |ogs [cluster_nane]

This command collects log files and other related files from all hosts. When the name of a cluster
(cl ust er _nane) is supplied with the command, it collects all the log files (. | 0g) as well as the
configuration files (. i ni , . cnf), error files (. er r), and option files (. opt ) used by all processes
belonging to the cluster, and also all the agent log files.

The collected files are put under the MySQL Cluster Manager data repository (/ opt / nrtm dat a/
by default, or specified by the option - - nanager - di r ect or y) inside a folder named
col I ected _fil es, under which the files are organized under a hierarchy of timestamps [for the file
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collections] and then host names; below the host name level, the file organization mimics that on the
host. For example, the agent log for the host t onf i sk, collected on 2014-07-31 at 07: 44: 05, is found
at:

/opt/ntm dat a/col | ected-fil es/2014-07-31T07: 44: 05Z/ t onfi sk/ opt / nysql /| ogs/ ntnd-t onfi sk-19001. | og

If cl ust er nane is omitted, only the agent log files are collected.

426 Thecreate site Command

create site {--hosts=|-h }host_list site_nane

host |ist:
host[, host[,...]]

The creat e site command is used to create a MySQL Cluster Manager management site; that is,
a set of MySQL Cluster Manager management agents running on one or more host computers. The
command requires a list of one or more hosts where management agents are running and a name for
the site. The host list is passed as the value of the - - host s option (short form: - h).

This is an example of a cr eat e si t e command that creates a site named nysi t e, consisting of the
hosts t onfi sk and f | undr a:

nmc> create site --hosts=tonfisk,flundra nysite;

Fom e emeeaeaaaaa +
| Conmmand result |
Fom e emeeaeaaaaa +
| Site created successfully |
Fom e emeeaeaaaaa +

1 rowin set (0.31 sec)

Tip
; You can verify that the site was created as intended, using the | i st sites
command, as shown here:

nmcne |ist sites;

1 rowin set (0.06 sec)

(See Section 4.2.8, “The | i st sit es Command”, for more information about
this command.)

Agents must be running on all hosts specified in the - - host s option when cr eat e sit e is executed;
otherwise, the command fails with the error Agent on host host: port i s unavail abl e. The
host where the agent used to issue the command is running must be one of the hosts listed. Otherwise,
the command fails with the error Host host _nane is not a nenber of site site_nane.

A given agent may be a member of one site only; if one of the management agents specified in the
host | i st already belongs to a site, the command fails with the error Host host is already a
menber of site site.

Notes
@ « Donotusel ocal host in the host list, as MySQL Cluster Manager relies
on the operating system for host name resolution, and | ocal host might be
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resolved differently on different systems. Use proper host names for the host
list or, preferably, use the IP addresses for the hosts instead.

* When IPv6-enabled Windows systems are used as MySQL Cluster hosts
under MySQL Cluster Manager, you must reference these hosts using IPv4
addresses. Otherwise, MySQL Cluster Manager will be unable to connect
to the agent processes on those hosts. See Section 5.1, “MySQL Cluster
Manager Usage and Design Limitations”.

4.2.7 Thedel ete site Command

delete site site _nane

The del et e sit e command deletes an existing management site. The command does not stop
or remove any agents making up the deleted site; instead, these agents continue to run, and remain
available for use in other sites.

The command takes a single argument, the name of the site to be deleted. This example shows the
deletion of a management site named nmysi t e:

ncne del ete site nysite;

ooccccososcccoosoccooocoooso +
| Command result |
ooccccososcccoosoccooocoooso +
| Site deleted successfully |
ooccccososcccoosoccooocoooso +

1 rowin set (0.38 sec)

If the site to be deleted does not exist, the command fails with the error Conrand requires a site
to be defi ned. If there are any packages referencing hosts belonging to the site, del ete site
fails with the error Packages exi st in site site_nanme. The command also fails if there are
defined any clusters that include hosts belonging to the site.

Note
@ The management client must be connected to a site in order to be able to delete
it.

In addition, if you execute a del et e si t e command with the - - f or ce
option using one management agent while a different management agent is
not running, you must remove the “missing” management agent's site files
manually. For more information on site files, see Section 2.4, “MySQL Cluster
Manager Configuration File”.

428Thelist sites Command

list sites

This command returns a list of the sites known to the management agent. It does not require any
arguments. An example is shown here:

mene |ist sites;

1 rowin set (0.06 sec)

The output of | i st si t es contains the following columns:
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e Site. The name of the site.

Port.  The TCP/IP port used for communications between clients and management agents.
* Local . Eitherone of Local or Renot e.

e« Hosts. A comma-separated list of the hosts making up the site.

429 Thelist hosts Command

list hosts site nane

The | i st hosts command is used to obtain a list of the hosts comprising a given management site.
The command requires a single argument, the name of the site to be examined. For each host listed,
the information returned includes the hostname, status, and version of the management agent software
in use, as shown in this example:

mce | i st hosts nysite;

ftocccocoooooo ftocccocoooooo ftoccocooooo +
| Host | Status | Version |
ftocccocoooooo ftocccocoooooo ftoccocooooo +
| tonfisk | Available | 1.3.6 |
ftocccocoooooo ftocccocoooooo ftoccocooooo +
| flundra | Available | 1.3.6 |
ftocccocoooooo ftocccocoooooo ftoccocooooo +

2 rows in set (0.16 sec)

If you omit the si t e_nane argument, the command fails with an error, as shown here:

ncne | i st hosts;
ERROR 6 (OOM3R): Illegal nunber of operands

Using the - - ver bose option (short form : - v) causes the command to print additional information on
the hosts:

mcme | i st hosts --verbose nysite;

fooccooooo oocccocoocooo fooccooooo oooccooo fooccooooo fooccococoocooocooocoocooocoooao +
| Host | Status | Version | Cores | Menory | OS |
fooccooooo oocccocoocooo fooccooooo oooccooo fooccooooo fooccococoocooocooocoocooocoooao +
| tonfisk | Available | 1.3.6 | 1 | 1819 Mo | Linux 3.13.11-100.fc19. x86_64 |
| flundra | Available | 1.3.6 | 1 | 1819 Mo | Linux 3.13.11-100.fc19. x86_64 |
fooccooooo oocccocoocooo fooccooooo oooccooo fooccooooo fooccococoocooocooocoocooocoooao +

2 rows in set (0.07 sec)

4.2.10 The show setti ngs Command

show settings

This command lists the current values of a number of ntd options:

mcme show settings;

frocomococoomoooooon e e T L e PR - +
| Setting | Val ue

frocomococoomoooooon e e T L e PR - +
| log-file | /opt/ntmdatal/ncnd. | og

| I og-Ievel | nessage

| | og-use-syslog | FALSE

| manager-directory | /opt/ntmdata

| manager-usernane | ntnd

| manager-password | xxxxxxxx

| manager - port | 1862

| xcom port | 18620
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i S +
8 rows in set (0.00 sec)

The show set t i ngs command takes no arguments.

4.2.11 The st op agents Command

stop agents [[--hosts=host _|ist] site_nane]
This command stops one or more MySQL Cluster Manager agents on one or more hosts.

When used without any arguments, st op agent s stops the agent to which the client is currently
connected.

When used with the name of a management site, the command stops all agents running on hosts
making up the site. The following stops all MySQL Cluster Manager agents running on hosts in

nysite:

nmc> stop agents nysite;

You can also stop a subset of the agents in a given management site by listing the hosts where they
are running with the - - host s option, along with the name of the site to which they belong. The result
of the following command is to stop MySQL Cluster Manager agents running on hosts kol j a and

t or sk, both of which are members of the management site nysi t e:

nc> stop agents --hosts=kolja,torsk nysite;

Multiple host nhames following the - - host s option should be separated by commas, with no
intervening spaces. Invoking st op agent s with this option without supplying a si t e_nane causes
a syntax error. Using an undefined si t e_name or names of hosts not belonging to the site with this
command also results in an error.

under MySQL Cluster Manager, you must reference these hosts using IPv4
addresses. Otherwise, MySQL Cluster Manager will be unable to connect to the
agent processes on those hosts. See Section 5.1, “MySQL Cluster Manager

Note
@ When IPv6-enabled Windows systems are used as MySQL Cluster hosts
Usage and Design Limitations”.

4.2.12 The ver si on Command

ver si on

This command displays the version of the MySQL Cluster Manager software in use by the MySQL
Cluster Manager agent to which this client is connected, as shown here:

ncne versi on;

focomccomoocc-oooooc-oooooc-oooooesoo +
| Version |
focomccomoocc-oooooc-oooooc-oooooesoo +
| MySQL duster Manager 1.3.6 (64bit) |
focomccomoocc-oooooc-oooooc-oooooesoo +

1 rowin set (0.00 sec)

The ver si on command takes no arguments.

4.2.13 The show war ni ngs Command
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Using the show war ni ngs command (available for MySQL Cluster Manager 1.3.4 and after), you can
check the warnings (up to the last five) issued to the agent log (ncnd. | 0og). For example:

nmc> set del ayed_i nsert _ti meout: mysql d=400 nycl uster;

e e e e e e e mmmeeeeeeeecccaeaaa +
| Command result |
e e e e e e e mmmeeeeeeeecccaeaaa +
| Cluster reconfigured successfully |
e e e e e e e mmmeeeeeeeecccaeaaa +

nmc> show war ni ngs;

Hemmmmeaa +omm - - - e e e e e e e e mmeeeeeeeee e eeemmeeeesmeececmeeeemmeeesseeccecaae-——- +
| Level | Code | Message |
Hemmmmeaa +omm - - - e e e e e e e e mmeeeeeeeee e eeemmeeeesmeececmeeeemmeeesseeccecaae-——- +
| Warning | -1 | Config variable delayed_insert_timeout was deprecated in nysgld 5.6.7 |
Hemmmmeaa +omm - - - e e e e e e e e mmeeeeeeeee e eeemmeeeesmeececmeeeemmeeesseeccecaae-——- +

4.3 MySQL Cluster Manager Package Commands

This section contains information about MySQL Cluster Manager client commands used to register,
extend, unregister, and obtain information about the software packages making up instances of MySQL
Cluster that are to be managed using the MySQL Cluster Manager.

4.3.1 The add package Command

add package {--basedir=|-b }path
[{--hosts=|-h }host _|ist] package_nane

host _|ist:
host[, host[,...]]

This command creates a new package, or, if the package named package nane already exists, this
command extends the package definition.

The - - basedi r option (short form: - b) indicates the location of the MySQL Cluster installation
directory on the listed hosts, and is required. This must be the path to the top-level directory where the
MySQL Cluster software is located (for example, / usr /| ocal / nysql ), and should not include the
MySQL Cluster bi n, | i bexec, or other subdirectory within the installation directory.

Hosts may be specified as a comma-separated list, using the - - host s option (short form: - h);
however, this option is not required. If - - host s is omitted, the pat h is assumed to be valid for all
hosts in the cluster that is created using this package (see Section 4.4.1, “The creat e cl uster
Command”).

Important

A * You cannot perform add package if you have not yet defined any sites
(each host referenced in an add package command must be associated
with a site). See Section 4.2.6, “The cr eat e si t e Command”, for more
information about defining sites.

¢ When a package is first added for a site with the add package command,
whenever the - - host s option is used, the host list must contain the host
for the ntnd agent to which the ncmclient is currently connected, in order to
allow the MySQL Cluster Manager to access the version information of the
package.

Suppose we have two Linux hosts named t onf i sk and f | undr a, and the MySQL Cluster software
is installed in / usr/ | ocal / mysgl on both hosts. In this case, you can create a package named
nmypackage that accounts for both hosts as shown here:
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mc> add package --basedir=/usr/local /nmysql nypackage;

P P S +
| Command result |
P P S +
| Package added successfully |
P P S +

1 rowin set (0.71 sec)

When this package is used to create a cluster, the MySQL Cluster Manager knows that it should find
the MySQL Cluster software inthe / usr/ | ocal / nysql directory on each of the hosts.

For options to MySQL Cluster Manager client command options having Windows paths as values, you
must use forward slashes (/) in place of backslashes (\ ), soif t onf i sk and f | undr a are Windows
hosts where MySQL Cluster has been installed to the directory C: \ nysql , the corresponding add
package command would look like this (with the - - basedi r option highlighted):

mce add package --basedir=c:/nysqgl nypackage;

e L CE T +
| Conmand result |
e L CE T +
| Package added successfully |
e L CE T +

1 rowin set (0.71 sec)

In the example just given, we could also have issued the command as add package - -

basedi r=/usr/ | ocal / nysqgl --hosts=tonfisk,flundra mypackage (oradd package
--basedir=c:/mysqgl --hosts=tonfisk,flundra nypackage on Windows) with the same
result, but the - - host s option was not required, since the MySQL Cluster software's location is the
same on each host. Let us suppose, however, that the software is installed in /usr/local/ndb-host-10 on
host t onf i sk and in /usr/local/ndb-host-20 on host f | undr a. In this case, we must issue 2 separate
commands, specifying the host as well as the base directory in each case, as shown here:

mc> add package --basedir=/usr/| ocal / ndb-host-10
> --host s=t onfi sk your package;

1 rowin set (0.68 sec)

mc> add package --basedir=/usr/| ocal / ndb- host - 20
> --host s=f| undra your package;

1 rowin set (0.81 sec)

Assuming that both hosts belong to a site called nysi t e, you can verify that these packages have
been created as desired using the | i st packages command, as shown here:

mce | i st packages nysite;

e ccmmmmsoooon b cmmmmcoomoomcsoocomcooooomcsoooonssooo LT +
| Package | Path | Hosts [
e ccmmmmsoooon b cmmmmcoomoomcsoocomcooooomcsoooonssooo LT +
| yourpackage | /usr/local/ndb-host-10 | tonfisk |
| | /usr/local / ndb- host - 20 | flundra

| nypackage | /usr/local /nysql | tonfisk,flundra |
e ccmmmmsoooon b cmmmmcoomoomcsoocomcooooomcsoooonssooo LT +

3 rows in set (1.07 sec)

(For more information about this command, see Section 4.3.3, “The | i st packages Command”.)
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It is possible to assign the same base directory (or directories) on the same host (or hosts) to multiple
packages, as shown in this example, in which we assume that hosts t onf i sk and f | undr a have
previously been assigned to a site named nysi t e:

mcm> add package -b /usr/local / nysql -cl uster nypackage;

Fom e e e eeeemmeee e +
| Command result |
Fom e e e eeeemmeee e +
| Package added successfully |
Fom e e e eeeemmeee e +

1 rowin set (1.41 sec)

mcm> add package -b /usr/local / nysql -cl uster yourpackage;

Fom e e e eeeemmeee e +
| Command result |
Fom e e e eeeemmeee e +
| Package added successfully |
Fom e e e eeeemmeee e +

1 rowin set (1.58 sec)

mce | i st packages nysite;

Fommmmmeeeaaaa e e e e e eeeemmee e domm e ee e e e aa +
| Package | Path | Hosts |
Fommmmmeeeaaaa e e e e e eeeemmee e domm e ee e e e aa +
| mypackage | /usr/local/nysqgl-cluster | tonfisk,flundra |
| yourpackage | /usr/local/nysqgl-cluster | tonfisk,flundra |
Fommmmmeeeaaaa e e e e e eeeemmee e domm e ee e e e aa +

2 rows in set (0.50 sec)

Note

@ When IPv6-enabled Windows systems are used as MySQL Cluster hosts
under MySQL Cluster Manager, you must reference these hosts using IPv4
addresses. Otherwise, MySQL Cluster Manager will be unable to connect to the
agent processes on those hosts. See Section 5.1, “MySQL Cluster Manager
Usage and Design Limitations”.

4.3.2 The del et e package Command

del et e package [{--hosts=|-h }host_|ist] package_nane

host |ist:
host[, host[,...]]

This command is used to unregister a package. More specifically, it removes any references to MySQL
Cluster software installations added to the agent's repository when the package was created. del et e
package does not remove any MySQL Cluster installations; the command removes only references

to the installations. Once a package has been unregistered, it can no longer be used for a cr eat e

cl ust er command. The MySQL Cluster binaries remain, but cannot be used in a MySQL Cluster
administered using the MySQL Cluster Manager unless and until the base directory containing them
has been registered with another package. (It is possible to register a base directory with multiple
packages; see Section 4.3.1, “The add package Command”, for more information and an example.)

If the - - host s option (short form: - h) is used with this command, the base directory settings for the
host or hosts named by the option are removed as well. All hosts given in the host | i st must be
members of the site to which the package is registered. Otherwise, the command fails.

A package that is in use by a cluster cannot be unregistered; the cluster must first be deleted (see
Section 4.4.2, “The del et e cl ust er Command”).

Here is an example that demonstrates how to unregister a package named nypackage:

ncne del et e package nypackage;
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o +
| Command result |
P P S +
| Package del eted successfully |
P P S +

1 rowin set (1.23 sec)

You can also verify that the package was unregistered using the | i st packages command; the
package name should no longer appear in the output of this command. If you attempt to use the
unregistered package in a creat e cl ust er command, the command fails, as shown here:

nmce create cluster --package=nypackage
> --processhost s=ndb_ngnd@ onf i sk, ndbd@r i ndval , ndbd@ | undr a, mysql d@ onfi sk nycl uster;
ERROR 4001 (OOMGR): Package nypackage not defined

An upgrade cl ust er command that references an unregistered package also fails.

under MySQL Cluster Manager, you must reference these hosts using IPv4
addresses. Otherwise, MySQL Cluster Manager will be unable to connect to the
agent processes on those hosts. See Section 5.1, “MySQL Cluster Manager

Note
@ When IPv6-enabled Windows systems are used as MySQL Cluster hosts
Usage and Design Limitations”.

4.3.3Thelist packages Command

i st packages [package_nane] site_nane

This command lists registered packages. It requires a single argument, that being the name of the site
with which the packages are registered, as shown in this example:

ncne | i st packages nysite;

dimccoccoooc=os dimccoccooocccoocoocosoSoccoooccoosooosoooooo dimocccosoccoooc=oo +
| Package | Path | Hosts [
dimccoccoooc=os dimccoccooocccoocoocosoSoccoooccoosooosoooooo dimocccosoccoooc=oo +
| yourpackage | /usr/local/ndb-host-10 | tonfisk |
| | /usr/local/ndb-host-20 | flundra |
| mypackage | /usr/local/nysql | tonfisk,flundra |
dimccoccoooc=os dimccoccooocccoocoocosoSoccoooccoosooosoooooo dimocccosoccoooc=oo +

3 rows in set (1.07 sec)

Ift onfi sk and f | undr a are Windows hosts, the list of packages might look something like this:

mce | i st packages nysite;

fecccomosoooon e sccomccocoomc-oocomc-oocomc-oocoosoooo L E TR +
| Package | Path | Hosts |
fecccomosoooon e sccomccocoomc-oocomc-oocomc-oocoosoooo L E TR +
| yourpackage | c:/cluster/ndb-host-10 | tonfisk |
| | c:/cluster/ndb-host-20 | flundra |
| nypackage | c:/nysql | tonfisk,flundra |
fecccomosoooon e sccomccocoomc-oocomc-oocomc-oocoosoooo L E TR +

3 rows in set (1.07 sec)

In the example just shown, your package uses the MySQL Cluster binaries installed at C: \ cl ust er
\' ndb- host-10 on hostt onfi sk, and at C: \ cl ust er\ ndb- host-20 on f | undr a; mypackage
uses MySQL Cluster binaries installed at C: \ nysql on both hosts.

The output contains three columns; these are described in the following list:

» Package. The name of the package. This can sometimes be empty when a package includes
MySQL Cluster installations that are in different locations on different hosts (see next example).
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e Path. The path to the MySQL Cluster installation directory (base directory) on the indicated
host or hosts. This is the same as the value given for the - - basedi r option in the add package
command that was used to create or augment the package.

On Windows, paths shown in this column have any backslash characters converted to forward
slashes, just as must be done for the - - basedi r option (see the earlier example in this section).

* Hosts. The host or hosts where the MySQL Cluster installation or installations are located.

You can filter the results so that information relating to only a single package is displayed by supplying
the package name before the site name, as shown here:

nmcne | i st packages your package nysite;

froco—ccoooo=o fmocooc---ceooc---ccooc---cooc--—-ccoooo--=o fmocooc--ccooco-oc +
| Package | Path | Hosts |
froco—ccoooo=o fmocooc---ceooc---ccooc---cooc--—-ccoooo--=o fmocooc--ccooco-oc +
| yourpackage | /usr/local/ndb-host- 10 | tonfisk |
| | /usr/local / ndb- host - 20 | flundra |
froco—ccoooo=o fmocooc---ceooc---ccooc---cooc--—-ccoooo--=o fmocooc--ccooco-oc +

2 rows in set (0.55 sec)

(See Section 4.3.1, “The add package Command”, for the add package commands that were used
to create your package.)

When a package contains MySQL Cluster installations using different base directories on different
hosts, each unique combination of path and host is shown in its own row. However, the name of the
package is displayed in the first row only; all rows that immediately follow this row and that do not
contain the package name also relate to the same package whose name is shown in the first preceding
row to display a package name. For example, consider the | i st packages command and output
shown here:

mce | i st packages nysite;

foocoooomnsoon foommmccoocomcooocomoooocooosooooooooos oocmooooo +
| Package | Path | Hosts |
foocoooomnsoon foommmccoocomcooocomoooocooosooooooooos oocmooooo +
| yourpackage | /usr/local/ndb-host-10 | tonfisk |
| | /usr/local / ndb- host - 20 | flundra |
| nypackage | /usr/local/nysql | tonfisk |
| | /usr/local/bin/nysql | flundra |
foocoooomnsoon foommmccoocomcooocomoooocooosooooooooos oocmooooo +

3 rows in set (1.07 sec)

This output shows that there are two packages defined for the site named nysi t e; these packages are
named your package and nypackage. The package your package consists of the MySQL Cluster
binaries in the directory / usr/ | ocal / ndb- host - 10 on hostt onfi sk, and in the directory / usr/

| ocal / ndb- host - 20 on host f | undr a. The package named nypackage consists of the MySQL
Cluster binaries in the directory / usr/ | ocal / nysgl on hostt onfi sk, and in the directory / usr/

| ocal / bi n/ nysql onhostfl undra.

If you omit the si t e_nane argument, the command fails with an error, as shown here:

nmcne | i st packages;
ERROR 6 (OOM3R): Illegal nunber of operands

4.4 MySQL Cluster Manager Cluster Commands

This section contains descriptions of MySQL Cluster Manager commands used to perform operations
on clusters. These include creating and deleting a cluster; starting, stopping, and restarting a cluster;
upgrading a cluster (that is, upgrading the MySQL Cluster software used by a given cluster); and listing
clusters known to MySQL Cluster Manager.
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44.1 Thecreate cluster Command

create cluster {--package=|-P }package_nane
{--processhosts=|-R }process_host _|ist cluster_nane
[(--inmport]|-m) cluster_nane] [--verbose | -v]

process_host _|i st
process_nane[: node_i d] @ost [, process_nanme@ost[,...]]

process_namne:
{ndb_ngnd| ndbd| ndbnt d| mysql d| ndbapi }

This command creates a cluster to be managed by the MySQL Cluster Manager. However, it does not
start the cluster (see Section 4.4.7, “The st art cl ust er Command”).

This command can also be used to create a cluster earmarked specifically as a target for importing
another cluster that is not already under MySQL Cluster Manager control, as described later in this
section, by employing the - - i npor t option. See also Section 3.5, “Importing MySQL Clusters into
MySQL Cluster Manager”.

create cluster requires the following arguments:

« Apackage_ nane, supplied as the value of the - - package option (short form: - P). This must be the
name of a package previously registered using add package.

o Alist (process_host _| i st) of MySQL Cluster processes, the hosts on which they are to run, and
—optionally—their node IDs, supplied as the value of the - - pr ocesshost s option (short form: - R),
with list items separated by commas. As with other lists passed as option values in MySQL Cluster
Manager commands, you must not use spaces before or after the commas.

Each item in the process_host | i st consists of the name of a MySQL Cluster process—possibly
suffixed with a colon (: ) character followed by the process node ID—joined with the name of the host
on which it is located using an amphora (@ sign (also sometimes known as the “at” sign). Permitted
values for processes are ndb_ngnd, ndbd, and nysql d. When the cluster employs MySQL Cluster
NDB 7.0 or later, you can also use ndbnt d as process name; in other words, a valid process hame
is the name of a MySQL Cluster process daemon binary. If node IDs are specified, they must be
within the allowed range for the type of node defined.

To support running your own NDB API applications with a cluster under MySQL Cluster Manager,
it is also possible to use ndbapi as a process type. Such applications can be connected to a
managed cluster. Currently, MySQL Cluster Manager recognises only that an NDB API application
is connected to the cluster; the NDB API application itself must be started, stopped, and configured
manually.

It is also possible to specify one or more “free” nysql d and ndbapi processes without any hosts.
To do this, simply use the wildcard * (asterisk character) in place of the hostname or IP address, as
shown in the following table:

“Free” nysql d process: nmysql d@

“Free” ndbapi process: ndbapi @

It is also possible to specify a node ID for a “free” process. (If this is not specified, MySQL Cluster
Manager assigns a suitable node ID automatically.)

A nysql d process or ndbapi process that is specified without a host in this fashion is permitted to
connect to the cluster from any host that can access the cluster over the network. Otherwise, the
process may connect to the cluster only from the specified host.

By convention, items in the process_host | i st are listed according to the process type, in the
following order:
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1. Management node processes (ndb_ngnd)

2. Data node processes (MySQL Cluster NDB 6.3: ndbd; MySQL Cluster NDB 7.0 and later: ndbd,
ndbnt d)

3. SQL node processes (mysql d)
4. Custom NDB API applications (ndbapi )

For information about writing your own NDB API applications, see The NDB API, in the MySQL
Cluster API Developer Guide.

While the order in which the items are listed does not affect whether the cr eat e cl uster
command succeeds, we suggest that you follow this convention for readability, as well as
compatibility with other MySQL Cluster management tools such as ndb_ngm

create cluster causes cluster node IDs to be assigned consecutively, in the order that the nodes
are specified in the pr ocess_host | i st, with node IDs for data node processes starting with 1,
and node IDs for processes other than data node processes starting with 49. For MySQL Cluster
Manager 1.3.3 and earlier, trying to manually assign node IDs less than 49 for ndb_ngnd, nysql d,
or ndbapi fails with an error; the restriction, however, has been relaxed in two ways:

e For MySQL Cluster Manager 1.3.1 and later, the - - i nport [89] option causes this restriction
to be ignored, as discussed later in this section.

e For MySQL Cluster Manager 1.3.4 and later, the restriction has now been totally lifted. However,
you are still recommended to follow the best practice of reserving node ID 1 to 48 for data nodes.

Each host referenced in the list must be part of the site for which the package used in cr eat e
cl ust er is defined.

For processes of types nysql d and ndbapi , the hostname is required, but not enforced in the
running cluster. In other words, an [ api ] section is created in the cluster confi g. i ni file, but
no Host Nane parameter is specified; thus, the nysql d or ndbapi can connect from any host.
(Currently, there is no way using MySQL Cluster Manager to specify that a mysql d or ndbapi
process is restricted to connecting from a single host.)

» A name for the cluster. Once the cluster has been created, this name is used to refer to it in
other cluster management commands such as del et e cluster,start cluster,andstop
cl ust er. Like other object names used with MySQL Cluster Manager, the cl ust er _nanme must be
valid according to the rules given elsewhere in this document for identifiers (see Chapter 4, MySQL
Cluster Manager Client Commands).

An additional - - ver bose option for this command causes cr eat e cl ust er to output extra
information as it is executed, as shown later in this section.

The - - i nport option, introduced in MySQL Cluster Manager 1.3.0, flags the cluster as being created
as a target for importing a cluster created outside MySQL Cluster Manager. This option causes the
cluster's status to appear as i nport in the output of show st at us, as shown here:

mcm> show st atus --process newcl uster

doocoocooo doocococoooan doocoooo doocoocooo doocoocoooao doococccococooan +
| Nodeld | Process | Host | Status | Nodegroup | Package
doocoocooo doocococoooan doocoooo doocoocooo doocoocoooao doococccococooan +
| 1 | ndb_ngnd | al pha | inport | | newpackage

| 5 | ndbd | beta | inport | n/a | newpackage

| 6 | ndbd | gamma | inport | n/a | newpackage

| 10 | mysqld | delta | inmport | | newpackage

| 11 | ndbapi | * | inport | |

doocoocooo doocococoooan doocoooo doocoocooo doocoocoooao doococccococooan +

6 rows in set (0.04 sec)
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Having the i npor t status causes any of the commands st art cluster,restart cluster,
start process,andstop process to fail if they are executed before ani nport cl uster
command has been executed against this cluster. It is also not possible to execute upgr ade cl ust er
on a cluster having processes with i nport status. Other operations on this cluster continue to be
performed normally.

Beginning with MySQL Cluster Manager 1.3.1, the - - i npor t option also overrides the usual
requirement (effective until MySQL Cluster Manager 1.3.4) that node IDs assigned to processes other
than data nodes must be greater than 48. (Bug #18181039)

Caution

A While it is possible to import into a cluster that was created without this option,
it is not advisable, since the cluster is not protected against accidentally
performing any of the operations listed previously, which may result in confusing
or misleading errors, and possibly other problems. For this reason, it is strongly
recommended that you always use the - - i npor t option for creating the cluster
in such cases.

For more information about importing clusters into MySQL Cluster Manager, including examples, see
Section 3.5, “Importing MySQL Clusters into MySQL Cluster Manager”.

Example

Consider the following command issued in the MySQL Cluster Manager client, which creates a cluster
named nycl ust er:

mcme create cluster --package=nypackage
-> --processhost s=ndb_ngnmd@ | undr a, ndbd@ onf i sk, ndbd@ri ndval , nysql d@ | undr a
-> nycl uster;

o e e e e e e ee oo maoooaaoooo +
| Command result |
o e e e e e e ee oo maoooaaoooo +
| Cluster created successfully |
o e e e e e e ee oo maoooaaoooo +

1rowin set (7.71 sec)

As defined by the command just shown, nycl ust er consists of four nodes: a management node on
host f | undr a; two data nodes—one on each of the hosts t onf i sk and gri ndval ; and one SQL
node, also on host f | undr a.

Using the - - ver bose option causes the command to print output similar to that produced by the | i st
processes command, as shown here:

nmce create cluster --verbose --package=nypackage
-> --processhost s=ndb_ngmd@ | undr a, ndbd@ onf i sk, ndbd@ri ndval , nysql d@ | undr a
-> nycl uster;

LT  EE LT  EE LT +
| Nodeld | Nane | Host |
LT  EE LT  EE LT +
| 49 | ndb_ngnd | flundra |
| 1 | ndbd | tonfisk |
| 2 | ndbd | grindval |
| 50 | nysqld | flundra |
LT  EE LT  EE LT +

4 rows in set (0.32 sec)

You can also create this cluster in such a way that the nmysql d process is permitted to connect to the
cluster from any host able to reach the other cluster hosts over the network as shown here:

ncne create cluster --package=nypackage
-> --processhost s=ndb_ngnd@ | undr a, ndbd@ onf i sk, ndbd@r i ndval , nysql d@
-> nycluster;
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| Command result |

1 rowin set (7.71 sec)

Cluster Manager software installed on the host where the ndbapi process is

Note
@ In the case of a “free” ndbapi process, it is not necessary to have the MySQL
running.

Configuration changes to the newly-created cluster can be made using the set command prior to
starting the cluster. This is often preferable to doing after the cluster has been started, since set
commands used to make configuration changes in a running cluster can require a rolling restart, and
rolling restarts of clusters having many nodes or large quantities of data (or both) may take a great deal
of time to complete.

host machine, MySQL Cluster Manager assigns the MySQL default port (3306)
to each of them. Therefore, you must assign a unique port for each mysql d

Note
@ When creating a cluster having more than one mysql d process on the same
process in the cluster.

4.4.2 The del ete cl uster Command

del ete cluster [--renovedirs] cluster_nane

This command deletes the cluster named cl ust er _nane, removing it from the list of clusters
managed by MySQL Cluster Manager.

del et e cl ust er does not remove any MySQL Cluster binaries from hosts. However, it does remove
the cluster configuration, data, and log files that reside in the MySQL Cluster Manager data repository
(which is usually at / opt / nrtm dat a/ ).

This example demonstrates how to delete a cluster named nycl ust er:

nmc> del ete cluster nycluster;

ffmoccooc--cco-c--ccooc--ccooo-=o +
| Conmand result |
ffmoccooc--cco-c--ccooc--ccooo-=o +
| Custer deleted successfully |
ffmoccooc--cco-c--ccooc--ccooo-=o +

1 rowin set (1.22 sec)

A look at the MySQL Cluster Manager data repository (at/ opt / nrtm dat a/ in this case) shows that
the folder that used to host the configuration, data, and log files for nycl ust er (/ opt/ ntm dat a/
cl ust ers/ nycl ust er) no longer exists:

shell > |s -1 /opt/ncmdatal/clusters
total O

To remove the configuration and data files outside of the MySQL Cluster Manager data repository,
del et e cl ust er must be invoked with the - - r erovedi r s option, like this:

ncne del ete cluster --renpvedirs nycluster;

mocccooccoccocosccoocoocoosocoooo +
| Command result |
mocccooccoccocosccoocoocoosocoooo +
| Cluster del eted successfully |
mocccooccoccocosccoocoocoosocoooo +

1 rowin set (1.22 sec)
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For example, if one of the data node on nycl ust er has its data directory outside of the MySQL
Cluster Manager data repository:

nmce get Datadir nycl uster;

Processl | Nodeldl | Process2 | Nodeld2 | Level
---------- T T

ndbd | 1 | | | Process
Deleting mycluster without using - - r enovedi r s does not remove the data directory for node 1:

shell > |s -1 /hone/dso/ nycl uster
total 4 drwxr-xr-x. 3 dso dso 4096 Sep 10 18: 00 cdata

However, if the - - r enovedi r s option is used, the data directory for node 1 also gets removed:

shell > |s -1 /hone/dso/ nmycl uster
total O

del et e cl uster fails if the cluster to be deleted is running, as shown here:

ncne del ete cluster nycluster;
ERROR 5010 (OOMGR): All processes nust be stopped to delete cluster mycluster

You must shut down the cluster first, using st op cl uster.

443 Thelist clusters Command

list clusters site_nane

This command lists all clusters defined for a given management site named si t e_nane, together with
the package used by each cluster. For example, the command shown here displays a list of all clusters
defined for the site named nysit e:

mcne |ist clusters nysite;

e L  EE LT +
| Custer | Package |
e L  EE LT +
| nycl uster | m7.1.26 |
| yourcluster | y-7.1.26 |
| soneothercluster | s-7.2.9 |
e L  EE LT +

3 rows in set (2.07 sec)

If si t e_name is omitted, the command fails with an error, as shown here:

mce | i st packages;
ERROR 6 (OOM3R): Illegal nunber of operands

4.4.4Thelist nextnodei ds Command

li st nextnodei ds cluster_nane

MySQL Cluster Manager normally assigns IDs to new node processes automatically (although this
can be overridden when issuing the cr eat e cl ust er oradd process command). The | i st
next nodei ds command can be used to see the next node ID that MySQL Cluster Manager has
reserved for the next new process (of each possible process type) to be added to the cluster named
cl ust er _nane, which is required.
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mce | i st next nodei ds mycl uster;

Fommmmmeeaaa Fommm e meeeaaaa Fommmmmeeeaaaa e e e e e eeemmmee e eaaaaa +
| Category | Nodeld Range | Next Nodeld | Processes |
Fommmmmeeaaa Fommm e meeeaaaa Fommmmmeeeaaaa e e e e e eeemmmee e eaaaaa +
| Datanodes | 1 - 48 | 5 | ndbd, ndbntd |
| Others | 49 - 255 | 52 | ndb_ngmd, nysqgl d, ndbapi |
Fommmmmeeaaa Fommm e meeeaaaa Fommmmmeeeaaaa e e e e e eeemmmee e eaaaaa +

2 rows in set (0.07 sec)

445 Therestart cluster Command

restart cluster cluster_name

This command performs a rolling restart (see Performing a Rolling Restart of a MySQL Cluster) of

the cluster named cl ust er _nane. The cluster must already be running in order for this command to
succeed. (For information about how to determine the operation state of the cluster, see Section 4.4.6,
“The show st at us Command”.)

For example, the command shown here performs a rolling restart of the cluster named nycl ust er:

ncne restart cluster mycluster;

foocccco-occcoococcoooccoosooooos +
| Command result |
foocccco-occcoococcoooccoosooooos +
| Cluster restarted successfully |
foocccco-occcoococcoooccoosooooos +

1 rowin set (1 min 22. 53 sec)

If the cluster is not already running, rest art cl ust er fails with an error, as shown here:

mcm> show status --cluster mycluster;

ooccococoocooo fooccooooo fooccooooo +
| Cluster | Status | Conment |
ooccococoocooo fooccooooo fooccooooo +
| mycluster | stopped | |
ooccococoocooo fooccooooo fooccooooo +

1 rowin set (1.49 sec)

mcme restart cluster mycluster;
ERROR 5009 (OOMGR): Restart can not be perforned as processes are
stopped in cluster mycluster

Note

@ Depending on the number of nodes and the amount of data stored in the
cluster, a rolling restart can take a considerable amount of time, up to several
hours for a cluster with a great many data nodes and a large amount of
data. For this reason, you may want to execute this command with the - -
backgr ound option (short form - B) to allow it to run in the background, freeing
the MySQL Cluster Manager client for other tasks.

Currently, there is no mechanism in MySQL Cluster Manager for performing system initial restarts of a
cluster. This means that attributes that require an initial restart to be changed must be set before the
cluster is started for the first time.

4.4.6 The show st at us Command

show status --cluster|-c cluster_nane
show status --operation|-o cluster_nane
show status --backup|-b cluster_nane
show status --process|-r cluster_nane

This command is used to check the status of clusters, cluster processes, backups, and commands
issued in the MySQL Cluster Manager client. The type of status returned depends on which of the four
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options of - - cl ust er (short form: - ¢), - - oper at i on (short form: - 0), - - backup (short form: - b),
or - - process (short form - r) is used with the command. (If none of these is used, - - cl ust er is
assumed.) These options are described in more detail in the next few paragraphs.

--cluster

When this option is used, show st at us reports on the status of the cluster named cl ust er _nane,
as shown in this example:

mc> show st at us

--cluster nycluster;

Fommmee e s e e mmeeee e [ T - +
| duster | Status | Comment |
Fommmee e s e e mmeeee e [ T - +
| nycluster | fully operational | |
Fommmee e s e e mmeeee e [ T - +

1 rowin set (0.01 sec)

When used with the - - cl ust er option (short form: - ¢), the output of this command consist of two
columns. The Cl ust er column contains the name of the cluster. The St at us column contains a
description of the cluster's status; possible values and their meanings are shown in the following table:

St at us Value

Meaning

fully operational

All cluster processes are running.

oper ati onal

All node groups are up and running, but at least one data node process
(ndbd or ndbnt d) is not running. The cluster is online, but you should
determine why any “missing” data nodes are not running and correct
the problem as soon as possible.

non- oper ati onal

The cluster is not operational, because at least one node group is
offline. You must investigate and fix the problem or problems, then
restart the cluster, before the cluster can be used for data storage and
retrieval operations.

st opped

The cluster is not running, because it has been stopped by the user.
This normally does not indicate any problem as such, but you must
restart the cluster before it can be used by any applications.

created

The cluster has been created successfully using the cr eat e

cl ust er command, but has never been started. You must start the
cluster using the st art cl ust er command before you can make use
of it.

unknown

The MySQL Cluster Manager was unable to determine the cluster's
status. This may or may not indicate a problem with the cluster; it

is possible that the problem lies with one or more MySQL Cluster
Manager agents or the MySQL Cluster Manager client. You should
attempt to determine the status of the cluster by other means,

such as using show st at us --process inthe MySQL Cluster
Manager client (described later in this section), or employing one of
the commands available in the ndb_ngmclient (see ndb_ngm— The
MySQL Cluster Management Client) such as SHOWor ALL STATUS.

--operati on option

When the - - oper at i on option (short form: - 0) is used, it causes SHOW STATUS to display the
status of the latest command to be executed. This includes commands that were issued using the - -
backgr ound option (short form - bg). An example of this command is shown here:

nmcnP show st at us

--operation nycluster;
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ST F ST oS +
1 rowin set (1.60 sec)

The output contains 3 columns, described in the following list:

« Command. The text of the command last issued (previous to the show st atus --operation
command), less any options or arguments.

 Status. The current state of the command. Possible values and their meanings are listed later in
this section.

* Description. Insome cases, depending on the command and its status, this column may
contain additional information. Otherwise, <no nessage> is displayed here.

Possible values for the St at us column, together with descriptions of these values, are shown in the
following table:

St at us Value Description

executing MySQL Cluster Manager is executing the command, but has not yet
completed doing so.

finished The command has executed (and completed) successfully.

failed The command failed to execute. The Descri pti on column may
contain information about the reason for the failure.

unknown MySQL Cluster Manager was unable to determine the status of this
command.

- - backup option

When this option is used, show st at us reports on the status of the backup process for the cluster
named cl ust er _nane, as shown in the following examples:

ncne show status --backup nycl uster;

dimccoccoocccoocScooooccoocSocooosccoosooooo +
| Command result |
dimccoccoocccoocScooooccoocSocooosccoosooooo +
| No backup currently active in nycluster |
dimccoccoocccoocScooooccoocSocooosccoosooooo +

1 rowin set (0.05 sec)

ncne show status --backup nycl uster;

T ocooooooo0000000000000000000000000C000aD +
| Command result |
T ocooooooo0000000000000000000000000C000aD +
| Backupld 5 currently active in nycluster|
T ocooooooo0000000000000000000000000C000aD +

1 rowin set (0.09 sec)
- - process option

When run with this option, show st at us returns information about each process in the cluster named
cl ust er _nane, as shown in this example:

nmcnP show status --process nycl uster;

fmoo=oo fmoccooc==o fmoccooc==o fmooco=o== fmoccooc==o= +
| Id | Process | Host | Status | Nodegroup |
fmoo=oo fmoccooc==o fmoccooc==o fmooco=o== fmoccooc==o= +
| 1 | ndb_ngnd | tonfisk | running | |
| 2 | ndbd | flundra | running | O |
| 3 | ndbd | grindval | running | O |
| 4 | nysqld | lax | running | |
fmoo=oo fmoccooc==o fmoccooc==o fmooco=o== fmoccooc==o= +

4 rows in set (1.67 sec)
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When the - - pr ocess option (short form: - r ) is used with show st at us, the output contains 5
columns, described in the following list:

e 1d. Thisis the node ID of the process as a node in cluster cl ust er _nane.

e Process. The type of process, that is, the name of the corresponding MySQL Cluster executable.
Allowed values are ndb_ngnd, ndbd, ndbnt d, and nmysql d.

e Host. The hostname or IP address of the computer where the process is running.

e Status. The state or condition of this process. Possible values for this column are given later in
this section.

* Nodegroup. |Ifthe Process is ndbd or ndbnt d—that is, if the process is a data node process—
then this column shows the ID of the node group to which the process belongs. For any other value
of Process, this column is empty.

Possible values for the St at us column are shown in the following table, together with a description of
what this value represents:

St at us Value Meaning

runni ng The process is running normally.

st opped The process has been stopped by the user.

added The process has been added to the cluster, but not yet started.
starting The process has been started, but is not yet fully running. (For data

nodes, you can determine which start phase the node is currently in by
using the st at us command in the ndb_ngmclient.)

st oppi ng The process has received a command to stop, and is now shutting
down.
failed The process has shut down unexpectedly (likely to have crashed).

You should determine the cause for this unplanned shutdown, fix the
problem, and restart the process as soon as possible.

i mport The process is part of a cluster that was created for import, but the
actual migration of processes and data from the original cluster has not
yet taken place. st art process and st op process commands fail
for this process until this migration has occurred.

unknown MySQL Cluster Manager is unable to establish the current status of
this process. You should try to determine its status using other means.

You must supply the name of an existing cluster with this command, or else show st at us fails with an
error, as shown here:

ncne show st at us;
ERROR 6 (OOM3R): Il egal nunmber of operands

nmcnk show status -c nosuchcl uster;
ERROR 5001 (OOMGR): C uster nosuchcl uster not defined

Important

A Do not confuse this command with the MySQL SHOW STATUS statement, which
has a different syntax, and which can be used only in the standard nysq|l
client. The MySQL Cluster Manager client command accepts only those options
shown at the beginning of this section, and does not accept a LI KE or VHERE
clause.

447 Thestart cluster Command
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start cluster [--initial|-i] cluster_nanme

This command starts the cluster named cl ust er _nane, as shown in this example:

ncne start cluster nycluster;

dimccocccosccoocscocoosccoosooooo +
| Command result |
dimccocccosccoocscocoosccoosooooo +
| Cluster started successfully |
dimccocccosccoocscocoosccoosooooo +

1 rowin set (45.37 sec)

In order for the command to succeed, the cluster named in the command must already exist; otherwise
the command fails with the error Cl ust er cl uster _nane not defi ned, as shown here:

mce i st sites;

L T [ T Hommem - e +
| Site | Port | Local | Hosts |
L T [ T Hommem - e +
| nysite | 1862 | Local | tonfisk,flundra,grindval, haj |
L T [ T Hommem - e +

1 rowin set (1.72 sec)

mce |ist clusters nysite;

Fommmee e s Fommmee e +
| Custer | Package |
Fommmee e s Fommmee e +
| nycluster | nypackage |
Fommmee e s Fommmee e +

1 rowin set (1.70 sec)

nmce start cluster yourcluster;
ERROR 5001 (OOMGR): Custer yourcluster not defined

In addition, the cluster must not already be running, as shown here:

mc> show status --cluster mycluster;

Fommeme e s e [ T - +
| duster | Status | Comment |
Fommeme e s e [ T - +
| nycluster | fully operational | |
Fommeme e s e [ T - +

1 rowin set (0.01 sec)

nmce start cluster nycluster;
ERROR 5005 (OOMGR): C uster mycluster is running

A cluster created for import cannot be started until the import has been completed. See Section 4.4.1,
“The creat e cl uster Command”, and Section 3.5, “Importing MySQL Clusters into MySQL Cluster
Manager”, for more information.

--initial

The --initial option (short form: - i) causes all cluster data node processes to be started as if
start process--initial hadbeen used, which means that all data nodes wipe their data and
start with clean data node file systems. NDB tables that were previously stored in the cluster are lost.

Under normal circumstances, you should use this option to start a cluster only when either you do not
wish to preserve any of its data (and want to make a clean start), or you intend to restore the cluster
from backup to a known good state (see Section 4.7.4, “The rest ore cl ust er Command”). You
should also be aware that no special warnings are printed by the ncmclient when --initi al is used
with st art cl ust er; the command is immediately executed.

For information about creating cluster backups, see Section 4.7.2, “The backup cl ust er Command”.
If you need to know which backups are available (if any), use | i st backups.
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Using the - -i ni ti al option with start cl uster does not cause nmysqgl install db tobe
executed, or the nysql system database to be altered or removed, on any SQL nodes. This option
also does not remove MySQL Cluster Disk Data tablespace files; if their removal is needed, it must be
performed manually.

4.4.8 The st op cl ust er Command

stop cluster cluster_nane

This command stops the cluster named cl ust er _nane, if it is running, as shown in this example:

nmce stop cluster nycluster;

e +
| Command result |
e +
| Custer stopped successfully |
e +

1 rowin set (21.31 sec)

stop cl ust er fails if the cluster is not in an operational state (see Section 4.4.6, “The show st at us
Command”, for information about obtaining the cluster's status):

ncne show status --cluster nycluster;

dmososcooo=o dhmococcoas dhmococcoas +
| Cluster | Status | Comment |
dmososcooo=o dhmococcoas dhmococcoas +
| mycluster | stopped | |
dmososcooo=o dhmococcoas dhmococcoas +

1 rowin set (0.01 sec)

ncne stop cluster nycluster;
ERROR 5006 (OOMGR): Custer mycluster is stopped

stop cl uster cannot be used on a cluster created for import until the import has been completed.
See Section 4.4.1, “The creat e cl ust er Command”, and Section 3.5, “Importing MySQL Clusters
into MySQL Cluster Manager”, for more information.

4.4.9 The upgr ade cl ust er Command

upgr ade cluster {--package=|-P }package_nane
[--set=attribute_assignnment_|ist] cluster_nane

attribute_assignment _|ist:
attribute_assignment[,attribute_assignment][,...]

attribute_assi gnnent:
attribute_nane: process_nane[ =val ue]

This command upgrades the cluster named cl ust er _nane to the software package package nane.
It accomplishes this by performing a rolling restart of the cluster.

The new package must be registered using add package before you can use it for an upgrade;
otherwise, upgr ade cl ust er fails with an error.

To use the command to perform an upgrade, the cluster must be inthe f ul | y oper ati onal status
(you can check that using the command show st at us - - cl ust er [94] cl ust er _nane). A

cluster created for import cannot be upgraded until the import has been completed. See Section 4.4.1,
“The create cl uster Command”, and Section 3.5, “Importing MySQL Clusters into MySQL Cluster
Manager”, for more information.

Suppose nycl ust er is using MySQL Cluster NDB 7.1.17, and the binaries are registered with a
package named 7. 1. 17, as shown by this | i st cl ust er s command:
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mcme |ist clusters nysite;

ooccococoocooo fooccooooo +
| Cluster | Package |
ooccococoocooo fooccooooo +
| mycluster | 7.1.17 |
ooccococoocooo fooccooooo +

1 rowin set (1.80 sec)

Now you wish to upgrade mycl ust er to MySQL Cluster NDB 7.1.19. Assuming that you have placed
the NDB 7.1.19 binaries in the same directory on each host, the add package command to create a
new package named 7. 1. 19 that contains these binaries might look something like this:

ncne add package --basedir=/usr/local/ndb-7.1.19 7.1.109;

foocccoocccosoccoosccoosooooo +
| Command result |
foocccoocccosoccoosccoosooooo +
| Package added successfully |
foocccoocccosoccoosccoosooooo +

1 rowin set (0.88 sec)

for the add package command's - - basedi r option with forward slashes (/).
See Section 4.3.1, “The add package Command”, for additional information

Note
@ On Windows, you must replace any backslash (\ ) characters in the path used
and examples.

Both packages should now be listed in the output of the command | i st packages nysite.To
perform the upgrade to the 7. 1. 19 package, use the upgr ade cl ust er command as shown here:

mcm> upgrade cluster --package=7.1.19 nycluster;

fooccococcoocooocooocoocooocoooam +
| Command result |
fooccococcoocooocooocoocooocoooam +
| Cluster upgraded successfully |
fooccococcoocooocooocoocooocoooam +

1rowin set (3 min 17.00 sec)

Once the upgr ade cl ust er command has been successfully executed, you can verify that
mycl ust er is now using the 7. 1. 19 package from the output of the appropriate | i st cl usters
command:

nmcne |ist clusters nysite;

fmoccoooc=os fmoococo=o +
| Cluster | Package |
fmoccoooc=os fmoococo=o +
| nycluster | 7.1.19 |
fmoccoooc=os fmoococo=o +

1 rowin set (1.80 sec)

The command can perform major as well as minor series upgrades. Despite the name of this
command, upgr ade cl ust er can also be used to perform MySQL Cluster downgrades.

Not all upgrades and downgrades between different versions of MySQL Cluster are supported by the
command. Three criteria must be met:

» The upgrade or downgrade must be supported by the MySQL Cluster versions involved. See the
following sections in the MySQL Cluster manuals for lists of allowed upgrades and downgrades:

e For MySQL Cluster 7.1: See Upgrading and Downgrading MySQL Cluster.
e For MySQL Cluster 7.2: See Upgrading and Downgrading MySQL Cluster NDB 7.2.
e For MySQL Cluster 7.3 and 7.4: See Upgrading and Downgrading MySQL Cluster.
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» Both the versions you upgrade or downgrade to and from must be supported by the version of
MySQL Cluster Manager you are using (for example, upgrade from MySQL Cluster 6.3.8 to 7.3.8
must be performed manually, because MySQL Cluster Manager no longer supports MySQL Cluster
6.3).

* For MySQL Cluster 7.2.13 and before, the Cluster must NOT have user privileges distributed across
its SQL nodes, or the upgrade will have to be performed manually.

Starting from MySQL Cluster Manager 1.3.5, when using the upgr ade cl ust er command, you can
use the - - set option to reconfigure your MySQL Cluster at the same time. This is particularly helpful
when the upgrade requires configuration changes to your cluster. This option takes as its argument an
attribute assignment list similar in format to that used with the get and set commands; see description
of the set command on the proper way to formulate an attribute assignment list. For example: if you
want to change the memory assigned to each data node for storing database records to 750M, specify
that with the - - set option in your upgr ade cl ust er command:

ncne upgrade cluster --package=7.1.19 --set=DataMenory: ndbd=750M nycl uster;

fooccccocs-occocooccocosooccoosooooo +
| Command result |
fooccccocs-occocooccocosooccoosooooo +
| Cluster upgraded successfully |
fooccccocs-occocooccocosooccoosooooo +

1 rowin set (3 min 17.04 sec)

Note
@ Unlike the way you use the set command, an equals sign (=) immediately
following the - - set option is required.

4.5 MySQL Cluster Manager Configuration Commands

This section covers the commands used in the MySQL Cluster Manager for getting and setting values

of various types used in MySQL Cluster configuration. We begin with a discussion of what we mean by
the term “configuration attribute”, and how this relates to the manual configuration of a MySQL Cluster

using MySQL Cluster configuration parameters and MySQL Server options and variables that you may
already be familiar with.

Configuration attributes.
Traditionally, when administering MySQL Cluster, it has been necessary to distinguish between 3 types
of configuration data:

» Configuration parameters set in the MySQL Cluster global configuration file read by the management
server (or servers), by convention named confi g. i ni

» Configuration variables set in a running MySQL server (SQL node) by using the SQL SET statement
in the mysgl command-line client (or in another MySQL client application)

» Configuration options passed to MySQL Cluster executable programs when invoking them

values for configuration variables, many—but not all—of which can be
overridden in a running MySQL server using a MySQL client application such

Note
@ Configuration options passed to nysql d often have the effect of setting
as nysql .

MySQL Cluster Manager simplifies this configuration scheme by treating all 3 types of configuration
data as attributes, where the term “attribute” refers to a MySQL Cluster configuration parameter,

a MySQL Server variable, or a command-line option used with one or more MySQL Cluster binary
programs. It does this transparently, handling all necessary changes in a unified interface.
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Suppose that you wish to know how much data memory is allocated to the data nodes in a given
MySQL Cluster. Rather than having to determine that this is controlled using the Dat aMenor y
configuration parameter that is written in the confi g. i ni file and then reading that file to find the
value, you merely invoke the MySQL Cluster Manager get command, and MySQL Cluster Manager
handles reading from the file for you, and displays the value without the necessity of opening the file
in a separate application such as nor e or | ess. If you wish to change the amount of data memory
allocated to the data nodes, you can issue a MySQL Cluster Manager set (orr eset ) command;
MySQL Cluster Manager then writes the desired value to confi g. i ni . If—as is the case with

Dat aMenor y—updating a configuration value in a running MySQL Cluster requires a rolling restart
to be performed, MySQL Cluster Manager can perform this operation automatically so that the
configuration change takes effect without further intervention required on the part of the operator.

Configuration attribute levels.
A configuration attribute value applies at one of the three levels, described here:

» Default: This value is always used by any MySQL Cluster process of the type or types (such as ndbd
or mysql d) to which the attribute applies, unless this value is overridden by the user.

» Process: This value is used for all instances of a given type of MySQL Cluster process.

« Instance: This value is used for a specific instance of a MySQL Cluster process, the instance being
identified by its MySQL Cluster node ID.

Default values are hard-coded into MySQL Cluster; you can override a default value for a given
configuration attribute (using the set command) or reset a given attribute value to its default (using the
reset command), but you cannot change a default value itself. You can set or reset an configuration
attribute's value on either the process level or the instance level using a single set orreset
command. Once you have set or reset the value of a configuration attribute, this value persists until it is
changed by executing another set or r eset command.

Note
@ When setting or resetting a configuration attribute value, you must specify the
level at which the setting applies.

MySQL Cluster Manager determines what value to use for a configuration attribute relating to a given
process by following these steps for each MySQL Cluster process:
(For each configuration attribute:)
1. Is an attribute value defined for the node ID of this process?
Yes: Use the value that was defined for this node ID, and exit.
No: Proceed to the next step.
2. Is an attribute value specified on the process level, that is, for all processes of this type?
Yes: Use the value that was specified for all processes of this type, and exit.
No: Use the default value that applies to processes of this type, and exit.

(In the steps just shown, “exit” can be taken to mean “If there are more configuration attributes
applicable to this process that have not yet been set, proceed to the next attribute until there are no
more attributes to be set for this process”.)

a configuration attribute for a specific process, then later specify a process-level
value for this attribute, the process-level value is used for all processes of that

Note
@ The most recently specified value takes precedence. This means that if you set
type, including the instance for which you earlier set an instance-specific value.
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Mandatory attributes.

Some attributes must be defined in the MySQL Cluster Manager at the process type or instance

level for all processes of the applicable type or types for the cluster configuration to be valid. Such
mandatory attributes may be changed, but not reset; in other words, the definition can be changed, but
the definition itself cannot be removed entirely. Another way of stating this is that a mandatory attribute
has no default value.

An example of a mandatory attribute is Nodel d. If you try to reset a mandatory attribute, the attempt
fails with an error, as shown here:

nmc> reset Nodel d: ndb_ngnd: 1 nycl uster;

ERROR 6007 (OOMGR): Config attribute Nodeld is nmandatory and cannot be reset
mce reset Nodel d: ndbd: 2 nycl uster;

ERROR 6007 (OOMGR): Config attribute Nodeld is nmandatory and cannot be reset
nmc> reset Nodel d: nysql d: 4 mycl uster;

ERROR 6007 (OOMGR): Config attribute Nodeld is nmandatory and cannot be reset

Read-only attributes.

A read-only attribute is an attribute that must be defined by the MySQL Cluster Manager when a cluster
is created. A read-only attribute can be neither changed nor reset by the user. This means that a read-
only attribute is always a mandatory attribute.

One such attribute is Host Name, which is read only for any type of MySQL Cluster process. Any
attempt to change or reset a read-only attribute fails, as shown here:

nmce reset Host Nane: ndb_ngnd nycl uster;

ERROR 6008 (OOMGR): Config attribute HostNanme is readonly and cannot be changed
nmce reset Host Nane: ndbd nycl uster;

ERROR 6008 (OOMGR): Config attribute HostNanme is readonly and cannot be changed
nmce reset Host Nane: nmysql d mycl uster;

ERROR 6008 (OOMGR): Config attribute HostNanme is readonly and cannot be changed

nmc> set Host Nanme: ndb_ngnd mycl uster;

ERROR 6008 (OOMGR): Config attribute HostNanme is readonly and cannot be changed
nmc> set Host Nanme: ndbd nycl uster;

ERROR 6008 (OOMGR): Config attribute HostNanme is readonly and cannot be changed
nmc> set Host Nanme: nysqgl d nycl uster;

ERROR 6008 (OOMGR): Config attribute HostNanme is readonly and cannot be changed

An attribute that is mandatory or read only is set when a cluster is created. Neither a mandatory
attribute nor a read-only attribute can be reset. (Neither type of attribute has a default value other than
what is set for it when the cluster is created.) A mandatory attribute can be changed at any time by the
user; a read-only attribute cannot be changed once the cluster has been created. You can obtain a
listing of mandatory and read-only attributes using the get command.

A listing of attribute properties also can be found in the output of ndb_config --configinfo --
xm (see ndb_confi g — Extract MySQL Cluster Configuration Information); for more complete
information, see Configuration of MySQL Cluster.

MySQL Cluster Manager determines internally which attributes are considered read-only for reasons of
cluster stability and performance. You can use the get command to see which attributes are read only.

4.5.1 The get Command

get [--include-defaults|-d] [filter_specification_list] cluster_nanme

filter_specification_list:
filter_specification[,filter_specification][,...]

filter_specification:
[attribute_nane] [: process_specification][+process_specification]]

process_speci fication:
[ process_nane] [: process_i d]
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process_nane:
{ndb_nmgnd| ndbd| ndbnt d| nysql d| ndbapi }

This command is used in the MySQL Cluster Manager client to obtain configuration attribute values
from a MySQL Cluster. (See Section 4.5, “MySQL Cluster Manager Configuration Commands”, for a
definition of the term “attribute” as it applies in the MySQL Cluster Manager.) The output includes the
following columns:

» Nane: This column contains the name of the configuration attribute.
» Val ue: This column shows the attribute's current value.

» Process1: This column holds the process type to which the attribute applies. This is one of
ndb_ngnd, ndbd, ndbnt d (MySQL Cluster NDB 7.0 and later), or nysql d.

* 1 d1: This is the process ID of the process to which the attribute applies.

» Process?2: For attributes that require specifying two nodes, such as those relating to TCP/IP
connections, this column shows the process type of the second node.

« | d2: For attributes that require specifying two nodes, this column shows the process ID for the
second node.

» Level : This is the attribute process level. This value in this column can be Def aul t , Pr ocess, or
empty; if this column is empty, it means that the attribute applies on the instance level.

» Comment : This column is used to show whether the attribute is Mandat ory, Read onl y, Def aul t
attribute, or user defined (in which case the Corment column is empty).

By default, get returns only those attributes that have been set explicitly, either by the MySQL Cluster
Manager itself, or by the user. In other words, it shows only attributes that are mandatory (including
read-only attributes), or that have been set by the user after the cluster was created. Hereafter in this
discussion, we refer to these as “non-default attributes”.

Thus, prior to setting any configuration attributes, you can obtain a list of all mandatory and read-only
attributes by running the simplest possible form of this command, as shown here:

mce get mycl uster;
mc> get mycluster\ G
khkkkhkkhkkhkkhkhkhkhkhkhrhhkhkhkkhkkhkhkhkhkhrddxkk 1 I'OW khkkkhkkhkkhkkhkkhkhkhkhkhhhkhkhkkhkkhkhkhkhkhhdxxkx
Nanme: DataDir
Val ue: /hone/jon/bin/mcm ncm dat a/ cl ust ers/ mycl uster/ 1/ data
Process1l: ndbntd
Nodel d1: 1
Process2:
Nodel d2:
Level :
Conment :
khkkkhkkhkkhkkhkhkhkhkhkhrhhkhkhkkhkkhkhkhkhkhddxkk 2 I'OW khkkkhkkhkkhkkhkkhkhkhkhkhhkhkhkhkhkhkhkhkhkhhdxxk
Name: Host Nane
Val ue: torsk
Process1l: ndbntd
Nodel d1: 1
Process2:
Nodel d2:
Level :
Comment: Read only
khkkkhkkhkkhkkhkhkhkhkhkhrhkhkhkhkkhkkhkhkhkhkhrhdxxk 3 I'OW khkkkhkkhkkhkkhkhkhkhkhkhrhkhkhkhkkhkkhkhkhkhkhhdxxk
Narme: Nodel d
Val ue: 1
Process1l: ndbntd
Nodel d1: 1
Process2:
Nodel d2:
Level :
Comment: Read only
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LEEREE R EEEEEEEEEE L] FOW *XX*hdkhhkkkhhhhkkxkhhkkkxkkk

Nane: DataDir
Val ue: /hone/jon/bin/ ncm ncm dat a/ cl ust ers/ mycl uster/ 2/ data
Process1l: ndbntd
Nodel d1: 2
Process2:
Nodel d2:
Level :
Coment :
khkkkhkkhkkhkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhdddkk 5 I’OW khkkkhkkhkkhkkhkhkhkhkhkhhkhkhkhkhkkhkhhkhkhhddkk
Nanme: Host Nane
Val ue: torsk
Process1: ndbntd
Nodel d1: 2
Process2:
Nodel d2:
Level :
Comment: Read only

LEE R R EEEEE LR R ] FOW HXX*hdkkkkkkhohdkk ok khkkkkxxkhk

Nanme: Nodel d

Val ue: 2
Process1l: ndbntd
Nodel d1: 2
Process2:
Nodel d2:

Level :

Comment: Read only
khkkkkhkkkhkkkhkkhkhkkhkhkkhhkkhhkhkkhkkhkhkkhkkkx*x 7 I’OW khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkkhkkhkhkkhkkkx*x
Name: DataDir
Val ue: /homne/jon/bi n/ ncm ncm dat a/ cl ust ers/ mycl uster/ 49/ dat a
Process1l: ndb_ngnd
Nodel d1: 49
Process2:
Nodel d2:
Level :
Conment :
khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkhkhkhkhkkhkkx*x 8 I’OW khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhhkhkkhkhkkhkkkx*x
Name: Host Nane
Val ue: torsk
Process1l: ndb_ngnd
Nodel d1: 49
Process2:
Nodel d2:
Level :
Comment: Read only

KXKKKKKXXKK KKK XXX KKK KA XX K * % Q FOW HXX*hdkdk ko kkhokdkkkkkhkkkkxkkhx

Nanme: Nodel d

Val ue: 49
Process1l: ndb_ngnd
Nodel d1: 49
Process2:
Nodel d2:
Level :

Comment: Read only

KAKKKKKKKK KK AKX KKK KRR XK * k% D[ FOW FXX*hdkdkkkkkhokdkkkxkhhkkkxxkhx

Nanme: ndbcl uster
Val ue:
Processl: nysqld
Nodel d1: 51
Process2:
Nodel d2:
Level :
Comment: Read only

LEER R EEEEEEEEEEE L LTS FOW XX *hdkdkkkkkhkkkkxkhk ok xkkhk

Nanme: Nodel d

Val ue: 51
Processl: nysqld
Nodel d1: 51
Process2:
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Nodel d2:
Level :
Comment: Read only
khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkkhkkhhkkhkkx*x 26 I’OW khkkkkhkkkhkhkkhkkhkhkkhkhkkhkhkkhhkhkkhkhkkhkhkkhkkk*x
Nanme: port
Val ue: 3307
Processl: nysqld
Nodel d1: 51
Process2:
Nodel d2:
Level :
Conment :
khkkkkhkkkhkkkhkkhkhkkhkhkkhhkkhhkhkkhkkhkhkkhkkkx*x 27 I’OW khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhhkhkkhhkkhkkk*x
Name: socket
Val ue: /tnp/ nysql. mycluster.51. sock
Processl: nysqld
Nodel d1: 51
Process2:
Nodel d2:
Level :
Conment :
khkkkkhkkkhkkkhkkhkhkkhkhkkhhkkhhkhkkhkkhkhkkhkkkx*x 28 I’OW khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkhkhkkhhkkhkkkx*x
Name: tnpdir
Val ue: /hone/jon/bi n/ ncm ncm dat a/ cl usters/ mycl uster/ 51/ data/tnp
Processl: nysqld
Nodel d1: 51
Process2:
Nodel d2:
Level :
Conment :
khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkhkhkkhhkkhkkkx*x 29 I’OW khkkkkhkkkhkkkhkkhkhkkhkhkkhkhkkhhkhkhkhkkhhkkhkkk*x
Name: Nodel d
Val ue: 52
Process1l: ndbapi
Nodel d1: 52
Process2:
Nodel d2:
Level :
Comment: Read only
29 rows in set (0.05 sec)

On Windows, no substitutions for backslashes or other characters used in values of paths reported
by the get command is performed. However, it is possible to see forward slashes used in such
paths if the values were set using the set command. See Setting Attributes Containing Paths on
Windows [121], for more information.

Although a socket attribute is shown for mysql d nodes in the get output from the previous example
and is not marked Read onl y, MySQL Cluster Manager does not support socket files on Windows.
For this reason; you should not attempt to set socket attributes for Windows nysql d processes using
MySQL Cluster Manager.

To include default values for attributes that have not (or not yet) been set explicitly, you can invoke this
command with the - - i ncl ude- def aul t s option (short form: - d), as shown here (in part):

mce get --include-defaults mycluster\G

LEE R EEEEEEEEEEEE L EEEE FOW FXX*hdkkkkkkhokkkkxkkhkkkxxkhk

Nanme: _ ndbmt _cl assi c
Val ue: NULL
Process1l: ndbntd
Nodel d1: 1
Process2:
Nodel d2:
Level : Default
Conment :
khkkkhkkhkkhkkhkkhkhkhkhkhrhhkhkhkkhkkhkhkhkhkhrhxhxkk 2 I'OW khkkkhkkhkkhkkhkhkhkhkhkhrhkhkhkhkkhkkhkhkhkhkhrhxhkxk
Name: __ ndbnt _| gh_t hr eads
Val ue: NULL
Process1l: ndbntd
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Nodel d1: 1
Process2:
Nodel d2:
Level : Defaul t
Coment :

LEEREEEEEEEEEEEEEEE L EEEE ] FOW HXX*hdkdk ko kkhhdkkkxkhhkkkxxkhk

Name: __ ndbmt _| gh_wor ker s

Val ue: NULL
Process1l: ndbntd
Nodel d1: 1
Process2:
Nodel d2:
Level : Defaul t
Coment :

LEER R EEEE LR R L] FOW *XX*hdkdkkkkkhohdkkkxkhhkkkxxkhk

Nanme: Arbitration
Val ue: Defaul t
Process1: ndbntd

Nodel d1: 1
Process2:
Nodel d2:
Level : Defaul t
Coment :

AXKKKKKKXK KKK KXXK K KKK KX XK * % [ FOW HXX*hdkkkkkkhohdkk ok khkkkkxxkhk

Nanme: ArbitrationTi neout

Val ue: 7500
Process1l: ndbntd
Nodel d1: 1
Process2:
Nodel d2:
Level : Defaul t
Coment :

KKK kAKX KKk kR XXk hkkkxx***x%x 1004 FOW HXX*hdkdkkkkkhhdkkkxkhhdkkkxxkhk

Name: Def aul t Oper ati onRedoPr obl emActi on
Val ue: queue
Process1l: ndbapi

Nodel d1: 52
Process2:
Nodel d2:
Level : Defaul t
Coment :

KKK KKK XX KKk KA XX Kk kkkxx* k%% 1005 FOW XX *hdkdkkkkkhkkkkxkhkkkkkkkk

Name: Execut eOnConput er

Val ue: NULL
Process1l: ndbapi
Nodel d1: 52
Process2:
Nodel d2:
Level : Defaul t
Coment :

KKKk AKX KKK KRR XKk kkkxx* k%% 1006 [ OW * XX *hdkkkkkkhok ok kkkhkkkkxxkhk

Name: Heartbeat ThreadPriority

Val ue: NULL
Process1l: ndbapi
Nodel d1: 52
Process2:
Nodel d2:
Level : Default
Coment :

KXK KK AKX KKK AKX XKk kkkx*k**x*x 1097 FOW HXX*hdkdkkkkkhkdkkkxkhkkkkxkkhk

Name: Host Nane
Val ue:
Process1l: ndbapi
Nodel d1: 52
Process2:
Nodel d2:
Level : Defaul t
Coment :

KKk k kKX KKk kR XXk kkkkxxk*x*x 1008 FOW FXX*hdkk ko kkhokdkkkxkhhkkkxxkhk
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Nanme: MaxScanBat chSi ze
Val ue: 262144
Process1l: ndbapi
Nodel d1: 52
Process2:
Nodel d2:
Level : Default
Coment :
khkkkhkkhkkhkkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhhdxkk 1099 I’OW khkkhkkhkkhkkhkkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhhdxkk
Nanme: Nodel d
Val ue: 52
Process1l: ndbapi
Nodel d1: 52
Process2:
Nodel d2:
Level :
Comment: Read only
khkkkhkkhkkhkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhdddkk 1100 I’OW khkkkhkkhkkhkkhkhkhkhkhkhhhkhkhkkhkkhkhkhkhkhddkkk
Name: Tot al SendBuf f er Menory
Val ue: 0
Process1l: ndbapi
Nodel d1: 52
Process2:
Nodel d2:
Level : Defaul t
Coment :
khkkkhkkhkkhkhkhkhkhkhkhhkhkhkhkkhkkhkhkhkhkhdddkk 1101 I’OW khkkkhkkhkkhkkhkhkhkhkhkhhkhkhhkkhkhkhkhkhkhhdkkk
Name: wan
Val ue: fal se
Process1l: ndbapi
Nodel d1: 52
Process2:
Nodel d2:
Level : Defaul t
Coment :
1101 rows in set (0.09 sec)

As you can see, the output from this get command is quite long (and the number of rows generated
increases with the number of nodes in the cluster.) However, it is possible to filter the output so that
you can view only the attribute or attributes in which you are interested. This can be done by using a
comma-separated list of one or more filter specifications. A filter specification is defined as shown here
(condensed from that given at the beginning of this section, but effectively the same):

[attribute_nane][:[process_nane][: process_id]]

Filtering can be applied per attribute, per process type, and per process instance. We now provide
some examples illustrating the use of such filters.

To obtain the value of a given attribute for all processes to which it applies in the cluster, you need only
use the name of the attribute as a filter. For example, to obtain the Host Nane of all processes in the
cluster named nmycl ust er, you can execute the command shown here:

mocoooo=oc mocoooo=oc mocoooo=oc mocoooo=o mocoooo=oc fmocoooo=o oocoooc frocoooo=—ooo +
| Name | Val ue | Processl | Nodeldl | Process2 | Nodeld2 | Level | Comment |
mocoooo=oc mocoooo=oc mocoooo=oc mocoooo=o mocoooo=oc fmocoooo=o oocoooc frocoooo=—ooo +
| HostNane | flundra | ndbd | 1 | | | | Read only |
| HostNane | tonfisk | ndbd | 2 | | | | Read only |
| HostNane | grindval | ndb_ngnd | 49 | | | | Read only |
| Host Nane | haj | nysqld | 50 | | | | Read only |
| HostNane | torsk | nysqld | 51 | | | | Read only |
mocoooo=oc mocoooo=oc mocoooo=oc mocoooo=o mocoooo=oc fmocoooo=o oocoooc frocoooo=—ooo +

5 rows in set (0.04 sec)

To obtain the value of a given attribute for all processes of a given type, you can specify a filter of the
formattri but e_nane:process_nane. The following command retrieves the Host Nane of all ndbd
processes (only) in the cluster mycl ust er:
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mcm> get Host Name: ndbd nycl uster;

fooccoooooo fooccooooo ooccoooooo foooocoo ooccoooooo foooocoao oooccooo ooccoooooo +
| Nane | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
fooccoooooo fooccooooo ooccoooooo foooocoo ooccoooooo foooocoao oooccooo ooccoooooo +
| HostName | flundra | ndbd | 1 | | | | Readonly |
| HostName | tonfisk | ndbd | 2 | | | | Readonly |
fooccoooooo fooccooooo ooccoooooo foooocoo ooccoooooo foooocoao oooccooo ooccoooooo +

2 rows in set (0.12 sec)

To retrieve the value of a given attribute for a particular instance of a process, you can use a filter
that takes the form at t r i but e_nane:pr ocess_nane:process_i d. For example, you can use the
following command to obtain the hostname for the process having 2 as its process ID:

tomm o - Hemmmmeaaa tomm o a +omm - - - tomm o a +omm - - - +eommmm - m tomm o a +
| Name | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
tomm o - Hemmmmeaaa tomm o a +omm - - - tomm o a +omm - - - +eommmm - m tomm o a +
| HostName | tonfisk | ndbd | 2 | | | | Readonly |
tomm o - Hemmmmeaaa tomm o a +omm - - - tomm o a +omm - - - +eommmm - m tomm o a +

1 rowin set (1.67 sec)

The command works the same if the process type is omitted:

Hemmmmea- - Hemmmmeo - Hemmmmaao - +emm - - - Hemmmmaao - +emm - - - +emmm - - - Hemmmmaao - +
| Name | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
Hemmmmea- - Hemmmmeo - Hemmmmaao - +emm - - - Hemmmmaao - +emm - - - +emmm - - - Hemmmmaao - +
| HostName | tonfisk | ndbd | 2 | | | | Readonly |
Hemmmmea- - Hemmmmeo - Hemmmmaao - +emm - - - Hemmmmaao - +emm - - - +emmm - - - Hemmmmaao - +

1 rowin set (1.67 sec)

You can obtain information about multiple attributes within a single get command by specifying a list
of filters, separated by commas. Each filter in the list must be a complete, valid filter. The command
shown here retrieves the Host Nane and Dat aDi r for all processes in nycl ust er:

mc> get Host Name, Dat aDi r nycl ust er;

S R S S R S S R S R S +
| Nane | Val ue | Processl | Nodeldl | Process2 | Nodeld2 | Level | Conment |
S R S S R S S R S R S +
| DataDir | /opt/cldata | ndbd | 1 | | | | |
| HostName | flundra | ndbd | 1 | | | | Read only |
| DataDir | /opt/c2data | ndbd | 2 | | | | |
| HostName | tonfisk | ndbd | 2 | | | | Read only |
| DataDir | /opt/c49data | ndb_ngmd | 49 | | | | |
| HostNanme | grindval | ndb_ngmd | 49 | | | | Read only |
| datadir | /opt/c50data | nysqld | 50 | | | | |
| HostName | haj | mysqld | 50 | | | | Read only |
| datadir | /opt/c5ldata | nysqld | 51 | | | | |
| HostName | torsk | mysqld | 51 | | | | Read only |
S R S S R S S R S R S +

10 rows in set (0.05 sec)

To retrieve the values of Host Nane and Dat aDi r for only the data nodes in mycl ust er, you can use
the get command shown here:

S e S 4o---- e 4----- R S +
| Nane | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Conment |
S e S 4o---- e 4----- R S +
| DataDir | /opt/c2data | ndbd | 1 | | | | |
| HostName | tonfisk | ndbd | 1 | | | | Read only |
| DataDir | /opt/c3data | ndbd | 2 | | | | |
| HostName | flundra | ndbd | 2 | | | | Read only |
S e S 4o---- e 4----- R S +
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4 rows in set (1.36 sec)

In the example just shown, each filter includes a process type specifier. If you omit this specifier from
one of the filters, you obtain a result that you might not expect:

oocomooooc foocomcoomooon feocomooooc oo feocomooooc oo ooooooc oocomoooooo +
| Name | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment [
oocomooooc foocomcoomooon feocomooooc oo feocomooooc oo ooooooc oocomoooooo +
| HostNane | grindval | ndb_ngnd | 49 | | | | Read only |
| DataDir | /opt/c2data | ndbd | 1 | | | | |
| HostNane | tonfisk | ndbd | 1 | | | | Read only |
| DataDir | /opt/c3data | ndbd | 2 | | | | |
| HostNane | flundra | ndbd | 2 | | | | Read only |
| Host Nane | haj | nysqld | 50 | | | | Read only |
| HostNane | torsk | nysqld | 51 | | | | Read only |
oocomooooc foocomcoomooon feocomooooc oo feocomooooc oo ooooooc oocomoooooo +

6 rows in set (0.58 sec)

The filter list Host Nane, Dat aDi r : ndbd is perfectly valid. However, it actually consists of the filters
Host Nane and Dat aDi r : ndbd—in other words, it means “the Host Name for all processes, and the
Dat aDi r for ndbd processes”.

Suppose you wish to obtain the values for Host Nane for just the ndb_ngnd and nmysql d processes in
nycl ust er. You might be tempted to try using something like Host Nane: ndb_ngnd, nysql d for the
filter list, but this does not work, as you can see here:

mce get Host Name: ndb_nmgnd, nmysql d mycl uster;
ERROR 6003 (OOMGR): No such config variable nysqgld for process

This is due to the fact that each filter in the filter list must be a valid filter, and must include an attribute
name. (In the filter list just shown, MySQL Cluster Manager tries to interpret the first string following
the comma as an attribute name.) The correct filter list to use in a get command for retrieving the
Host Nane for the ndb_ngnd and nysql d processes in mycl ust er is shown in this example:

nmce get Host Nanme: ndb_ngnd, Host Nane: nysqgl d nycl uster;

Fommmmmmaao Fommmmmmaao Fommmmmmaao +o-mm-- Fommmmmmaao +o-mo-- +o-emma o mmaaa o +
| Nane | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
Fommmmmmaao Fommmmmmaao Fommmmmmaao +o-mm-- Fommmmmmaao +o-mo-- +o-emma o mmaaa o +
| HostNane | grindval | ndb_ngnd | 49 | | | | Read only |
| Host Nane | haj | nysqld | 50 | | | | Read only |
| HostNane | torsk | nysqld | 51 | | | | Read only |
Fommmmmmaao Fommmmmmaao Fommmmmmaao +o-mm-- Fommmmmmaao +o-mo-- +o-emma o mmaaa o +

2 rows in set (0.21 sec)

It is also possible to obtain a list of attributes and their values for a given process type or instance of

a process. For a given process type, use a filter having the form : pr ocess_nane. For example, to
retrieve all non-default attributes applying to ndbd processes in a cluster named nmycl ust er, you can
use the filter : ndbd, as shown here:

ncne get :ndbd nycl uster;
+

mocccoocccosoodbmooccoosooosao moccoccoas = oosao moccoccoaos = oosao fmooccos moccooocoos +
| Name | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Coment [
ooccccocsooccoaos mocccoocooocso moccoccoas = oosao moccoccoaos = oosao fmooccos moccooocoos +
| Databir | /opt/c2data | ndbd | 1 | | | | |
| Host Nane | tonfisk | ndbd | 1 | | | | Read only |
| Nodeld | 1 | ndbd | 1 | | | | Read only |
| Databir | /opt/c3data | ndbd | 2 | | | | |
| Host Nane | flundra | ndbd | 2 | | | | Read only |
| Nodeld | 2 | ndbd | 2 | | | | Read only |
ooccccocsooccoaos mocccoocooocso moccoccoas = oosao moccoccoaos = oosao fmooccos moccooocoos +

6 rows in set (0.77 sec)

(The example just shown assumes that no attributes are set to non-default values.)
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To get a list of all non-default attributes for a single instance of a process, use a filter having the form
. process_nane: process_i d, as shown in this example, which retrieves all non-default attributes
for the ndbd process having 2 as its process ID:

mcme get :ndbd: 2 nycl uster;

Fommm e meeeaaaa Fommmmmeeaaaaa tomm o a 4 - - - - Homm o a 4 - - - - +eommmm - m Hemmmmmeaaaa +
| Name | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Conment |
Fommm e meeeaaaa Fommmmmeeaaaaa tomm o a 4 - - - - Homm o a 4 - - - - +eommmm - m Hemmmmmeaaaa +
| Databir | /opt/c2data | ndbd | 2 | | | | |
| Host Nane | flundra | ndbd | 2 | | | | Read only |
| Nodeld | 2 | ndbd | 2 | | | | Read only |
Fommm e meeeaaaa Fommmmmeeeaaaa temm o a - - - - tommm o a - m - - tommmm - m Fommmmmeaaaa +

4 rows in set (0.32 sec)

If you try to obtain values for an attribute which you know is supported by your MySQL Cluster version,
but the result is empty, this almost certainly means that it is a default attribute which either has not
been changed since the cluster was created or has been reset. In order to view default attributes using
get, you must execute the command using the - - i ncl ude- def aul t s option (short form: - d).

Suppose you want to see how much Dat aMenor y is configured for the ndbd processes in the cluster
named nmycl ust er, and you execute what appears to be the correct get command, but an empty
result is returned, as shown here:

nc> get Dat aMenory: ndbd nycl uster;
Enpty set (1.19 sec)

This means that the Dat aMenor y attribute has its default value for all data nodes in the cluster. If you
do not recall what this value is, you can determine it easily by repeating the same command with the
addition of the - - i ncl ude- def aul t s (- d) option:

mcme get --include-defaults DataMenory: ndbd nycl uster;

Fommmmmeeaaaa tomm o a tomm o a 4 - - - - tomm o a 4 - - - - Hemmmmeaaa Hemmmmeaa +
| Name | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
Fommmmmeeaaaa tomm o a tomm o a 4 - - - - tomm o a 4 - - - - Hemmmmeaaa Hemmmmeaa +
| DataMenory | 83886080 | ndbd | 1 | | | Default | |
| DataMenory | 83886080 | ndbd | 2 | | | Default | |
Fommmmmeeaaaa tomm o a tomm o a 4 - - - - tomm o a 4 - - - - Hemmmmeaaa Hemmmmeaa +

2 rows in set (0.62 sec)

Now suppose that you increase the Dat aMenor y to 500 megabytes per data node, then repeat the
get command to verify the new value:

ncne set Dat aMenory: ndbd=500M nycl ust er;

fmocccooccoccocooccoocooccocooccoocooooa +
| Command result |
fmocccooccoccocooccoocooccocooccoocooooa +
| Cluster reconfigured successfully |
fmocccooccoccocooccoocooccocooccoocooooa +

1 rowin set (7.77 sec)

nmce get --include-defaul ts DataMenory: ndbd nycl uster;

oocccoocooos mocccos moccoccoaos e moccoccoaos e ooccocooao ooccocooao +
| Nane | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
oocccoocooos mocccos moccoccoaos e moccoccoaos e ooccocooao ooccocooao +
| DataMenory | 500M | ndbd | 1 | | | Process | |
| DataMenory | 500M | ndbd | 2 | | | Process | |
oocccoocooos mocccos moccoccoaos e moccoccoaos e ooccocooao ooccocooao +

2 rows in set (1.46 sec)

You can see that, not only has the Val ue column in the get command output been updated to the new
value, but the Level column has also been updated from Def aul t to Pr ocess. This means that you
no longer need the - - i ncl ude- def aul t s option to view this attribute, as shown here:
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Fommmmmeeaaaa +emmmm - m Hommmmeeaaa +-mm - - Hommmmeeaaa +e-m - - - Hemmmmeaaa Hemmmmeaaa +
| Name | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
Fommmmmeeaaaa +emmmm - m Hommmmeeaaa +-mm - - Hommmmeeaaa +e-m - - - Hemmmmeaaa Hemmmmeaaa +
| DataMenory | 500M | ndbd | 1 | | | Process | |
| DataMenory | 500M | ndbd | 2 | | | Process | |
Fommmmmeeaaaa +emmmm - m Hommmmeeaaa +-mm - - Hommmmeeaaa +e-m - - - Hemmmmeaaa Hemmmmeaaa +

2 rows in set (0.63 sec)
However, if you reset Dat aMenor y (also on the process level), this is no longer the case. Then,

Dat aMenor y once again assumes its default value, after which you must use the - - i ncl ude-
def aul t s option to retrieve it, as shown in this example:

mcm> reset Dat aMenory: ndbd mycl uster;

ooccococcooooocoocooocoooooooo00Coo00aD +
| Command result |
ooccococcooooocoocooocoooooooo00Coo00aD +
| Cluster reconfigured successfully |
ooccococcooooocoocooocoooooooo00Coo00aD +

1 rowin set (7.65 sec)

mcme get Dat aMenory: ndbd nycl uster;
Enpty set (1.76 sec)

mcme get --include-defaul ts DataMenory: ndbd nycl uster;

ooccoccoccoooo ooccoooooo ooccoooooo ooooo ooccoooooo ooooo fooccooooao fooccooooao +
| Nane | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
ooccoccoccoooo ooccoooooo ooccoooooo ooooo ooccoooooo ooooo fooccooooao fooccooooao +
| DataMenory | 83886080 | ndbd | 1 | | | Default | |
| DataMenory | 83886080 | ndbd | 2 | | | Default | |
ooccoccoccoooo ooccoooooo ooccoooooo ooooo ooccoooooo ooooo fooccooooao fooccooooao +

2 rows in set (1.01 sec)

For more information about these commands, see Section 4.5.3, “The set Command”, and
Section 4.5.2, “The r eset Command”.

Starting from MySQL Cluster Manager 1.3.4, the get command also tags multi-entry replication
attributes as so in the Conmrent column; for example:

ncnk get replicate_ignore_table:nysqgld nycluster;

fmocomc-ocoomc-oooons-ooo oo ooooooooc mocomooooc eooomo=oo mocomooooc eooomo=oo eooomo=oo 1= -

| Nane | Val ue | Processl | Nodeldl | Process2 | Nodeld2 | Level | Comment

fmocomc-ocoomc-oooons-ooo oo ooooooooc mocomooooc eooomo=oo mocomooooc eooomo=oo eooomo=oo 1= -
replicate_ignore_table nydb. t1 | nysqld 50 | Milti-ent
replicate_ignore_table nydb. t 50 | nysqld 50 | Milti-ent

I I I I I I

I I I I I I

| replicate_ignore_table | nydb.nytable | nysqld | 50 | | | Process | Miulti-ent
| replicate_ignore_table | nydb.t51 | nysqld | | | | | Milti-ent
| replicate_ignore_table | nydb.nytable | nysqld | | | | Process | Miulti-ent
5 rows in set (0.05 sec)

On how to reset multi-entry attributes, see Section 4.5.2, “The r eset Command”.

The get command does not normally display configuration attributes applying to TCP, SHM, or SCI
connections. However, such attributes can be set in the MySQL Cluster Manager client (using the
set command); and once they have been set, they are displayed by applicable get commands. See
Setting TCP Connection Attributes, which provides an example of this.

45.2 Thereset Command

reset filter_specification_list cluster_nane

filter_specification_list:
filter_specification[,filter_specification][,...]
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filter_specification:
attri bute_nane[: process_specification][+process_specification]]

process_speci fication:
[ process_nane] [ : process_i d]

process_nane:
{ndb_nmgnd| ndbd| ndbnt d| nysql d| ndbapi }

This command resets an attribute to its default value. Attributes can be set on either the process level
or instance level. To reset an attribute on the process level, use a filter specification having the form
attri bute_nane: process_nane, where att ri but e_nane is the name of the attribute to be reset,
and pr ocess_nane is the name of a MySQL Cluster process. To reset a configuration attribute on the
instance level, use a filter specification of the form at t ri but e_nane: process_nane: process_i d,
where process_i d is the process ID.

You cannot issue ar eset command that resets all values for a given configuration attribute regardless
of process type; each r eset command must specify a process type or instance of a process.
Otherwise, the command fails, as shown here:

nmcn> reset Dat aMenory mycl uster;
ERROR 3 (OOMER): Il legal syntax

You also cannot revert all configuration attributes for a given process type or instance of a process
using a single filter specification; you must always include the name of the attribute to be reset.
Otherwise, the r eset command fails, as shown here:

ncne reset :ndbd nycl uster;
ERROR 3 (OOMER): |l legal syntax

nmcne reset :ndbd: 3 mycluster;
ERROR 3 (OOMER): Il legal syntax

Suppose that the data memory for all ndbd processes in the cluster named mycl ust er has been set
to 500 MB, as shown in the output of this get command:

nmc> get Dat aMenory nycl uster;

[ Hommem - [ T H--m - - [ T H--m - - Fommmeea - Fommmeea o +
| Nane | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
[ Hommem - [ T H--m - - [ T H--m - - Fommmeea - Fommmeea o +
| DataMenory | 500M | ndbd | 2 | | | Process | |
| DataMenory | 500M | ndbd | 3 | | | Process | |
[ Hommem - [ T H--m - - [ T H--m - - Fommmeea - Fommmeea o +

2 rows in set (1.91 sec)

We can see from the entries in the Level column that the Dat aMenor y setting for both ndbd
processes applies on the process level. A process-level setting cannot be reset on the instance level,
as shown here:

mcme reset Dat aMenory: ndbd: 2 nycl uster;

ERROR 6010 (OOMGR): No matchi ng user defined setting was
found for config attribute DataMenory

mcme reset Dat aMenory: ndbd: 3 nycl uster;

ERROR 6010 (OOMGR): No matchi ng user defined setting was
found for config attribute DataMenory

The following r eset command also does not work, although you might think that it would do so, since
it attempts to reset the attribute's value for both ndbd processes:

mce reset Dat aMenory: ndbd: 2, Dat aMenory: ndbd: 3 mycl uster;
ERROR 6010 (OOMGR): No matching user defined setting was
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found for config attribute DataMenory

The previous command fails because MySQL Cluster Manager regards this as an attempt to apply two
instance-level configuration changes. Because the Dat aMenor y setting is a process-level setting, you
must instead reset Dat aMenor y to its default value on the process level; you can do this by using the
filter specification Dat aMenor y: ndbd in the r eset command, as shown here:

mcme reset Dat aMenory: ndbd mycl uster;

T ocoooooooo00co0000000000000CO00000 +
| Command result |
T ocoooooooo00co0000000000000CO00000 +
| Cluster reconfigured successfully |
T ocoooooooo00co0000000000000CO00000 +

1 rowin set (6.16 sec)

If you execute the same get command as shown previously, the result is now empty:

ncne get Dat aMenory nycl uster;
Enpty set (0.74 sec)

This is because the get command by default does not report default values. To retrieve the
Dat aMenor y values after resetting them, you must invoke get using the - -i ncl ude- def aul ts
(short form: - d) option:

mce get --include-defaults DataMenory nycl uster;

eemeeeeas emeeao emeeao +o-o-- emeeao +e-oo- tocmeeaa toemeeaa +
| Nane | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
eemeeeeas emeeao emeeao +o-o-- emeeao +e-oo- tocmeeaa toemeeaa +
| DataMenory | 83886080 | ndbd | 2 | | | Default | |
| DataMenory | 83886080 | ndbd | 3 | | | Default | |
eemeeeeas emeeao emeeao +o-o-- emeeao +e-oo- tocmeeaa toemeeaa +

2 rows in set (1.21 sec)

The Dat aMenor y values are now included in the output, and are marked with the word Def aul t in the
Conmrent s column.

Now suppose that the nmysql d configuration attribute wai t _t i neout for the mysql d process having

the ID 4 in the cluster named nycl ust er has previously been set to the value 200 as shown here,
and that no other changes have been to this attribute:

nmcne set wait_timeout: nmysql d: 4=200 nycl uster;

T ocoooooooo00co0000000000000CO00000 +
| Command result |
T ocoooooooo00co0000000000000CO00000 +
| Cluster reconfigured successfully |
T ocoooooooo00co0000000000000CO00000 +

dhsccocoooooooooo dhmcooooo dhscoooooooo A cooo dhscoooooooo A cooo dhmcooooo dhscooooooo +
| Nane | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
dhsccocoooooooooo dhmcooooo dhscoooooooo A cooo dhscoooooooo A cooo dhmcooooo dhscooooooo +
| wait_tineout | 200 | nysqld | 4 | | | |
dhsccocoooooooooo dhmcooooo dhscoooooooo A cooo dhscoooooooo A cooo dhmcooooo dhscooooooo +

1 rowin set (0.98 sec)

Because the Level column is empty, we know that this setting applies on the instance level. If you try
to reset it on the process level, the attempt fails, as shown here:

nmcne reset wait _tineout: nysqld nycl uster2;
ERROR 6010 (OOMGR): No matching user defined setting was
found for config attribute wait_tinmeout
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If you wish to reset this attribute to its default value, you must use the r eset command with the
instance-level filter specification wai t _ti neout : nysql d: 4, as shown here:

mcm> reset wait_tineout:nysqgl d:4 nycluster;

ooccococcooooocoocooocoooooooo00Coo00aD +
| Command result |
ooccococcooooocoocooocoooooooo00Coo00aD +
| Cluster reconfigured successfully |
ooccococcooooocoocooocoooooooo00Coo00aD +

1 rowin set (7.61 sec)

Once you have reset wai t _t i meout , it no longer appears in the output of the earlier get command:

mce get wait_tineout:nysqgld nycluster;
Enpty set (1.42 sec)

This is because the default behavior of the get command is to display only those values that have
been set either by the MySQL Cluster Manager or by the user. Since wai t _ti meout has been
allowed to revert to its default value, you must use the - - i ncl ude- def aul t s (short form: - d) option
to retrieve it, as shown here:

S S S 4----- S 4----- S S +
| Nane | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
S S S 4----- S 4----- S S +
| wait_timeout | 28800 | nysqgld | 4 | | | Default | |
S S S 4----- S 4----- S S +

1 rowin set (1.66 sec)

Now consider a situation in which process-level and instance-level settings have been made to a
configuration attribute; in this example, we use | ndexMenor y. First, verify that | ndexMenor vy is set to
its default value for all data node processes (in this case, there are two of them):

fooccocccoooao fooccoooooo fooccoooooo fooooo fooccoooooo fooooo fooccooooo fooccooooo +
| Nane | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
fooccocccoooao fooccoooooo fooccoooooo fooooo fooccoooooo fooooo fooccooooo fooccooooo +
| I ndexMenory | 18874368 | ndbd | 2 | | | Default | |
| I ndexMenory | 18874368 | ndbd | 3 | | | Default | |
fooccocccoooao fooccoooooo fooccoooooo fooooo fooccoooooo fooooo fooccooooo fooccooooo +

2 rows in set (1.24 sec)

Now apply both a process-level change and an instance-level change to this attribute. You can do this
with a single set command, as shown here:

mce set | ndexMenor y: ndbd=500M | ndexMenor y: ndbd: 3=750M nycl ust er;

o m e e e eeeeeeemeeaaaaaa +
| Command result |
o m e e e eeeeeeemeeaaaaaa +
| Custer reconfigured successfully |
o m e e e eeeeeeemeeaaaaaa +

1 rowin set (7.29 sec)

Because the process-level change was specified first, it is overridden for the ndbd process by the
instance-level change specified second. The output from the following get command confirms that this
is the case:

mce get | ndexMenory mycl uster;

. S R S 4----- S 4----- S R S +
| Nane | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
. S R S 4----- S 4----- S R S +
| I ndexMenory | 500M | ndbd | 2 | | | Process | |
| I ndexMenory | 750M | ndbd | 3 | | | | |
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2 rows in set (0.85 sec)

If the instance-level IndexMemory setting for the ndbd process with process ID 3 is reset, the process-
level setting still applies, as shown here:

mcme reset | ndexMenory: ndbd: 3 nycl uster;

demm e e e e mmmeeeeeeeceecaaaaa +
| Command result |
demm e e e e mmmeeeeeeeceecaaaaa +
| Cluster reconfigured successfully |
demm e e e e mmmeeeeeeeceecaaaaa +

1 rowin set (6.41 sec)

mcme get | ndexMenory mycl uster;

dommmmmeaeaaaa temmmmmmm dommmmeeaaa - m - - dommmmeeaaa - - - - temmmmeeaa temmmmeeaa +
| Name | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
dommmmmeaeaaaa temmmmmmm dommmmeeaaa - m - - dommmmeeaaa - - - - temmmmeeaa temmmmeeaa +
| I ndexMenory | 500M | ndbd | 2 | | | Process | |
| I ndexMenory | 500M | ndbd | 3 | | | Process | |
dommmmmeaeaaaa temmmmmmm dommmmeeaaa - m - - dommmmeeaaa - - - - temmmmeeaa temmmmeeaa +

2 rows in set (1.09 sec)

Now, re-apply the instance-level | ndexMenor y setting, and verify using get that it has taken effect:

mcm> set | ndexMenory: ndbd: 3=750M nycl ust er;

fooccococcoooooooooocooooooC000COO00aD +
| Command result |
fooccococcoooooooooocooooooC000COO00aD +
| Cluster reconfigured successfully |
fooccococcoooooooooocooooooC000COO00aD +

1 rowin set (6.79 sec)

mcm> get | ndexMenory mycl uster;

fooccocccoooao ooccooo fooccoooooo fooooo fooccoooooo foooco fooccooooo fooccooooo +
| Nane | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
fooccocccoooao ooccooo fooccoooooo fooooo fooccoooooo foooco fooccooooo fooccooooo +
| I ndexMenory | 500M | ndbd | 2 | | | Process | |
| I ndexMenory | 750M | ndbd | 3 | | | | |
fooccocccoooao ooccooo fooccoooooo fooooo fooccoooooo foooco fooccooooo fooccooooo +

2 rows in set (1.76 sec)

If you reset the process-level setting, the instance-level setting remains, and only the ndbd process
having process ID 2 has its | ndexMenor y reset to the default value; the instance-level setting remains
in effect, as you can see from the following sequence of commands:

ncne reset | ndexMenory: ndbd nycl uster;

foocccoococccooccoocococoooccoosooooo +
| Command result |
foocccoococccooccoocococoooccoosooooo +
| Cluster reconfigured successfully |
foocccoococccooccoocococoooccoosooooo +

fmocccoosoco=o fmoococcoos fmoococcoos T fmoococcoos T fmoococo=o fmoococo=ao +
| Nane | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
fmocccoosoco=o fmoococcoos fmoococcoos T fmoococcoos T fmoococo=o fmoococo=ao +
| I'ndexMenory | 18874368 | ndbd | 2 | | | Default | |
| I'ndexMenory | 750M | ndbd | 3 | | | | |
fmocccoosoco=o fmoococcoos fmoococcoos T fmoococcoos T fmoococo=o fmoococo=ao +

2 rows in set (0.10 sec)

Note
@ If the order of the specifiers in the original command that set | ndexMenor y had
been reversed as | ndexMenor y: ndbd: 3=750M | ndexMenory: ndbd=500M
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the instance-level change would have been overridden by the process-level
change, and the resulting | ndexMenor y setting for both ndbd processes
would be 500M As discussed elsewhere, a process-level setting made after
an instance-level setting that affects the same process completely removes
the instance-level setting; the instance-level setting is not preserved, and
resetting the attribute on the process level merely restores the default setting
for all processes of that type. See Section 4.5, “MySQL Cluster Manager
Configuration Commands”, for more information.

Starting from MySQL Cluster Manager 1.3.4, the get and r eset commands fully support multi-entry
replication attributes; for example, if the r epl i cat e_i gnor e_t abl e attribute has multiple entries:

nmc> get replicate_ignore_table:nysqgld nmycluster;

e e e e e e eeee e mmmeaaan dommm e aaaa Hommmmeeaaa Hemmmmeea - +omm o a +emmmmeaa - +emmmmeea - S
| Name | Val ue | Processl | Nodeldl | Process2 | Nodeld2 | Level | Coment

e e e e e e eeee e mmmeaaan dommm e aaaa Hommmmeeaaa Hemmmmeea - +omm o a +emmmmeaa - +emmmmeea - S
| replicate_ignore_table | nmydb.t1 | mysqld | 50 | | | | Multi-entry
| replicate_ignore_table | nydb.t50 | mysqld | 50 | | | | Multi-entry
| replicate_ignore_table | nydb.nytable | nysqld | 50 | | | Process | Miulti-entry
| replicate_ignore_table | nydb.t51 | mysqld | 51 | | | | Multi-entry
| replicate_ignore_table | nydb.nytable | nysqld | 51 | | | Process | Miulti-entry
e e e e e e eeee e mmmeaaan dommm e aaaa Hommmmeeaaa Hemmmmeea - +omm o a +emmmmeaa - +emmmmeea - S
5 rows in set (0.05 sec)

Without specifying a node ID, all the attribute's entries associated with the specified process type are

reset with the following command:

nmc> reset replicate_ignore_table:mysqld mycluster; # renoves all process |evel entries
ooccococcooooocoocooocoooooooo00Coo00aD +

| Command result |

ooccococcooooocoocooocoooooooo00Coo00aD +

| Cluster reconfigured successfully |

ooccococcooooocoocooocoooooooo00Coo00aD +

1 rowin set (0.47 sec)

nmc> get replicate_ignore_table:nysqgld nycluster;

ooccocccococoocooocoooao ooccoooooo ooccoooooo fooccooooa ooccoooooo fooccooooao oooccooo CRSYSSpS S _ _ _ +

| Nane | Val ue | Processl | Nodeldl | Process2 | Nodeld2 | Level | Comment |
ooccocccococoocooocoooao ooccoooooo ooccoooooo fooccooooa ooccoooooo fooccooooao oooccooo CRSYSSpS S _ _ _ +

| replicate_ignore_table | nydb.t1 | nysqgld | 50 | | | | Multi-entry |

| replicate_ignore_table | nydb.t50 | nysqld | 50 | | | | Milti-entry |

| replicate_ignore_table | nydb.t51 | nysqgld | 51 | | | | Multi-entry |
ooccocccococoocooocoooao ooccoooooo ooccoooooo fooccooooa ooccoooooo fooccooooao oooccooo CRSYSSpS S _ _ _ +

3 rows in set (0.08 sec)

With a node ID specified, only the instance entries associated with the node ID are reset by the

following command:

nmc> reset replicate_ignore_table:nmysqgld: 51 nycluster; # renoves all instance |level entries for nodeid 51
fmocccooccococcooccooc-ocooooccoosooooo +

| Command result |

fmocccooccococcooccooc-ocooooccoosooooo +

| Cluster reconfigured successfully |

fmocccooccococcooccooc-ocooooccoosooooo +

1 rowin set (0.57 sec)

nc> get replicate_ignore_table:nysqgld nycluster;

fmocccooccocccosccoosooooo fmoococcoaos fmoococcoaos fmoscooo=o fmoococcoaos dhmoscooo=o G ooc=os R T - - - - +

| Nane | Val ue | Processl | Nodeldl | Process2 | Nodeld2 | Level | Conmment |
fmocccooccocccosccoosooooo fmoococcoaos fmoococcoaos fmoscooo=o fmoococcoaos dhmoscooo=o G ooc=os R T - - - - +

| replicate_ignore_table | nydb.t1 | nysqgld | 50 | | | | Multi-entry |

| replicate_ignore_table | nydb.t50 | nysqld | 50 | | | | Multi-entry |
fmocccooccocccosccoosooooo fmoococcoaos fmoococcoaos fmoscooo=o fmoococcoaos dhmoscooo=o G ooc=os R T - - - - +

2 rows in set (0.09 sec)

Resetting TCP Connection Attributes.  Certain configuration attributes, such as those relating
to TCP connections, apply to connections between processes rather than to individual processes

116


http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-indexmemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-programs-ndbd.html

The r eset Command

or individual process types. As shown elsewhere (see Setting TCP Connection Attributes), when

you set such an attribute on the process level using MySQL Cluster Manager, this means that the
attribute applies to all connections between the two types of processes specified when issuing the set
command. It is also possible to set such an attribute on the instance level, in which case it applies only
to a single connection between two process instances.

Similarly, it is possible to reset such an attribute on either the process or instance level, depending
on the level or levels at which it was set. In either case, an extended form of the process specifier

is required, just as it is when setting an attribute that applies to a connection between processes.
Assume that the SendBuf f er Menor y attribute has previously been set for all connections between
the two ndbd processes and the two nysql d processes that are found in a MySQL Cluster named
nycl ust er 2, as shown in the output of this get command:

mc> get SendBuf f er Menory mycl ust er 2;

+
|
+ +
| SendBufferMenory | 4M | | Process |
| SendBuf ferMenory | 4M | |
| SendBufferMenory | 4M | ndbd |
| SendBufferMenory | 8M | |
o emee e eeaaaa +ooemm- + +

4 rows in set (0.59 sec)

|
Process | |
Process | |

|

Suppose that you wish to reset SendBuf f er Menor y only for the connection between the ndbd
process having process ID 3 and the mysql d process having process ID 5. The SendBuf f er Menory
setting that applies to this connection is specified on the instance level, as you can see because the
Level column value corresponding to this connection is empty; this means that it is possible to reset
this value on the instance level. You can do this using the r eset command shown here:

ncne reset SendBuf f er Menory: ndbd: 3+nysql d: 5 nycl ust er 2;

foocccoococccooccoocococoooccoosooooo +
| Command result |
foocccoococccooccoocococoooccoosooooo +
| Cluster reconfigured successfully |
foocccoococccooccoocococoooccoosooooo +

1 rowin set (7.03 sec)

You can verify that the attribute was reset using the get command. However, as noted previously,
once the instance-level setting has been removed, the process-level setting for this attribute again
takes effect, so that the same setting applies to all connections between ndbd and nysql d processes,
as shown here:

mcm> get SendBuf f er Menory mnycl ust er 2;
domm e e e e aeaaa +emmmm - m tomm o a

| Name | Value | Processl

+ +

[ [

+ +

SendBuf f er Menory | 4M | Process |
SendBuf f er Menory | 4M | |
| |
[ [
+ +

+
I I
| | Process
| SendBufferMenory | 4M | ndbd
I I

+

Process
Process

SendBuf f er Menory | 4M

4 rows in set (0.87 sec)

To reset this attribute on the process level, you can use the following r eset command:

mce reset SendBuf f er Menory: ndbd+mysql d mycl ust er 2;

e +
| Command result |
e +
| Cluster reconfigured successfully |
e +
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1 rowin set (8.01 sec)

You can verify that the attribute has been reset for all connection between ndbd processes and
nysqgl d processes, by using the get command, as shown here:

ncne get -d SendBuf fer Menory nycl uster 2;
Enpty set (1.39 sec)

As noted elsewhere in this manual (see Section 4.5.1, “The get Command”), the empty result set is to
be expected in this case, even when get is invoked using the - - i ncl ude- def aul t s (or - d) option,
because the MySQL Cluster Manager client does not display attributes that appear inthe [t cp],
[shm ,or[sci] sections of the confi g. i ni configuration file if they have not been explicitly set by
the user.

45.3 The set Command

set attribute_assignment_|ist cluster_nane

attribute_assignnent_|ist:
attribute_assignnent[,attribute_assignnment][,...]

attribute_assi gnment:
attri bute_nane: process_specification[+process_specification][=val ue]

process_speci fication:
[ process_nane] [: process_i d]

process_nane:
{ndb_ngnd| ndbd| ndbnt d| nysql d| ndbapi }

This command is used to set values for one or more configuration attributes. Attributes can be set on
either the process level or instance level.

set commands are executed whether or not the cluster has been started. In a cluster that is not
running, the MySQL Cluster Manager merely updates the configuration files. However, in a running
cluster, the MySQL Cluster Manager in addition automatically performs any node restarts or rolling
restarts (see Performing a Rolling Restart of a MySQL Cluster) that are required to cause the attribute
changes to take effect. However, since restart operations—particularly rolling restarts, where each
process in the cluster must be stopped and restarted in turn—can take a great deal of time, it is
preferable to make configuration changes before starting the cluster and putting it into use.

To set an attribute on the process level, use a set statement that contains an attribute assignment
having the form at t ri but e_nane:process_nane=val ue.

For example, to set Dat aMenor y to 500 MB on the ndbd process level, so that the new value applies

to all ndbd processes in the cluster, you can issue a set command containing the attribute assignment
Dat aMenor y: ndbd=500M as shown here:

ncne set Dat aMenory: ndbd=500M nycl ust er;

e +
| Command result |
e +
| Cluster reconfigured successfully |
e +

1 rowin set (5.68 sec)

To verify that the new setting is being used, you can issue the following get command:

mc> get Dat aMenory nycl uster;
o tommme - o o - o o e e +

| Nane | Value | Processl | I1dl | Process2 | 1d2 | Level | Comment |
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| DataMenory | 500M | ndbd | 1 | | | Process | |
| DataMenory | 500M | ndbd | 2 | | | Process | |

2 rows in set (0.79 sec)

Note
@ For more information about this command, see Section 4.5.1, “The get
Command”.

To set an attribute for a specific process instance, include the process ID in the attribute assignment;
the form of such an attribute assignmentis att ri but e_name:process_nane:process_i d=val ue.
For example, to set the wait_timeout attribute for the nysql d process that has process

ID 50 to 200, you would issue a set command that contains the attribute assignment

wai t _timeout: nysql d: 51=200, like this:

mce set wait_tinmeout: nmysqgl d: 50=200 nycl uster;

P +
| Command result |
P +
| Cluster reconfigured successfully |
P +

1 rowin set (6.18 sec)

You can verify that the setting has taken effect using an applicable get command:

nmce get wait_tinmeout mycluster;

Fommmmmmee e S Fommmmmmaao E - Fommmmmmaao E - S o eees +
| Nane | Value | Processl | I1dl | Process2 | 1d2 | Level | Comment |
Fommmmmmee e S Fommmmmmaao E - Fommmmmmaao E - S o eees +
| wait_tineout | 200 | nysqld | 50 | | | | |
Fommmmmmee e S Fommmmmmaao E - Fommmmmmaao E - S o eees +

1 rowin set (0.50 sec)

Attributes which are marked Read onl y cannot be set. Attempting to do so fails with an error, as
shown here:

mcme get :ndbd mycl uster;

S S S S S S S S S S S S S S S S CE S S S S SRS CE S S S S S +
| Nane | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Conment |
S S S S S S S S S S S S S S S S CE S S S S SRS CE S S S S S +
| Databir | /opt/c2data | ndbd | 1 | | | | |
| Host Nane | tonfisk | ndbd | 1 | | | | Read only |
| Nodeld | 2 | ndbd | 1 | | | | Read only |
| Databir | /opt/c3data | ndbd | 2 | | | | |
| Host Nane | grindval | ndbd | 2 | | | | Read only |
| Nodeld | 3 | ndbd | 2 | | | | Read only |
S S S S S S S S S S S S S S S S CE S S S S SRS CE S S S S S +

6 rows in set (1.42 sec)
mcme set Host Nanme: ndbd: 1=| ax nycl uster;
ERROR 6008 (OOMGR): Config attribute HostName is read only and cannot be changed

However, you can set mandatory attributes, such as in the example shown previously in this section
where the Dat aDi r configuration attribute was set to a user-defined value.

Attempting to set it on the instance level may leave the cluster, the MySQL

Warning
O The mandatory NoOf Repl i cas attribute must be set on the process level only.
Cluster Manager, or both in an unusable configuration.
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Unlike the case with the get command, you cannot issue a set acting on a “global” scope—that
is, you cannot, in a single attribute assignment, set a single value for an attribute such that the new
attribute value applies to all processes regardless of process type, even if the attribute having that
name can be applied to all process types. Nor can you specify multiple process types in a single
attribute assignment. Attempting to do either of these things causes an error, as shown here:

mcm> set DataDir=/var/cluster-data mycluster;
ERROR 3 (0OM3R): Il legal syntax

mce set Dat abDi r: ndb_ngnd, ndbd, nysqgl d=/ var/ cl ust er-data nycl uster;
ERROR 3 (0OM3ER): Il legal syntax

Instead, you must use a process-level attribute assignment for each process type. However, you are
not necessarily required to issue a separate set command for each process type. Instead, you can
also make multiple attribute assignments in a single set command, supplying the assignments as a
comma-separated list. This set command assigns / var / cdat a as the data directory (Dat aDi r ) for
all MySQL Cluster processes in the cluster named nycl ust er:

nmc> set Dat aDir: ndb_ngnd=/var/cdata, \
Dat aDi r : ndbd=/ var/ cdat a, \
Dat abDi r: nysql d=/ var/ cdata nycl uster;

fmocccooccococcooccooc-ocooooccoosooooo +
| Command result |
fmocccooccococcooccooc-ocooooccoosooooo +
| Cluster reconfigured successfully |
fmocccooccococcooccooc-ocooooccoosooooo +

1 rowin set (7.66 sec)

mc> get DataDir nycl uster;
| Nane | Val ue | Processl | Nodeldl | Process2 | Nodeld2 | Level | Conment |
| | /var/cdata | | 1
| | /var/cdata | | 2
| DataDir | /var/cdata | ndb_nmgnd | 4
| datadir | /var/cdata | | 5
I I I | 5

dat adir /var/ cdat a

5 rows in set (0.08 sec)

As you can see from the get command just shown, the attribute assignments were successful, and
took effect on the process level.

sensitive. See Case Sensitivity in String Searches for more information about

Note
@ In MySQL Cluster Manager, configuration attribute names are not case-
case-sensitivity issues in MySQL Cluster Manager.

Similarly, you cannot reference multiple process IDs in a single attribute assignment, even if they are
processes of the same type; the following command does not work:

mce set Dat aMenory: ndbd: 1, 2=750M mnycl ust er;
ERROR 3 (0OM3R): Il legal syntax

Instead, you would need to use the following command:

e s e 8 5 5 o e e e +
| Command result |
e s e 8 5 5 o e e e +
| Cluster reconfigured successfully |
e s e 8 5 5 o e e e +
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1 rowin set (7.70 sec)

(Of course, if these are the only two data nodes in nycl ust er, then the command set
Dat aMenor y: ndbd=750M nycl ust er also accomplishes the same task.)

require you to refer to both processes in the course of setting them. In such
cases, you must use a special process specification syntax; see Setting TCP

Note
@ A few configuration attributes apply to connections between processes and so
Connection Attributes, for information about how this is done.

You also cannot set values for multiple attributes in a single attribute assignment; this means that the
following commands do not work:

mcm> set UndoDat aBuf f er =32M Undol ndexBuf f er =8M ndbd nycl ust er;
ERROR 3 (0OM3R): Il egal syntax

mcme set Dat aMenory, | ndexMenor y: ndbd=1G mnycl ust er;
ERROR 3 (0OM3R): Il legal syntax

However, if you write a complete and valid attribute assignment for each attribute whose value you
wish to update, you can rewrite these two commands so that they execute successfully, as shown
here:

nmcne set UndoDat aBuf f er : ndbd=32M Undol ndexBuf f er : ndbd=8M mycl ust er;

e L E +
| Conmand result |
e L E +
| Custer reconfigured successfully |
e L E +

e L E +
| Conmand result |
e L E +
| Custer reconfigured successfully |
e L E +

1 rowin set (7.04 sec)

In fact, there is no reason that you cannot perform all four assignments in a single set command,
using a list of four attribute assignments, like this:

ncnk set UndoDat aBuf f er : ndbd=32M Undol ndexBuf f er : ndbd=8M \
Dat aMenory: ndbd=1G | ndexMenory: ndbd=1G nycl uster;

e +
| Command result |
e +
| Custer reconfigured successfully |
e +

1 rowin set (6.24 sec)

However, it a good idea not to perform too many attribute assignments in any single set command,
since this makes it more difficult to spot errors.

On Windows, when setting attributes whose values contain paths (such as Dat aDi r ), you must
replace any backslash characters in the path with forward slashes. Suppose that you want to use
C:\temp\ node50 for the t npdi r attribute of the nysql d process having node ID 50 in a MySQL
Cluster named nmycl ust er which is running on Windows. The original value for this attribute can be
seen using the appropriate get command:
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mcme get tnpdir nycl uster;

+ommmmmmm dom e eeea e aa Hommmmeeaaa +-mm - - Hommmmeeaaa +-- - - - +emmmm - - Hemmmmeaaa +
| Name | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
+ommmmmmm dom e eeea e aa Hommmmeeaaa +-mm - - Hommmmeeaaa +-- - - - +emmmm - - Hemmmmeaaa +
| trpdir | c:\ch0data\tmp | nysqld | 50 | | | |
+ommmmmmm dom e eeea e aa Hommmmeeaaa +-mm - - Hommmmeeaaa +-- - - - +emmmm - - Hemmmmeaaa +

1 rowin set (0.22 sec)

The correct set command to make the desired configuration change is shown here:

mce set tnpdir: nysqgl d: 50=c: /t enp/ node50 mycl uster;

ffmoceocc--cco-c-coco-c-coco--ccoo--oc +
| Conmand result |
ffmoceocc--cco-c-coco-c-coco--ccoo--oc +
| Custer reconfigured successfully |
ffmoceocc--cco-c-coco-c-coco--ccoo--oc +

1 rowin set (2.62 sec)

When you check the value using get —even though it was originally shown using backslashes—the
forward slashes are used when displaying the new value:

ncne get tnpdir mycl uster;

fmoccooos fmocccccooocoooso fmoococcoos T fmoococcoos T dmooc=os fmoococo=ao +
| Nane | Val ue | Processl | 1dl | Process2 | 1d2 | Level | Comment |
fmoccooos fmocccccooocoooso fmoococcoos T fmoococcoos T dmooc=os fmoococo=ao +
| tmpdir | c:/tenp/node50 | nysqld | 50 | | | | |
fmoccooos fmocccccooocoooso fmoococcoos T fmoococcoos T dmooc=os fmoococo=ao +

1 rowin set (0.22 sec)

However, if you try to use backslashes in the path when issuing the set command, the command fails:

mce set tnpdir:nysgl d: 4=c:\tenp\4 nycl uster;

Qutfile disabled.

ERROR:

Unknown command '\ 4'.

ERROR 6014 (OOMGR): Path nane for paraneter tnpdir nust be absol ute.
The value '"c:np4' is illegal.

Setting TCP Connection Attributes. For a few attributes that apply only when using TCP
connections (such as the SendBuf f er Menor y and Recei veBuf f er Menor yattributes), it is
necessary to use a modified syntax for attribute value assignments. In this case, the attribute
assignment contains two process specifications, one for each process type or instance to which the
setting applies, joined with a plus sign (+). For the following example, consider the cluster named
mycl ust er 2, consisting of the processes shown here:

nmce | i st processes mycl uster?2;

E - Fommmmemaaa Fommmmemee e +
| 1d | Name | Host |
E - Fommmmemaaa Fommmmemee e +
| 49 | ndb_ngnd | grindval |
| 1 | ndbd | tonfisk |
| 2 | ndbd | flundra |
| 50 | nysgld | haj |
| 51 | nysqld | torsk |
E - Fommmmemaaa Fommmmemee e +

5 rows in set (0.16 sec)
(See Section 4.6.3, “The | i st processes Command”, for more information about this command.)
TCP connection attributes are not shown in the output from the get command unless they have been

set. This means that, prior to setting SendBuf f er Menor y for the first time, you obtain an empty result
if you try to retrieve its value, as shown here:
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mcm> get SendBuf f er Menory mnycl ust er 2;
Enpty set (0.18 sec)

mcm> get --include-defaults SendBufferMenory nycl uster2;
Enpty set (0.93 sec)

To set the SendBuf f er Menory to 4 MB for all TCP connections between data nodes and SQL nodes,
you can use the command shown here:

ncne set SendBuf f er Menory: ndbd+nysql d=4M nycl ust er 2;

e +
| Command result |
e +
| Custer reconfigured successfully |
e +

1 rowin set (6.44 sec)
If you check the attribute's value afterwards using get , you can see that the value is applied to all

possible connections between each of the two ndbd processes and each of the two nysql d processes
in mycl ust er 2, thus there are four rows in the output:

mcm> get SendBuf f er Menory mnycl ust er 2;

fooccocccococooocooo oooccooo ooccoooooo ooooo ooccoooooo ooooo fooccooooao fooccooooao +
| Nane | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
fooccocccococooocooo oooccooo ooccoooooo ooooo ooccoooooo ooooo fooccooooao fooccooooao +
| SendBufferMenory | 4M | ndbd | 2 | mysqld | 4 | Process | |
| SendBufferMenory | 4M | ndbd | 2 | mysqld | 5 | Process | |
| SendBufferMenory | 4M | ndbd | 3 | mysqld | 4 | Process | |
| SendBufferMenory | 4M | ndbd | 3 | mysqld | 5 | Process | |
fooccocccococooocooo oooccooo ooccoooooo ooooo ooccoooooo ooooo fooccooooao fooccooooao +

4 rows in set (1.63 sec)
To override this setting for only the connection between the data node with process ID 2 and the

mysqld process (process ID 4), you can include the process ID in each of the two parts of the process
specification, as shown here:

nc> set SendBuf f er Menor y: ndbd: 2+nysql d: 4=8M nycl ust er 2;

fmocosc--cco-c-coco-—c-coc--—-ccoc--cc +
| Conmand result |
fmocosc--cco-c-coco-—c-coc--—-ccoc--cc +
| Custer reconfigured successfully |
fmocosc--cco-c-coco-—c-coc--—-ccoc--cc +

1 rowin set (7.95 sec)
When you check the result using a get command, you can see that the new setting applies on the

instance level, and only to the connection between processes having IDs 2 and 4; the process-level
setting made previously still applies to the remaining 3 connections:

ncne get SendBuf f er Menory nycl ust er 2;

foocccoococooooc=os Gmooc=os fmoococcoos T fmoococcoos T fmoococo=o fmoococo=ao +
| Nane | Value | Processl | 1dl | Process2 | 1d2 | Level | Comment |
foocccoococooooc=os Gmooc=os fmoococcoos T fmoococcoos T fmoococo=o fmoococo=ao +
| SendBufferMenory | 8M | ndbd | 2 | mysqld | 50 | | |
| SendBufferMenory | 4M | ndbd | 2 | mysqld | 51 | Process | |
| SendBufferMenory | 4M | ndbd | 3 | mysqld | 50 | Process | |
| SendBufferMenory | 4M | ndbd | 3 | mysqld | 51 | Process | |
foocccoococooooc=os Gmooc=os fmoococcoos T fmoococcoos T fmoococo=o fmoococo=ao +

4 rows in set (0.24 sec)

You cannot set a connection attribute on the process level in one part of the process specification (that
is, for one end of the connection) and on the instance level in the other. Attempting to do so fails with
an error, as shown here:
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mcm> set SendBuf f er Menor y: ndbd+nysql d: 4=2M nycl ust er 2;

ERROR 3 (0OM3R): Il legal syntax
mcme set SendBuf f er Menor y: ndbd: 2+nmysql d=2M nycl ust er 2
ERROR 3 (0OM3R): Il legal syntax

Setting Attributes for nysql d nodes.  Before MySQL Cluster Manager 1.3.4, using the set
command to set any attribute of a mysql d process always causes the process to restart. Since MySQL
Cluster Manager 1.3.4, when a dynamic variable is set, ntcnd sends out a SET GLOBAL statement
instead to the nysql d to apply the value and also saves the value to the mysql d configuration file,

so the value can be applied again at the next mysql d restart; however, an immediate restart is still
triggered when a non-dynamic variable is set.

Setup for mysql d connection pooling.  Enabling connection pooling for mysql d can be done by
setting the ndb- cl ust er - connect i on- pool attribute to the desired number of connections, but
also requires an extra step in creating the cluster.

Because the mysql d process attempts to make multiple connections to the cluster when connection
pooling is enabled, the cluster must be configured with “spare” or “empty” connections. You can do this
by adding (otherwise) unused ndbapi entries in the process_host list used in the cr eat e cl ust er
command, as shown here:

mce create cluster -P nypackage
> -R ndb_ngnd@0. 100. 10. 97, ndbd@.0. 100. 10. 98, ndbd@.0. 100. 10. 99, \
nysql d@o0. 100. 10. 100, ndbapi @.0. 100. 10. 100, \
ndbapi @.0. 100. 10. 100, ndbapi @.0. 100. 10. 100
> nycl uster;

e TR +
| Conmand result

e TR +
| Custer created successfully
e TR +

1 rowin set (6.58 sec)

After this, you can use a set command like this one to set the size of the connection pool according to
the number of excess connections available in the confi g. i ni file:

nmce set ndb_cl uster _connecti on_pool : nysqgl d=4

user attribute not supported for nysql d.  Trying to set the user attribute for a nysql d process is
not currently supported, and results in a warning being written to the MySQL Cluster Manager log.

4.6 MySQL Cluster Manager Process Commands

This section contains information about MySQL Cluster Manager client commands used to start and
stop MySQL Cluster processes, and to determine which processes are currently running.

MySQL Cluster Manager, ndb_ngm and starting or stopping processes. For a MySQL Cluster
under MySQL Cluster Manager control, it is recommended not to use the ndb_ngmcommand-line
client that comes with the MySQL Cluster distribution to perform operations that involve starting

or stopping nodes. These include but are not limited to the following ndb_ngmclient commands
(Commands in the MySQL Cluster Management Client):

* START
« STOP
* RESTART

» SHUTDOWN

4.6.1 The add process Command

124


http://dev.mysql.com/doc/refman/5.6/en/mysqld.html
http://dev.mysql.com/doc/refman/5.6/en/mysqld.html
http://dev.mysql.com/doc/refman/5.6/en/mysqld.html
http://dev.mysql.com/doc/refman/5.6/en/mysqld.html
http://dev.mysql.com/doc/refman/5.6/en/mysqld.html
http://dev.mysql.com/doc/refman/5.6/en/mysqld.html
http://dev.mysql.com/doc/refman/5.6/en/mysqld.html
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-programs-ndb-mgm.html
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-programs-ndb-mgm.html
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-client-commands.html

The add process Command

add process {--processhosts=|-R }process_host_|i st
[--set=attribute_assignnment_|ist] cluster_nane

process_host _|ist:
process_nane[: node_i d] @ost [, process_nane@ost[,...]]

process_nane:
{ndb_ngnd| ndbd| ndbnt d| nysql d| ndbapi }

attribute_assignment _|ist:
attribute_assignnment[,attribute_assignment][,...]

attribute_assi gnnent:
attribute_nane: process_nane[ =val ue]

This command adds to an existing cluster one or more processes, which are specified using a
process_host |i st withthe - - processhost s [125] option, the format of which is the same as
that used with the cr eat e cl ust er command. Any hosts referenced in the list must be members of
the site to which the cluster belongs. In addition, all hosts must be resolvable.

Any new processes added by this command must be started explicitly using the command st ar t
process - - added.

For example, the following add pr ocess command adds two nysql d processes on hosts t onf i sk
and f | undr a to the cluster named nycl ust er:

mce add process --processhosts=nysql d@ onfi sk, mysql d@| undra nycl uster;

= mmcocc-omoocc-oooo—c-oooooo=o +
| Conmand result |
= mmcocc-omoocc-oooo—c-oooooo=o +
| Processes added successfully |
= mmcocc-omoocc-oooo—c-oooooo=o +

1 rowin set (2 min 10.39 sec)

You can also manually assign a node ID to the new process you are adding to the cluster by adding
“node_| D. " after the pr ocess_nane. For MySQL Cluster Manager 1.3.3 and earlier, trying to
manually assign node IDs less than 49 for ndb_ngnd, nysql d, or ndbapi fails with an error; the
restriction, however, has been lifted since MySQL Cluster Manager 1.3.4. Nevertheless, you are still
recommended to follow the best practice of reserving node ID 1 to 48 for data nodes. The following
command adds two ndbd processes with node IDs 10 and 11 on hosts t onf i sk and f | undr a,
respectively, to nycl ust er:

nmcne add process --processhost s=ndbd: 10@ onfi sk, ndbd: 11@ | undra mnycl uster;

dhocooccocoocooocooooooco00co00ao +
| Command result |
dhocooccocoocooocooooooco00co00ao +
| Processes added successfully |
dhocooccocoocooocooooooco00co00ao +

1 rowin set (2 min 13.40 sec)

Adding Free Processes
Using the add pr ocess command, you can add unmanaged nysql d processes, or ndbapi slots

for ndbapi applications such as ndb_r est or e. To add an unmanaged nysql d process, prefix the
hostname with the wildcard * (asterisk character):

ncnk add process --processhost s=nysql d@tonfi sk, nysql d@fl undra nycl uster;

= mmcocc-omoocc-oooo—c-oooooo=o +
| Conmand result |
= mmcocc-omoocc-oooo—c-oooooo=o +
| Processes added successfully |
= mmcocc-omoocc-oooo—c-oooooo=o +
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1rowin set (2 mn 3.14 sec)

To allow the unmanaged nysqgl d nodes to connect from any host, use the wildcard * (asterisk
character) in place of the hostname or IP address:

ncne add process --processhosts=nysql d@, nysql d@ nycl uster;

mocccooccoccocosccoocoocooocoooo +
| Command result |
mocccooccoccocosccoocoocooocoooo +
| Processes added successfully |
mocccooccoccocosccoocoocooocoooo +

1 rowin set (2 min 3.14 sec)

The same applies to ndbapi slots for ndbapi applications such as ndb_r est or e: prefix the
hostname with the wildcard character to limit connectivity to a specific host, or use only a wildcard,
without hostname, to allow ndbapi applications from any host:

ncnP add process --processhost s=ndbapi @t onfi sk, ndbapi @ mycl uster;

L L +
| Conmand result |
L L +
| Processes added successfully |
L L +

1 rowin set (2 mn 8.13 sec)

Because “free” processes are not managed by MySQL Cluster Manager, there is no need to run the
start process --added command after they have been successfully added to the cluster.

Using add process to Simplify creat e cl ust er Commands

Processes added before the cluster is started for the first time are started with the cluster. This makes
it possible to use this command to break down what would otherwise be very long cr eat e cl uster
commands. Consider the following set of commands which creates and then starts a cluster named
mycl uster:

create cluster --processhosts=ndb_ngnd@ost 1, ndbd@ost 1, ndbd@ost 2, \
nysql d@ost 3, nysql d@ost 4 nycl uster;
start cluster nycluster;

The long creat e cl ust er command can be divided into a shorter (and more manageable) version
of itself, plus several add pr ocess commands. This set of commands performs the same task as
the previous set, creating mycl ust er with exactly the same processes and hosts as before, and then
starting it:

create cluster --processhosts=ndb_ngnd@ost1 mycl uster;

add process --processhosts=ndbd@aost 1, ndbd@ost2 mycl uster;

add process --processhosts=nmysql d@ost 3, mysql d@ost4 mycl uster;
start cluster nycluster;

Because mycl ust er was never started before the ndbd and nysql d processes were added to it
using the add pr ocess commands shown, it is not necessary to use the - - added option with the
start cluster command in this case; all 5 processes are started.

A process that is added to a cluster that was created using cr eat e cl uster --inport and before

the import takes place is added with status i npor t , which means it cannot be started or stopped using
start process orstop process before an import has taken place.

Configuring a New Process when Adding it

A newly added process inherits its configuration attribute settings from those in effect for its process
type on the parent cluster, or assume the default settings for that process type if none apply. Existing
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attribute settings in the cluster must have process-level scope to be inherited by new processes added
later; instance-level settings set for existing process instances prior to adding any new ones do not
apply to any of the added processes. (See Configuration attributes, for more information about the
scope of attribute settings.)

Inherited attribute settings can be overridden when adding processes; to do this, use the add
process command's - - set option. This option takes as its argument an attribute assignment

list similar in format to that used with the get and set commands. Suppose that the current ndbd
process-level setting in the cluster named nycl ust er for the Dat aDi r attribute is / hone/ user s/
ndb/ cl ust er - dat a, but you wish to add two new ndbd processes that use / t np/ cl ust er/ dat a
instead. You can do this using the following command:

ncn> add process --set=ndbd: DataDi r=/tnp/ cl uster/data
> --processhost s=nysqgl d@ onfi sk, nysqgl d@ | undr a
> nycl uster;

Note
@ Unlike the way you use the set command, a equals sign (=) immediately
following the - - set option is required.

When setting attributes in this way which contain paths for processes running on Windows, you must
replace any backslashes (\ ) used with forward slashes (/ ), just as with the set command. See Setting
Attributes Containing Paths on Windows [121], for more information.

After a process has been added using add process, you can also use the set command to modify
its configuration attribute settings (or specify additional ones) as you would with any other cluster
process being managed with MySQL Cluster Manager.

Note

@ When IPv6-enabled Windows systems are used as MySQL Cluster hosts
under MySQL Cluster Manager, you must reference these hosts using IPv4
addresses. Otherwise, MySQL Cluster Manager is unable to connect to the
agent processes on those hosts. See Section 5.1, “MySQL Cluster Manager
Usage and Design Limitations”.

4.6.2 The change process Command

change process ol d_proc_type[:proc-id]=new proc_type cluster_nane

ol d_proc_type | new_proc_type:
{ndbd| ndbnt d}

This command is used (MySQL Cluster NDB 7.0 and later) to change the process type for a given
MySQL Cluster process or group of MySQL Cluster processes from one process type (ol d- process-
t ype) to another process type (new- pr ocess-t ype).

Currently, the only two process types available for use with this command are ndbd and ndbnt d.
This means that change process can be used to change the data node process running on one or
more data nodes from the single-threaded data node daemon (ndbd) to the multi-threaded data node
daemon (ndbnt d) or vice versa.

By default, change pr ocess affects all data nodes running the ol d- pr ocess- t ype. By specifying
an optional pr ocess_i d, its action can be restricted to the data node having that process ID.

Suppose you have a cluster which is named nycl ust er and which has two data nodes using ndbd
processes, as reflected in the output of the following show st at us command:
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mcm> show status --process mycl uster;

+ommmmmmm Hommmmeeaaa Hommmmeeaaa Hommmmeeaaa Fommmmmeaaaa +
| Nodeld | Process | Host | Status | Nodegroup |
+ommmmmmm Hommmmeeaaa Hommmmeeaaa Hommmmeeaaa Fommmmmeaaaa +
| 49 | ndb_ngmd | flundra | running | |
| 1 | ndbd | tonfisk | running | n/a |
| 2 | ndbd | grindval | running | n/a |
| 50 | mysqld | haj | running | |
| 51 | mysqld | torsk | running | |
| 52 | ndbapi | * | running | |
+ommmmmmm Hommmmeeaaa Hommmmeeaaa Hommmmeeaaa Fommmmmeaaaa +

6 rows in set (0.06 sec)

To change both data nodes to so that they use multi-threaded (ndbnt d) processes, issue the
command shown here, without any pr ocess_i d specifier:

ncne change process ndbd=ndbntd nycl uster;

fmocccoococccocccoococcooocoooo +
| Command result |
fmocccoococccocccoococcooocoooo +
| Process changed successfully |
fmocccoococccocccoococcooocoooo +

1 rowin set (2 min 17.51 sec)

After the command has executed, you can verify that both data nodes are now using ndbnt d by
checking the output of the appropriate show st at us command, as shown here:

nmc> show status --process mycl uster;

D D D D Fommmmmeaao +

| Nodeld | Process | Host | Status | Nodegroup |

D D D D Fommmmmeaao +

| 49 | ndb_ngnd | flundra | running | |

| 1 | ndbntd | tonfisk | running | n/a |

| 2 | ndbntd | grindval | running | n/a |

| 50 | nysqld | haj | running | |

| 51 | nysqld | torsk | running | |

| 52 | ndbapi | * | running | |

D D D D Fommmmmeaao +

6 rows in set (0.09 sec)
Note

@ The change process command can be used whether or not the cluster or the

data node or data nodes to be changed are running. However, the command
executes much more quickly if the data node or data nodes to be changed are
not running. The next set of examples illustrates this.

It is possible (and sometimes desirable) to use ndbd and ndbnt d data node processes concurrently;
thus, it is also possible using the change process command to change a single data node process
from single-threaded to multi-threaded, or from multi-threaded to single-threaded. To do this, you must
specify the data node process using its process ID.

First, we stop the cluster and verify that all processes are no longer running, as shown here:

ncne stop cluster mycluster;

foocccoococcocosccoococcooocoooo +
| Command result |
foocccoococcocosccoococcooocoooo +
| Cluster stopped successfully |
foocccoococcocosccoococcooocoooo +

1 rowin set (22.93 sec)

ncne show status --process nycl uster;
fmoccooos fmoococcoos fmoococcoos fmoococcoos fmoccooocoos +

| Nodeld | Process | Host | Status | Nodegroup |
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+ommmmmmm Hommmmeeaaa Hommmmeeaaa Hommmmeeaaa Fommmmmeaaaa +
| 49 | ndb_ngnmd | flundra | stopped | |
| 1 | ndbntd | tonfisk | stopped | n/a |
| 2 | ndbntd | grindval | stopped | n/a |
| 50 | mysqld | haj | stopped | |
| 51 | mysqld | torsk | stopped | |
| 52 | ndbapi | * | stopped | |
+ommmmmmm Hommmmeeaaa Hommmmeeaaa Hommmmeeaaa Fommmmmeaaaa +

6 rows in set (0.05 sec)

The following command changes only the node having the process ID 2 from using the multi-threaded
data node daemon to the single-threaded version:

ncne change process ndbnt d: 2=ndbd nycl uster;

foocccoococcocosccoococcooocoooo +
| Command result |
foocccoococcocosccoococcooocoooo +
| Process changed successfully |
foocccoococcocosccoococcooocoooo +

1 rowin set (6.52 sec)

As you can see, change process operates much more quickly when the process to be changed is
not running. As before, you can verify that the command succeeded using show st at us:

nmc> show status --process mycl uster;

D Fommmmemaaa Fommmmemaaa Fommmmemaaa o mmmaaao +
| Nodeld | Process | Host | Status | Nodegroup |
D Fommmmemaaa Fommmmemaaa Fommmmemaaa o mmmaaao +
| 49 | ndb_ngnd | flundra | stopped | |
| 1 | ndbntd | tonfisk | stopped | n/a |
| 2 | ndbd | grindval | stopped | n/a |
| 50 | nysqld | haj | stopped | |
| 51 | nysqld | torsk | stopped | |
| 52 | ndbapi | * | stopped | |
D Fommmmemaaa Fommmmemaaa Fommmmemaaa o mmmaaao +

6 rows in set (0.07 sec)

To complete the example, we start the cluster again, using st art cl ust er, then change node
number 2 back from ndbd (single-threaded) to ndbnt d (multi-threaded) using change process, then
verify the change using show st at us:

mce start cluster nycluster;

e +
| Command result |
e +
| Cluster started successfully |
e +

1 rowin set (36.43 sec)

mce change process ndbd: 2=ndbntd mycl uster;

e +
| Command result |
e +
| Process changed successfully |
e +

1 rowin set (2 min 10.41 sec)

mcm> show status --process mycl uster;

S S S S S +
| Nodeld | Process | Host | Status | Nodegroup |
S S S S S +
| 49 | ndb_ngmd | flundra | running | |
| 1 | ndbntd | tonfisk | running | n/a |
| 2 | ndbntd | grindval | running | n/a |
| 50 | mysqld | haj | running | |
| 51 | mysqld | torsk | running | |
| 52 | ndbapi | * | running | |
S S S S S +
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6 rows in set (0.11 sec)

You can see that it can require much less time to stop the cluster, change a data node process, and
then start the cluster again than it is to change the process while the cluster is running. However, if you
do this, the cluster is not available while it is stopped.

As noted previously, change pr ocess works only with ndbd and ndbnt d processes; attempting to
use any other process type causes the command to fail with an error, as shown here:

nc> change process
ERROR 7009 (OOMGR):
nc> change process
ERROR 7009 (OOMGR):

ndb_ngnd=nysql d nycl uster;

Processes ndb_ngnd and nysqgld are not interchangeable in this package
ndbd=nysqgl d nycl uster;

Processes ndbd and nysqgl d are not interchangeable in this package

4.6.3Thelist processes Command

list processes cluster_nane

This command displays all processes making up a given cluster. The following example demonstrates
how to list all processes that are part of the cluster named nycl ust er:

nmce | i st processes nycl uster;

LT  EE LT  EE LT +
| Nodeld | Nane | Host |
LT  EE LT  EE LT +
| 49 | ndb_ngnd | flundra |
| 1 | ndbd | tonfisk |
| 2 | ndbd | grindval |
| 50 | mysgld | haj I
| 51 | nysqld | torsk |
| 52 | ndbapi | * |
LT  EE LT  EE LT +

6 rows in set (0.03 sec)

The cl ust er _nane argument is required. If this argument is omitted, the command fails with an error,
as shown here:

ncne | i st processes;

ERROR 6 (OOM3R): Illegal nunber of operands

46.4Thestart process Command

start process {[--initial|-i] process_id | --added} cluster_nane

This command starts the MySQL Cluster process having the process ID pr ocess_i d in the cluster
named cl ust er _narme. The status of the process to be started, as shown by show st atus - -
process, must be added or st opped.

This example demonstrates how to start the process having the process ID 1 belonging to the cluster
mycl uster:

ncne start process 1 nycluster;

e +
| Conmmand result |
e +
| Process started successfully |
e +

1 rowin set (13.93 sec)

When the - -i ni ti al option (short form: - i) is used, MySQL Cluster Manager starts a data node
process with the - - i ni ti al option, causing the data node to rebuild its file system.
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Invoking this command with the - - added option rather than with a process ID starts all nodes
previously added to the cluster using add pr ocess, but not yet started.

You can obtain process IDs for all processes in a given cluster using show st at us --process or

i st processes. These are the same as the node IDs for these processes as shown in the output of
other nt mclient commands such as get or in the output of ndb_nmgm -e "show' (see ndb_ngm—
The MySQL Cluster Management Client).

You cannot use this command to start a nysql d process in a cluster that is stopped or otherwise
unavailable; in MySQL Cluster Manager 1.3.0 and later, trying to do so fails with an error. (Bug
#17073352) This includes a cluster created for import where the import has not yet been completed
(see Section 4.4.1, “The cr eat e cl ust er Command”, and Section 3.5, “Importing MySQL Clusters
into MySQL Cluster Manager”).

4.6.5 The st op process Command

stop process process_id cluster_nane

This command stops the running MySQL Cluster process with the process ID process i d in the
cluster named cl ust er _nane. The status of the process as shown by show st at us --process
must be r unni ng.

Suppose that the process ID of a data node in the cluster named nmycl ust er is 3. Then this data node
can be stopped as shown here:

nmc> stop process 3 nycl uster;

e +
| Command result |
e +
| Process stopped successfully |
e +

1 rowin set (33.07 sec)

You can use show status --processorlist processes to obtain process IDs for all processes
in a given cluster.

In the event of a disk failure where MySQL Cluster Manager loses its manager directory (including its
repository), the agent is able to recover information from other agents, but it does not actually control
processes any longer, although it can detect them. This is due to the fact that the MySQL Cluster
Manager agent cannot access the PID files. In this case, st op process no longer works, and you
must kill such processes manually. Keep in mind that, if St opOnEr r or is set to 0, the MySQL Cluster
Manager agent restarts the data node process automatically; if St opOnEr r or is 1 (the default), then
you must execute the st art process command manually.

This command does not work with processes in a cluster created for import where the import has not
yet actually been completed. See Section 4.4.1, “The creat e cl ust er Command”, and Section 3.5,
“Importing MySQL Clusters into MySQL Cluster Manager”, for more information.

4.6.6 Therenove process Command

remove process [--removedirs] process_id_|list cluster_nanme

process_id_list:
process_id[, process_id[, ...]]

This command removes permanently the processes in the process_i d_I i st from the cluster named
cl ust er _nane. It provides a means to scale down a cluster offline.

If the - - r enpvedi r s option is used, all data for the specified processes will be deleted.
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The following restrictions apply when using this command:
1. The cluster must be in the status of cr eat ed or st opped.
2. The processes to be removed must be in the status of st opped, added, ori nport .

3. The command cannot remove all processes from a cluster in the cr eat ed status; at least one
process must be left.

4. The command cannot remove all process of the same type from a cluster in the st opped status; at
least one process must be left in the cluster for each type of nodes (management, data, and API).

5. The command cannot remove a data node that is in the st opped status if it is already a member of
a node group (i.e., if it has ever been started and was fully functional).

You can use the show status --processorlist processes command to obtain the process
IDs for all the processes in a given cluster:

mcm> show status --process mycl uster;

S R S S R S S S +
| Nodeld | Process | Host | Status | Nodegroup | Package |
S R S S R S S S +
| 49 | ndb_ngnmd | flundra | added | | mypackage |
| 1 | ndbntd | flundra | added | n/a | mypackage |
| 2 | ndbntd | flundra | added | n/a | mypackage |
| 50 | mysqld | flundra | added | | mypackage |
| 51 | mysqld | flundra | added | | mypackage |
| 52 | ndbapi | * | added | | |
| 53 | ndbapi | * | added | | |
S R S S R S S S +

7 rows in set (0.03 sec)

The process IDs are the same as the node IDs for the processes shown in the output of the above
or some other ntmclient commands, or in the output of the ndb_ngm -e "show' command (see
ndb_nmgm— The MySQL Cluster Management Client). In the above example, the SQL node with the
process ID 50 in nycl ust er can be removed by the following command:

mcne renove process 50 nycl uster;

L +
| Conmand result |
L +
| Process renpved successfully |
L +

1 rowin set (0.48 sec)

And in this case, since the cluster was never started, we may also remove both data nodes:

nmcne renove process 1,2 nycluster;

ffmoccooc--cco-c--ccooc--ccooo-=o +
| Conmand result |
ffmoccooc--cco-c--ccooc--ccooo-=o +
| Process renpved successfully |
ffmoccooc--cco-c--ccooc--ccooo-=o +

1 rowin set (0.40 sec)

4.7 MySQL Cluster Manager Backup and Restore Commands

This section contains information about MySQL Cluster Manager client commands relating to backing
up a MySQL Cluster and restoring it from backup.

4.7.1 The abort backup Command

132


http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-programs-ndb-mgm.html
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-programs-ndb-mgm.html

The backup cl ust er Command

abort backup --backupi d=backup_id cluster_nane

This command aborts a backup, having the specified backup_i d, of cluster cl ust er _nane. You can
obtain a list of backups and their IDs known to this MySQL Cluster Manager instance using the | i st
backups. If the backup is not actually in progress, the command has no effect.

4.7.2 The backup cl uster Command

backup cl uster

[ - - backupi d]
[--snapshotstart | --snapshotend]
[--waitstarted | --waitconpleted]

cl ust er _nane

This command creates a backup of the MySQL Cluster named cl ust er _nane. backup cl uster
takes a backup of the cluster's NDB tables only; tables using other MySQL storage engines (such as
I nnoDB or Myl SAM) are ignored.

By default, this command assigns a backup ID to each backup automatically; you can override this
behavior by specifying a backup ID using the - - backupi d option.

The - - snapshot st art option causes the backup to match the state of the cluster when the backup
began.

The - - snapshot end option causes the backup to reflect the state of the cluster when the backup
was finished. If neither option is specified, the MySQL Cluster Manager client acts as though - -
snapshot end had been used.

When the - - wai t st ar t ed option is used, the MySQL Cluster Manager client waits until the backup
has started before returning control to the user, after which the user can check the backup process'
status with the show status command and the - - backup option.

Using - - wai t conpl et ed causes the MySQL Cluster Manager client to wait until the backup process

is complete before returning control to the user. If neither of these options is specified, the client
behaves as if - - wai t conpl et ed had been used.

nmcne backup cluster nycluster;

foocccococsoccoooccocosooccoosoooso +
| Command result |
foocccococsoccoooccocosooccoosoooso +
| Backup conpl eted successfully |
foocccococsoccoooccocosooccoosoooso +

1 rowin set (33.50 sec)

You can verify that the backup was performed by checking the output of | i st backups, as shown
here:

mce | i st backups nycl uster;

fooccoooooo fooccoooo fooccooooo ooccoccccoccooocoooooo fooccooooao +
| Backupld | Nodeld | Host | Ti mestanp | Comment |
fooccoooooo fooccoooo fooccooooo ooccoccccoccooocoooooo fooccooooao +
| 1 | 1 | tonfisk | 2012-12-01 12:03:52 | |
| 1 | 2 | tonfisk | 2012-12-01 12:03:52 | |
| 2 | 1 | tonfisk | 2012-12-04 12:05:15 | |
| 2 | 2 | tonfisk | 2012-12-04 12:05:15 | |
fooccoooooo fooccoooo fooccooooo ooccoccccoccooocoooooo fooccooooao +

4 rows in set (0.02 sec)

Each row in the output represents a backup image—that is, a set of backup files specific to a given
backup of a named cluster on a given data node. Ti nest anp values are UTC. By default, each image
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is stored as a directory named / ntcm dat a/ cl ust er s/ cl ust er _nane/ node_i d/ dat a/ BACKUP/
BACKUP- backup_i d/ in the MySQL Cluster Manager installation directory.

It is possible to remove an unwanted backup from a given node by deleting this image directory and
its contents. To remove a given backup completely, you must remove the corresponding image from
each data node's BACKUP directory. You can do this as long as a backup or restore operation is not in
progress; it is not necessary to stop the cluster or MySQL Cluster Manager agent prior to removing the
images.

The Backupl d is used with abort backup andrestore cl uster.

The backup cl ust er command was added in MySQL Cluster Manager 1.2.1.

4.7.3Thelist backups Command

i st backups cl uster_nane

This command lists all backups of the MySQL Cluster named cl ust er _nane that are known to this
instance of MySQL Cluster Manager. The output includes the backup and node ID as well as a UTC
timestamp for each backup, as shown here:

mcme | i st backups nycl uster

fooccooocooo fooccoooao fmoccooooao fooccoccccoccooocoooooo fmoccooooao +
| Backupld | Nodeld | Host | Ti mestanp | Coment
fooccooocooo fooccoooao fmoccooooao fooccoccccoccooocoooooo fmoccooooao +
| 1 | 1 | tonfisk | 2012-12-01 12:03:52 |

| 1 | 2 | tonfisk | 2012-12-01 12:03:52 |

| 2 | 1 | tonfisk | 2012-12-04 12:05: 15 |

| 2 | 2 | tonfisk | 2012-12-04 12:05: 15 |

4 rows in set (0.02 sec)

4 7.4 Therestore cluster Command

restore cluster
{--backupi d=| -1 }backup_id
- -di sabl e-i ndexes| - x]
- -di sabl e- net adat a| - M
- epoch| - €]
- excl ude- dat abases=db_nane]
-excl ude-i nt ernedi at e- sqgl -t abl es]
- excl ude- m ssi ng- col ums]
- excl ude- m ssi ng-t abl es]

- excl ude-t abl es=db_nane. t bl _nane[, db_nane.tbl _nane] [,...]]
-i ncl ude- dat abases=db_nane]
-incl ude-tabl es=db_nane. tbl _nane[, db_nane.tbl _nane][,...]]

-1 ossy- conver si ons]
-no-binlog|-1]
--no-restore-di sk-obj ect s]
{--parallelisnF|-p }#]
--privilege-tabl es| - P]

- progress-frequency]
-rewrite-dat abase]

- - ski p- br oken- obj ect s]
[{--skip-nodeid=[-s }id_|ist]
[ - -ski p-tabl e- check]

[ - - ski p- unknown- obj ect s]

cl ust er _nane

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

This command restores a cluster from a backup having the specified backup ID (- - backupi d option;
short form: - | ) to the MySQL Cluster named cl ust er _nane. In its simplest form, it can be used as
shown here, to restore the cluster named nycl ust er to the state saved in the backup having backup
ID 3:
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ncne restore cluster --backupi d=3 nycl uster;

dbocooccocooocooocoooo0oco00ooooo0aa +
| Command result |
dbocooccocooocooocoooo0oco00ooooo0aa +
| Restore conpleted successfully |
dbocooccocooocooocoooo0oco00ooooo0aa +

1 rowin set (18.60 sec)

If you are restoring an existing cluster to a known good state, you must wipe any existing data first.
Stop the cluster using st op cl ust er, then restart it using start cl uster withthe--initi al
option, which causes the data node file systems to be cleared. (Note that Disk Data files must be
removed manually.) Following this, you can restore the cluster from the desired backup using r est or e
cluster.

Important

A In order to restore a backup using r est or e cl ust er, the cluster must have
an unused slot for an ndbapi process in its configuration. Otherwise, the
command fails with the error Unabl e to performrestore - no vacant
ndbapi slots in config for cluster cluster_name. See Adding
Free Processes, for information on how to add a free ndbapi slot to your
cluster.

Additional options that can be employed with this command include:

--di sabl e-i ndexes and - - di sabl e- net adat a. To cause indexes to be ignored when
restoring the table data, use the - - di sabl e- i ndexes option (short form: - x). Doing this can
decrease the time required to restore a large data set, particularly where many indexes were in use.
Similarly, you can cause metadata to be ignored during the restoration process by using the - -

di sabl e- et adat a option (short form: - M).

- -epoch. When the - - epoch option (short form: - e) is used, epoch information is restored to the
cluster replication status table (nysql . ndb_appl y_st at us), which can be useful for MySQL Cluster
replication slaves.

- -excl ude- dat abases and - - excl ude-t abl es. Prevent one or more databases or tables
from being restored using the options - - excl ude- dat abases and - - excl ude-t abl es. - -

excl ude- dat abases takes a comma-delimited list of one or more databases which should not

be restored. - - excl ude-t abl es takes a comma-delimited list of one or more tables (using the

dat abase. t abl e format) which should not be restored. When - - excl ude- dat abases or - -

excl ude-t abl es is used, only those databases or tables named by the option are excluded; all other
databases and tables are restored.

--excl ude- m ssi ng- col umes. When this option is used, r est or e cl ust er ignores any
columns missing from tables being restored as compared to the versions of those tables found in the
backup.

- -excl ude- m ssi ng-t abl es. When this option is used, r est or e cl ust er ignores any tables
from the backup that are not found in the target database.

- -excl ude-int ernedi at e- sqgl -t abl es[ =TRUE| FALSE] . When performing ALTER TABLE
operations, mysql d creates intermediate tables (whose names are prefixed with #sql - ). When TRUE,
the - - excl ude-i nt er medi at e- sql -t abl es option keeps rest ore cl ust er from restoring such
tables that may have been left over from such operations. This option is TRUE by default.

--incl ude-dat abases and - -i ncl ude-t abl es. Use the - - i ncl ude- dat abases option
orthe - - i ncl ude-t abl es option for restoring only specific databases or tables, respectively. - -

i ncl ude- dat abases takes a comma-delimited list of databases to be restored. - - i ncl ude-t abl es
takes a comma-delimited list of tables (in the dat abase. t abl e format) to be restored. When - -

i ncl ude- dat abases or - -i ncl ude-t abl es is used, only those databases or tables named by the

135


http://dev.mysql.com/doc/refman/5.6/en/alter-table.html
http://dev.mysql.com/doc/refman/5.6/en/mysqld.html

The backup agents Command

option are restored; all other databases and tables are excluded by r est or e cl ust er, and are not
restored.

- -l ossy-conversi ons. Using - - | ossy- conver si ons allows lossy conversions of column
values (type demotions or changes in sign) when restoring data from backup. With some exceptions,
the rules governing demotion are the same as for MySQL replication; see Replication of Columns
Having Different Data Types, for information about specific type conversions currently supported by
attribute demotion. r est or e cl ust er reports any truncation of data that it performs during lossy
conversions once per attribute and column.

- - no- bi nl og. The - - no- bi nl og option (short form: - | ) stops any SQL nodes (nysql d
processes) in the cluster from writing data from the restore into their binary logs.

--no-restore-di sk-obj ects. This option stops r est or e cl ust er from restoring any
MySQL Cluster Disk Data objects, such as tablespaces and log file groups; see MySQL Cluster Disk
Data Tables, for more information about these objects.

--parall elisnme#. The - - par al | el i smoption (short form: - p) sets the maximum number of
parallel transactions that the r est or e cl ust er command attempts to use. The default value is 128;
the maximum is 1024, and the minimum is 1.

--privilege-tables. The --privil ege-tabl es option (short form: - P) causes restoration
of tables required for distributed grants (see Distributed MySQL Privileges for MySQL Cluster).

- - progress-frequency=N. Print a status report each N seconds to a temporary stdout dump file
ncmcreates at ntm dat a/ cl ust er s/ cl ust er _nane/ nodei d/ t np while the backup is in progress.
0 (the default) causes no status reports to be printed. The maximum is 65535.

--rewrite-dat abase=ol d_dbnane,new _dbnane. This option causes a database with the
name ol d_dbnane in the backup to be restored under the name new_dbnane.

- - ski p- nodei d. The - - ski p- nodei d option (short form: - s) takes a comma-separated list
of node IDs. The nodes whose IDs are listed may include of data nodes, SQL nodes, or both. Nodes
having these IDs are skipped by the restoration process.

- - ski p- br oken- obj ect s. This option causes r est or e cl ust er to ignore corrupt tables
while reading a backup, and to continue restoring any remaining tables (that are not also corrupted).
Currently, the - - ski p- br oken- obj ect s option works only in the case of missing blob parts tables.

- - ski p-t abl e- check. It is possible to restore data without restoring table metadata. The default
behavior when doing this is for r est or e cl ust er to fail with an error if table data do not match the
table schema; this can be overridden using the - - ski p-t abl e- check option.

- - ski p- unknown- obj ect s. This option causes r est or e cl ust er to ignore any schema
objects it does not recognize while reading a backup. This can be used for restoring, for example, a
backup made from a newer version of MySQL Cluster to an older version.

4.7.5 The backup agents Command

backup agents [--hosts=host_|ist] [site_nane]

host |ist:
host[, host[, ...]]

This command backs up the configuration data for the ncnd agents on the hosts specified in
host | i st for the site named si t e_nane. If no host names are specified, all agents of the site are
backed up. If no si t e_nane is given, only the agent that the ncmclient is connected to is backed up.

The backup for each agent is created in a subfolder named r ep_backup/ ti nest anp under the agent
repository (the ntm dat a folder), with t i nest anp reflecting the time the backup began. If you want
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the backup to be at another place, create a soft link from ncm dat a/ r ep_backup to your desired
storage location.

Notice that the backup agent s command works differently from the backup cl ust er command,
which backs up cluster data; the backup agent s command, on the other hand, backs up agent
configuration data. Using together the backups created by both commands, you can restore not just
the cluster, but the complete cluster-plus-manager setup. See Section 3.7, “Backing Up and Restoring
MySQL Cluster Manager Agents” for more details about backing up and restoring ncnd agents.

4.8 MySQL Cluster Manager Cluster Importation Commands

This section contains descriptions of MySQL Cluster Manager commands used to perform operations
connected with importing clusters into MySQL Cluster Manager. These operations include migration of
cluster processes and (in MySQL Cluster Manager 1.3.1 and later) copying of configuration data.

4.8.1 Theinport cluster Command

inmport cluster [--dryrun|-y] cluster_nane

This command imports a MySQL Cluster created independently of MySQL Cluster Manager into a
cluster named cl ust er _nane that has been created in MySQL Cluster Manager. You are strongly
advised to create cl ust er _nane using the creat e cl ust er command's - - i npor t option; see that
command's description for more information about the - - i npor t option and its effects.

i mport cl uster requires a single argument, the name of the cluster created using MySQL Cluster
Manager (cl ust er _nane) into which you wish to import a MySQL Cluster created externally into
MySQL Cluster Manager and bring it under MySQL Cluster Manager control. The cluster named in the
command must already exist in MySQL Cluster Manager.

i mport cl uster also supports a - - dr yr un option. When this option is used, only the checks
required for importation are performed against the existing cluster. This makes it possible to test a
given configuration without actually placing any cluster processes under MCM control. - y is supported
as a short form of this option beginning with MySQL Cluster Manager 1.3.1.

For more information about importing clusters into MySQL Cluster Manager, including examples, see
Section 3.5, “Importing MySQL Clusters into MySQL Cluster Manager”.

4.8.2 Theinport confi g Command

inmport config [--dryrun|-y] cluster_nane

This command imports the configuration of an autonomous or “wild” cluster into the cluster named
cluster _nane.

i mport confi g requires a single argument, the name of the cluster created using MySQL Cluster
Manager—that is, cl ust er _name—into which you wish to import the configuration of a MySQL
Cluster created externally into one created using MySQL Cluster Manager. The cluster named in the
command must already exist in MySQL Cluster Manager; you are also strongly advised to use cr eat e
cluster --inmport when creating cl ust er nane.

i mport confi g also supports a - - dr yr un option (short form: - y). When this option is used, only the
checks required for importing the configuration data are performed. This makes it possible to perform
tests without actually copying any of this data into a cluster under MCM control.

i mport confi g is available in MySQL Cluster Manager 1.3.1 and later.

For more information about importing clusters into MySQL Cluster Manager, including examples, see
Section 3.5, “Importing MySQL Clusters into MySQL Cluster Manager”.
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In this chapter we discuss limitations of and known issues in MySQL Cluster Manager version 1.3.6.

5.1 MySQL Cluster Manager Usage and Design Limitations

The limitations discussed in this section occur by intention or design in MySQL Cluster Manager 1.3.6.
Some of these items may become obsolete in future versions; we will update this section accordingly if
and as those changes come about.

change process command. Currently, the change pr ocess command can be used only to
exchange an ndbd process for an ndbnt d process, or the reverse. That is, in effect, it can be used
only to switch a data node between a single-threaded process and a multi-threaded process. It cannot
be used for changing a cluster node's type (for example, you cannot change a data node to an SQL
node, management node, or NDB API application node).

Because of this restriction, and due to the fact that multi-threaded data nodes are not supported in
MySQL Cluster NDB 6.3 and earlier, the change pr ocess command is useful only with clusters
running MySQL Cluster NDB 7.0 or newer.

License keys and operating platforms. License keys are not required to use MySQL Cluster
Manager 1.3.6.

Concurrent client sessions unsupported. Currently there is no negotation or arbitration
between multiple nt mclients. While it is possible to use the client from multiple locations, we do not
support concurrent client sessions. You should be careful always to allow a command issued in one
ntmclient session to finish executing before issuing a new command in a different client session.
This is true especially when using the - B or - - backgr ound option with ncmclient commands; see
Backgrounded commands and error handling.

IPv6 and host names (Windows). When IPv6 support is enabled on Windows systems, host
names other than | ocal host are resolved using IPv6. When an IPv6-enabled Windows system is
used as a MySQL Cluster host under MySQL Cluster Manager, you must reference it using its IPv4
address. Otherwise, nt mwill be unable to connect to the agent process on that host.

This applies to host names used with the MySQL Cluster Manager client commands cr eat e
cluster,create site,add hosts,add package, del ete package, st op agents, and add
process.

No removal of hosts.  Once a host is added to a management site using the add host s
command, it cannot be removed with MySQL Cluster Manager.

5.2 MySQL Cluster Manager 1.3.6 Limitations Relating to the
MySQL Server

The limitations described in this section relate to functionality in the MySQL Server that is unsupported
or reduced, or otherwise differs when using it with MySQL Cluster Manager.
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Replication.  Replication is currently not directly supported by MySQL Cluster Manager. See
Section 5.3, “MySQL Cluster Manager Limitations Relating to MySQL Cluster”, for more information.

Limited nysql d option modifier support. MySQL Cluster Manager does not recognize the - -

| oose, - - maxi mum - - enabl e, and - - di sabl e prefixes for nysql d options used as MySQL Cluster
Manager configuration attributes (for a description of these modifiers, see Program Option Modifiers).
For example, the command set | oose- ski p-i nnodb: nysql d=true mnycl ust er; fails with the
error No such config variable | oose-skip-innodb for process nysql d.

The - - ski p option modifier is supported in some but not all cases, so that commands such as set
ski p-i nnodb: nysqgl d=true mycl uster; andset skip-grant-tables:nmysqgld=true
nycl ust er; can be used with MySQL Cluster Manager, while set ski p- col um-

nanes: mysql d=t rue nycl uster; cannot. (Bug #48559, Bug #47779)

Visibility of MySQL Cluster Manager nmysql d attributes and MySQL server variables. Due in
part to issues with mappings between my. cnf option names, nmysql d command-line option names,
and names of MySQL server variables, some MySQL server variables are not visible to MySQL
Cluster Manager, or have different names. For example, the st or age_engi ne server variable shown
in the output of SHOW VARI ABLES in the nysql client maps to the def aul t - st or age- engi ne
configuration attribute used in the MySQL Cluster Manager get and set commands.

Dashes and underscores in MySQL option and variable names.  When using the nysql

client or other MySQL client applications, many MySQL system options and variables can be

named using either dashes or underscores in their names. For example, you can use either

ndb_bat ch_si ze or ndb- bat ch- si ze with the MySQL Server, and the variable is set correctly.
This is not the case in MySQL Cluster Manager, where only the forms using underscores are accepted
as attribute names. For example, assuming that nycl ust er is a viable cluster, the command set
ndb_bat ch_si ze: nysql d=65536 nycl ust er; works to set the size of ndb_batch_size on all
nmysql d processes in the cluster, but set ndb- bat ch-si ze: nysql d=65536 nycl ust er; fails.

Dependencies between MySQL Cluster Manager nysql d attributes and MySQL server
variables. MySQL Cluster Manager does not track dependencies between nysql d attributes
(MySQL server options and variables). For example, MySQL Server 5.1 and earlier require, when the
bi nl og_f ornat attribute is set, that the | og_bi n attribute be used as well; if bi nl og_f or mat is
used without | og_bi n, mysql d fails to start (MySQL Server Bug #42928, fixed in MySQL 5.5 and
MySQL Cluster NDB 7.2). If you do this using MySQL Cluster Manager, however, the MySQL Cluster
Manager agent reports that the operation was started successfully, and from MySQL Cluster Manager's
point of view, this is correct—MySQL Cluster Manager started the nysql d process with the indicated
attribute settings, and it is up to the operator to verify that the result was the one expected. In such
cases, it is a good idea to check the status of the nysql d process, perhaps using show st at us - -
oper at i on, before continuing.

MySQL Cluster Manager nysql d attributes and MySQL user variables. MySQL user variables
are not accessible as MySQL Cluster Manager configuration attributes.

Default MySQL data directory.  Formerly, the default t npdi r for MySQL servers installed under
MySQL Cluster Manager was dat adi r/ t np, which caused issues with the nysql client. This issue
was resolved in MySQL Cluster Manager 1.2. MySQL Cluster Manager 1.3 (and later) uses t np in the
MySQL installation directory for this purpose.

5.3 MySQL Cluster Manager Limitations Relating to MySQL
Cluster

This section describes limitations relating to MySQL Cluster functionality that is unsupported or
curtailed by MySQL Cluster Manager 1.3.6.

MySQL Cluster Manager and replication. MySQL Cluster Manager currently does not provide
any explicit support for MySQL Cluster Replication. However, you should still be able to perform
manual setup of replication of a MySQL Cluster that is managed by MySQL Cluster Manager.
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Syntax and Related Issues in MySQL Cluster Manager

Backup and restore operations. MySQL Cluster Manager provides integrated backup and
restore functionality. You can back up NDB databases and tables using the ncmclient backup

cl ust er command, and restore them using the r est or e cl ust er client command. MySQL Cluster
Manager also supports restoration of distributed privileges.

You can also back up NDB databases and tables using the ndb_ngmclient START BACKUP command,
and restore them using the ndb_r est or e program (see ndb_r est or e — Restore a MySQL Cluster
Backup); however MySQL Cluster Manager is not aware of backups that it was not employed to
create. Both of the programs just mentioned are supplied with the MySQL Cluster distribution; for more
information, see Online Backup of MySQL Cluster, and ndb_r est or e — Restore a MySQL Cluster

Backup.
Note
@ Backups of tables using storage engines other than NDB, as well as of all other
database objects which are not tables, cannot be made using MySQL Cluster
Manager, and must be made using some other method, such as nysql dunp.
(See nysql dunp — A Database Backup Program.)
Rolling restarts. Currently, all cluster nodes must be running in order to perform a rolling

restart using MySQL Cluster Manager. However, MySQL Cluster itself requires only that at least one
management server and all data nodes are running (in other words, any nysql d processes and any
additional ndb_ngnd processes can be stopped). In such cases, you can perform the rolling restart
manually, after stopping the MySQL Cluster Manager agent.

When making changes in configuration attributes only those nodes requiring a restart to make the
change take effect are actually restarted. ndbapi nodes are never restarted by MySQL Cluster
Manager.

Cluster Imports.

MySQL Cluster Manager will reject an import if it cannot access the process information of the cluster
being imported. Therefore, the MySQL Cluster Manager agents must be run by a sufficiently privileged
user—normally the same user that runs the cluster.

5.4 Syntax and Related Issues in MySQL Cluster Manager

This section covers MySQL Cluster Manager issues relating to limitations in SQL and other syntax.

Backgrounded commands and error handling.

MySQL Cluster Manager client commands which are run in the background (that is, when they are
invoked with the - - backgr ound or - B option) do not issue any error messages in the client. If you run
a command in the background, you must check the agent log or use the show st at us command to
verify whether the backgrounded command was successful.
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Appendix A Changes in MySQL Cluster Manager

MySQL Cluster Manager release notes are no longer published in the MySQL Cluster Manager User
Manual.

Release notes for the changes in each release of MySQL Cluster Manager are located at MySQL
Cluster Manager 1.3 Release Notes.
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Appendix B Licenses for Third-Party Components Used in
MySQL Cluster Manager 1.3.6

Table of Contents
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Oracle acknowledges that certain third-party and Open Source software has been used to develop or
is incorporated in the MySQL Cluster Manager product. This appendix includes required third-party

license information.

MySQL Cluster Manager 1.3
» Section B.1, “GLib License (for MySQL Cluster Manager)”
» Section B.2, “GNU Lesser General Public License Version 2.1, February 1999”
» Section B.3, “libevent License”
» Section B.4, “libintl License”
» Section B.5, “LPeg Library License”
» Section B.6, “Lua (liblua) License”
» Section B.7, “LuaFileSystem Library License”
» Section B.8, “PCRE License”
» Section B.9, “SHA-1 in C License”

B.1 GLib License (for MySQL Cluster Manager)

The following software may be included in this product:

Gib

You are receiving a copy of the GLib library in both source
and obj ect code in the following [ntminstall dir]/lib/ and
[meminstall dir]/licenses/lgpl folders. The terms of the
Oracle license do NOT apply to the Glib library; it is |licensed
under the followi ng |icense, separately fromthe Oracle prograns
you receive. |If you do not wish to install this library, you
may create an "exclude" file and run tar with the X option, as
in the followi ng exanple, but the Oracle program ni ght not
operate properly or at all without the library:

tar -xvfX <package-tar-file> <exclude-file>
where the exclude-file contains, e.g.:

<package- nane>/1ib/libglib-2.0.so0.0.1600. 6

<package- nane>/1ib/libglib-2.0.s0.0

<package- nane>/1ib/libglib-2.0.so

Exanpl e:

145



GNU Lesser General Public License Version 2.1, February 1999

tar -xvfX nysql -cluster-manager-1.2.1-sol ari s10-x86-32bit.tar Excl ude

Excl ude File

nmysql - cl ust er - manager - 1. 2. 1-sol ari s10-x86-32bit/lib/libglib-2.0.so0.0.1600.6
nmysql - cl ust er - manager - 1. 2. 1- sol ari s10-x86-32bit/lib/libglib-2.0.s0.0

nmysql - cl ust er - manager - 1. 2. 1- sol ari s10-x86-32bit/1i b/1ibglib-2.0.so

This component is licensed under Section B.2, “GNU Lesser General Public License Version 2.1,
February 1999".

B.2 GNU Lesser General Public License Version 2.1, February
1999

The followi ng applies to all products |icensed under the
G\U Lesser GCeneral Public License, Version 2.1: You may

not use the identified files except in conpliance with

the GNU Lesser General Public License, Version 2.1 (the
"License"). You may obtain a copy of the License at
http://ww. gnu. org/licenses/lgpl-2.1.htm . A copy of the
license is al so reproduced bel ow. Unl ess required by
applicable |aw or agreed to in witing, software distributed
under the License is distributed on an "AS |S" BASI S

W THOUT WARRANTI ES OR CONDI TI ONS OF ANY KIND, either express
or inplied. See the License for the specific |anguage governing
permi ssions and |limtations under the License

GNU LESSER GENERAL PUBLI C LI CENSE
Version 2.1, February 1999

Copyright (C 1991, 1999 Free Software Foundation, |nc

51 Franklin Street, Fifth Floor, Boston, MA 02110-1301 USA
Everyone is permtted to copy and distribute verbatim copies
of this |icense document, but changing it is not allowed.

[This is the first rel eased version of the Lesser GPL. It also counts
as the successor of the GNU Library Public License, version 2, hence
the version nunber 2.1.]

Pr eanbl e

The |icenses for nobst software are designed to take away your
freedomto share and change it. By contrast, the GNU General Public
Li censes are intended to guarantee your freedomto share and change
free software--to nmake sure the software is free for all its users

This license, the Lesser General Public License, applies to sone
speci al | y desi gnat ed software packages--typically libraries--of the
Free Software Foundation and ot her authors who decide to use it. You
can use it too, but we suggest you first think carefully about whether
this license or the ordinary General Public License is the better
strategy to use in any particul ar case, based on the expl anations bel ow.

When we speak of free software, we are referring to freedom of use
not price. Qur Ceneral Public Licenses are designed to nake sure that
you have the freedomto distribute copies of free software (and charge
for this service if you wish); that you receive source code or can get
it if you want it; that you can change the software and use pi eces of
it in new free prograns; and that you are informed that you can do
t hese thi ngs

To protect your rights, we need to nake restrictions that forbid
distributors to deny you these rights or to ask you to surrender these
rights. These restrictions translate to certain responsibilities for
you if you distribute copies of the library or if you nodify it.

For exanple, if you distribute copies of the |library, whether gratis
or for a fee, you nust give the recipients all the rights that we gave
you. You nust make sure that they, too, receive or can get the source
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code. If you link other code with the library, you nust provide

conpl ete object files to the recipients, so that they can relink them
with the library after making changes to the library and reconpiling
it. And you nmust show them these terns so they know their rights

We protect your rights with a two-step nethod: (1) we copyright the
library, and (2) we offer you this |license, which gives you | ega
permi ssion to copy, distribute and/or nodify the library.

To protect each distributor, we want to make it very clear that
there is no warranty for the free library. Also, if the library is
nmodi fi ed by sonmeone el se and passed on, the recipients should know
that what they have is not the original version, so that the origina
author's reputation will not be affected by problens that m ght be
i ntroduced by others

Finally, software patents pose a constant threat to the existence of
any free program W wish to nmake sure that a conpany cannot
effectively restrict the users of a free program by obtaining a
restrictive license froma patent holder. Therefore, we insist that
any patent |icense obtained for a version of the library nmust be
consistent with the full freedom of use specified in this |icense

Most GNU software, including some |libraries, is covered by the
ordinary GNU General Public License. This |license, the G\NU Lesser
General Public License, applies to certain designated libraries, and
is quite different fromthe ordinary General Public License. W use
this license for certain libraries in order to permt |inking those
libraries into non-free prograns.

When a programis linked with a |library, whether statically or using
a shared library, the combination of the two is legally speaking a
conbi ned work, a derivative of the original library. The ordinary
General Public License therefore permits such linking only if the
entire conmbination fits its criteria of freedom The Lesser Genera
Public License pernmits nore lax criteria for |linking other code with
the library.

W call this license the "Lesser" Ceneral Public License because it
does Less to protect the user's freedomthan the ordi nary Genera
Public License. It also provides other free software devel opers Less
of an advantage over conpeting non-free programs. These di sadvant ages
are the reason we use the ordinary General Public License for many
libraries. However, the Lesser |icense provides advantages in certain
speci al circunstances

For exanple, on rare occasions, there may be a special need to
encourage the wi dest possible use of a certain library, so that it
becones a de-facto standard. To achieve this, non-free prograns
must be allowed to use the library. A nore frequent case is that
a free library does the same job as wi dely used non-free libraries
In this case, there is little to gain by limting the free library
to free software only, so we use the Lesser Ceneral Public License

In other cases, permission to use a particular library in non-free
progranms enabl es a greater nunber of people to use a |arge body of
free software. For exanple, permi ssion to use the GNU C Library in
non-free progranms enabl es many nore people to use the whole GNU
operating system as well as its variant, the GNU Li nux operating
system

Al t hough the Lesser General Public License is Less protective of the
users' freedom it does ensure that the user of a programthat is
linked with the Library has the freedom and the wherewithal to run
that program using a nodified version of the Library.

The precise terns and conditions for copying, distribution and
nmodi fication follow. Pay close attention to the difference between a
"work based on the library" and a "work that uses the library". The
former contains code derived fromthe |ibrary, whereas the latter nust
be conbined with the library in order to run
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GNU LESSER GENERAL PUBLI C LI CENSE
TERVS AND CONDI TI ONS FOR COPYI NG, DI STRI BUTI ON AND MODI FI CATI ON

0. This License Agreenent applies to any software library or other
program whi ch contains a notice placed by the copyright hol der or
ot her authorized party saying it may be distributed under the terns of
this Lesser CGeneral Public License (also called "this License")
Each |icensee is addressed as "you"

A "library" nmeans a collection of software functions and/or data
prepared so as to be conveniently |linked with application prograns
(whi ch use sonme of those functions and data) to form executabl es

The "Library", below, refers to any such software library or work
whi ch has been distributed under these terns. A "work based on the
Li brary" means either the Library or any derivative work under
copyright law that is to say, a work containing the Library or a
portion of it, either verbatimor w th nodifications and/or transl ated
strai ghtforwardly into another |anguage. (Hereinafter, translation is
included without limtation in the term"nodification".)

"Source code" for a work nmeans the preferred formof the work for
maki ng nodi fications to it. For a library, conplete source code neans
all the source code for all nodules it contains, plus any associ at ed
interface definition files, plus the scripts used to contro
conpi lation and installation of the library.

Activities other than copying, distribution and nodification are not
covered by this License; they are outside its scope. The act of
running a programusing the Library is not restricted, and output from
such a programis covered only if its contents constitute a work based
on the Library (independent of the use of the Library in a tool for
witing it). Wether that is true depends on what the Library does
and what the programthat uses the Library does

1. You may copy and distribute verbatimcopies of the Library's
conpl ete source code as you receive it, in any nedium provided that
you conspi cuously and appropriately publish on each copy an
appropriate copyright notice and disclainer of warranty; keep intact
all the notices that refer to this License and to the absence of any
warranty; and distribute a copy of this License along with the
Li brary.

You may charge a fee for the physical act of transferring a copy,
and you may at your option offer warranty protection in exchange for a
fee

2. You may nodify your copy or copies of the Library or any portion
of it, thus formng a work based on the Library, and copy and
di stribute such nodifications or work under the terms of Section 1
above, provided that you al so neet all of these conditions

a) The nodified work nust itself be a software library

b) You nust cause the files nodified to carry promi nent notices
stating that you changed the files and the date of any change

c) You nust cause the whole of the work to be licensed at no
charge to all third parties under the terns of this License

d) If afacility in the nodified Library refers to a function or a
table of data to be supplied by an application programthat uses
the facility, other than as an argunment passed when the facility
is invoked, then you nust make a good faith effort to ensure that,
in the event an application does not supply such function or

table, the facility still operates, and perforns whatever part of
its purpose remains meani ngf ul

(For exanple, a function in a library to conpute square roots has
a purpose that is entirely well-defined i ndependent of the
application. Therefore, Subsection 2d requires that any

appl i cati on-supplied function or table used by this function nust

148



GNU Lesser General Public License Version 2.1, February 1999

be optional: if the application does not supply it, the square
root function nmust still conpute square roots.)
These requirements apply to the nodified work as a whole. |f

identifiable sections of that work are not derived fromthe Library,
and can be reasonably consi dered i ndependent and separate works in
thensel ves, then this License, and its ternms, do not apply to those
sections when you distribute them as separate works. But when you
distribute the same sections as part of a whole which is a work based
on the Library, the distribution of the whole nust be on the terns of
thi s License, whose permi ssions for other |icensees extend to the
entire whole, and thus to each and every part regardl ess of who wote
it.

Thus, it is not the intent of this section to claimrights or contest
your rights to work witten entirely by you; rather, the intent is to
exercise the right to control the distribution of derivative or

col l ective works based on the Library.

In addition, nere aggregation of another work not based on the Library
with the Library (or with a work based on the Library) on a vol une of
a storage or distribution medi um does not bring the other work under
the scope of this License

3. You may opt to apply the ternms of the ordinary GNU General Public
Li cense instead of this License to a given copy of the Library. To do
this, you nust alter all the notices that refer to this License, so
that they refer to the ordinary GNU General Public License, version 2
instead of to this License. (If a newer version than version 2 of the
ordinary GNU General Public License has appeared, then you can specify
that version instead if you wish.) Do not make any other change in
these notices

Once this change is made in a given copy, it is irreversible for
that copy, so the ordinary GNU General Public License applies to al
subsequent copi es and derivative works made fromthat copy.

This option is useful when you wish to copy part of the code of
the Library into a programthat is not a |library.

4. You may copy and distribute the Library (or a portion or
derivative of it, under Section 2) in object code or executable form
under the ternms of Sections 1 and 2 above provi ded that you acconpany
it with the conpl ete correspondi ng machi ne-readabl e source code, which
nmust be distributed under the terms of Sections 1 and 2 above on a
medi um customarily used for software interchange

If distribution of object code is made by offering access to copy
from a designated place, then offering equival ent access to copy the
source code fromthe sane place satisfies the requirement to
distribute the source code, even though third parties are not
conpel l ed to copy the source along with the object code

5. A programthat contains no derivative of any portion of the
Li brary, but is designed to work with the Library by being conpiled or
linked with it, is called a "work that uses the Library". Such a
work, in isolation, is not a derivative work of the Library, and
therefore falls outside the scope of this License

However, linking a "work that uses the Library" with the Library
creates an executable that is a derivative of the Library (because it
contains portions of the Library), rather than a "work that uses the
library". The executable is therefore covered by this License
Section 6 states ternms for distribution of such executabl es

When a "work that uses the Library" uses material froma header file
that is part of the Library, the object code for the work may be a
derivative work of the Library even though the source code is not.
Whether this is true is especially significant if the work can be
linked wi thout the Library, or if the work is itself a library. The
threshold for this to be true is not precisely defined by |aw
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If such an object file uses only nunerical paranmeters, data
structure | ayouts and accessors, and small macros and small inline
functions (ten lines or less in length), then the use of the object
file is unrestricted, regardl ess of whether it is legally a derivative
wor k. ( Execut abl es containing this object code plus portions of the
Library will still fall under Section 6.)

O herwise, if the work is a derivative of the Library, you may
distribute the object code for the work under the terns of Section 6
Any execut abl es containing that work al so fall under Section 6
whet her or not they are linked directly with the Library itself.

6. As an exception to the Sections above, you may al so conbi ne or
link a "work that uses the Library" with the Library to produce a
wor k contai ning portions of the Library, and distribute that work
under terms of your choice, provided that the terns permt
nodi fication of the work for the customer's own use and reverse
engi neering for debuggi ng such nodifications

You must give prominent notice with each copy of the work that the
Library is used in it and that the Library and its use are covered by
this License. You nust supply a copy of this License. |If the work
during execution displays copyright notices, you must include the
copyright notice for the Library anong them as well as a reference
directing the user to the copy of this License. Also, you nust do one
of these things

a) Acconpany the work with the conpl ete correspondi ng
machi ne-r eadabl e source code for the Library including whatever
changes were used in the work (which nmust be distributed under
Sections 1 and 2 above); and, if the work is an executable |inked
with the Library, with the conpl ete machi ne-readabl e "work t hat
uses the Library", as object code and/or source code, so that the
user can nodify the Library and then relink to produce a nodified
execut abl e containing the nodified Library. (It is understood
that the user who changes the contents of definitions files in the
Li brary will not necessarily be able to reconpile the application
to use the nodified definitions.)

b) Use a suitable shared |ibrary mechanismfor linking with the

Li brary. A suitable mechanismis one that (1) uses at run time a
copy of the library already present on the user's conputer system
rather than copying library functions into the executable, and (2)
will operate properly with a nodified version of the library, if
the user installs one, as long as the nodified version is
interface-conpatible with the version that the work was nade with.

c) Acconpany the work with a witten offer, valid for at
| east three years, to give the same user the materials
speci fied in Subsection 6a, above, for a charge no nore
than the cost of performng this distribution

d) If distribution of the work is nade by offering access to copy
from a designated pl ace, offer equival ent access to copy the above
specified materials fromthe sanme pl ace

e) Verify that the user has already received a copy of these
materials or that you have already sent this user a copy.

For an executable, the required formof the "work that uses the
Li brary" must include any data and utility progranms needed for
reproduci ng the executable fromit. However, as a special exception
the materials to be distributed need not include anything that is
normal ly distributed (in either source or binary form with the major
conponents (conpiler, kernel, and so on) of the operating system on
whi ch the executabl e runs, unless that conmponent itself acconpanies
t he execut abl e

It may happen that this requirement contradicts the |icense
restrictions of other proprietary libraries that do not normally
acconpany the operating system Such a contradiction neans you cannot
use both them and the Library together in an executable that you
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distribute.

7. You may place library facilities that are a work based on the
Li brary side-by-side in a single library together with other library
facilities not covered by this License, and distribute such a conbi ned
library, provided that the separate distribution of the work based on
the Library and of the other library facilities is otherw se
pernmitted, and provi ded that you do these two things

a) Acconpany the conbined library with a copy of the sane work
based on the Library, unconmbined with any other |ibrary
facilities. This nust be distributed under the terns of the
Secti ons above

b) G ve prom nent notice with the conbined library of the fact
that part of it is a work based on the Library, and expl ai ning
where to find the acconpanyi ng uncomnbi ned form of the same work.

8. You may not copy, nodify, sublicense, link with, or distribute
the Library except as expressly provided under this License. Any
attenpt otherw se to copy, nodify, sublicense, link with, or

distribute the Library is void, and will automatically term nate your
rights under this License. However, parties who have received copies
or rights, fromyou under this License will not have their |icenses
term nated so long as such parties remain in full conpliance

9. You are not required to accept this License, since you have not
signed it. However, nothing else grants you perm ssion to nodify or
distribute the Library or its derivative works. These actions are
prohibited by law if you do not accept this License. Therefore, by
nmodi fying or distributing the Library (or any work based on the
Li brary), you indicate your acceptance of this License to do so, and
all its terms and conditions for copying, distributing or nodifying
the Library or works based on it.

10. Each tine you redistribute the Library (or any work based on the
Li brary), the recipient automatically receives a license fromthe
original licensor to copy, distribute, link with or nodify the Library
subject to these terms and conditions. You may not inmpose any further
restrictions on the recipients' exercise of the rights granted herein
You are not responsible for enforcing conpliance by third parties with
this License

11. If, as a consequence of a court judgment or allegation of patent
infringement or for any other reason (not limted to patent issues)
condi tions are inposed on you (whether by court order, agreenent or
ot herwi se) that contradict the conditions of this License, they do not
excuse you fromthe conditions of this License. |f you cannot
distribute so as to satisfy simultaneously your obligations under this
Li cense and any other pertinent obligations, then as a consequence you
may not distribute the Library at all. For exanple, if a patent
license would not permt royalty-free redistribution of the Library by
all those who receive copies directly or indirectly through you, then
the only way you could satisfy both it and this License would be to
refrain entirely fromdistribution of the Library

If any portion of this section is held invalid or unenforceabl e under
any particul ar circunstance, the bal ance of the section is intended
to apply, and the section as a whole is intended to apply in other

ci rcumst ances

It is not the purpose of this section to induce you to infringe any
patents or other property right clains or to contest validity of any
such clains; this section has the sol e purpose of protecting the
integrity of the free software distribution systemwhich is

i mpl emented by public |license practices. Mny peopl e have nmade
generous contributions to the wi de range of software distributed
through that systemin reliance on consistent application of that
system it is up to the author/donor to decide if he or she is willing
to distribute software through any other system and a |icensee cannot

i npose that choice

151



GNU Lesser General Public License Version 2.1, February 1999

This section is intended to nake thoroughly clear what is believed to
be a consequence of the rest of this License

12. If the distribution and/or use of the Library is restricted in
certain countries either by patents or by copyrighted interfaces, the
original copyright holder who places the Library under this License
may add an explicit geographical distribution limtation excluding
those countries, so that distribution is pernmitted only in or anpng
countries not thus excluded. |n such case, this License incorporates
the limtation as if witten in the body of this License

13. The Free Software Foundati on may publish revised and/or new
versions of the Lesser CGeneral Public License fromtine to tine
Such new versions will be simlar in spirit to the present version
but may differ in detail to address new probl enms or concerns

Each version is given a distinguishing version nunber. |f the Library
speci fies a version nunber of this License which applies to it and
"any later version", you have the option of follow ng the terns and
conditions either of that version or of any l|later version published by
the Free Software Foundation. |If the Library does not specify a

|i cense version nunber, you may choose any version ever published by
the Free Software Foundation

14. |If you wish to incorporate parts of the Library into other free
progranms whose distribution conditions are inconpatible with these
wite to the author to ask for permssion. For software which is
copyrighted by the Free Software Foundation, wite to the Free
Sof t war e Foundati on; we sonetines make exceptions for this. Qur
decision will be guided by the two goals of preserving the free status
of all derivatives of our free software and of promoting the sharing
and reuse of software generally.

NO WARRANTY

15. BECAUSE THE LI BRARY IS LI CENSED FREE OF CHARGE, THERE IS NO
WARRANTY FOR THE LI BRARY, TO THE EXTENT PERM TTED BY APPLI CABLE LAW
EXCEPT WHEN OTHERW SE STATED I N WRI TI NG THE COPYRI GHT HOLDERS AND/ OR
OTHER PARTI ES PROVI DE THE LI BRARY "AS | S" W THOUT WARRANTY OF ANY
KI'ND, ElI THER EXPRESSED OR | MPLI ED, | NCLUDI NG BUT NOT LIM TED TO, THE
I MPLI ED WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS FOR A PARTI CULAR
PURPCSE. THE ENTI RE RI SK AS TO THE QUALI TY AND PERFORVMANCE OF THE
LIBRARY | S WTH YOU. SHOULD THE LI BRARY PROVE DEFECTI VE, YOU ASSUME
THE COST OF ALL NECESSARY SERVI CI NG REPAI R OR CORRECTI ON

16. I N NO EVENT UNLESS REQUI RED BY APPLI CABLE LAW OR AGREED TO I N
VWRI TI NG WLL ANY COPYRI GHT HOLDER, OR ANY OTHER PARTY WHO MAY MODI FY
AND/ OR REDI STRI BUTE THE LI BRARY AS PERM TTED ABOVE, BE LI ABLE TO YQU
FOR DAVAGES, | NCLUDI NG ANY GENERAL, SPECI AL, | NCI DENTAL OR
CONSEQUENTI AL DAMAGES ARI SI NG OQUT OF THE USE OR INABI LITY TO USE THE
LI BRARY (I NCLUDI NG BUT NOT LIM TED TO LOSS OF DATA OR DATA BEI NG
RENDERED | NACCURATE OR LOSSES SUSTAI NED BY YOU OR THI RD PARTIES OR A
FAI LURE OF THE LI BRARY TO OPERATE W TH ANY OTHER SOFTWARE), EVEN | F
SUCH HOLDER OR OTHER PARTY HAS BEEN ADVI SED OF THE PGSSI Bl LI TY OF SUCH
DAMAGES,

END OF TERVS AND CONDI Tl ONS
How to Apply These Terns to Your New Libraries

If you develop a new library, and you want it to be of the greatest
possi bl e use to the public, we recommend meking it free software that
everyone can redistribute and change. You can do so by permtting
redi stribution under these terns (or, alternatively, under the terns
of the ordinary General Public License)

To apply these terns, attach the follow ng notices to the library.
It is safest to attach themto the start of each source file to nost
ef fectively convey the exclusion of warranty; and each file shoul d
have at |east the "copyright" line and a pointer to where the ful
notice is found
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<one line to give the library's name and a brief idea of what it does.>
Copyright (C <year> <nane of author>

This library is free software; you can redistribute it and/or

modi fy it under the terns of the GNU Lesser General Public

Li cense as published by the Free Software Foundation; either
version 2.1 of the License, or (at your option) any |ater version.

This library is distributed in the hope that it will be useful,
but W THOUT ANY WARRANTY; without even the inplied warranty of
MERCHANTABI LI TY or FI TNESS FOR A PARTI CULAR PURPOSE. See the G\U
Lesser General Public License for nore details.

You shoul d have received a copy of the GNU Lesser General Public

Li cense along with this library; if not, wite to the Free Software
Foundation, Inc., 51 Franklin Street, Fifth Floor, Boston, MA
02110-1301 USA

Al so add i nformati on on how to contact you by el ectronic and paper mail .

You shoul d al so get your enployer (if you work as a programrer) or your
school, if any, to sign a "copyright disclainmer" for the library, if
necessary. Here is a sanple; alter the nanes:

Yoyodyne, Inc., hereby disclains all copyright interest in the
library "Frob' (a library for tweaking knobs) witten by Janes
Random Hacker .

<signature of Ty Coon>, 1 April 1990
Ty Coon, President of Vice

That's all there is to it!

B.3 libevent License

The following software may be included in this product:

i bevent

Copyright (c) 2000-2007 Niels Provos <provos@iti.um ch. edu>
Al rights reserved.

Redi stri bution and use in source and binary forms, with or w thout

nodi fication, are permtted provided that the follow ng conditions

are net:

1. Redistributions of source code nust retain the above copyri ght
notice, this list of conditions and the follow ng disclainer.

2. Redistributions in binary form nust reproduce the above copyri ght
notice, this list of conditions and the follow ng disclainer in the
docunent ati on and/ or other naterials provided with the distribution.

3. The nane of the author may not be used to endorse or pronote products
derived fromthis software wi thout specific prior witten perm ssion.

THI S SOFTWARE | S PROVI DED BY THE AUTHOR ""AS I S'' AND ANY EXPRESS OR

I MPLI ED WARRANTI ES, | NCLUDI NG, BUT NOT LIM TED TO, THE | MPLI ED WARRANTI ES
OF MERCHANTABI LI TY AND FI TNESS FOR A PARTI CULAR PURPCSE ARE DI SCLAI MED.
I'N NO EVENT SHALL THE AUTHOR BE LI ABLE FOR ANY DI RECT, | NDI RECT,

| NCl DENTAL, SPECI AL, EXEMPLARY, OR CONSEQUENTI AL DAMAGES (| NCLUDI NG, BUT
NOT LI M TED TO, PROCUREMENT OF SUBSTI TUTE GOODS OR SERVI CES; LOSS OF USE,
DATA, OR PRCFITS; OR BUSI NESS | NTERRUPTI ON) HOAEVER CAUSED AND ON ANY
THEORY OF LI ABILITY, WHETHER | N CONTRACT, STRICT LIABILITY, OR TORT

(1 NCLUDI NG NEGLI GENCE OR OTHERW SE) ARI SI NG | N ANY WAY QUT OF THE USE OF
TH' S SOFTWARE, EVEN | F ADVI SED OF THE PGSSI Bl LI TY OF SUCH DAMAGE

Parts devel oped by Adam Langl ey
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Based on err.c, which was adapted from OpenBSD |ibc *err*warncode.

Copyright (c) 2005 Ni ck Mat hewson

Copyright (c) 2000 Dug Song

Copyright (c) 1993 The Regents of the University of California.
Al rights reserved.

Redi stri bution and use in source and binary fornms, with or w thout

nodi fication, are permtted provided that the follow ng conditions

are net:

1. Redistributions of source code nust retain the above copyri ght
notice, this list of conditions and the follow ng disclainer.

2. Redistributions in binary form nust reproduce the above copyri ght
notice, this list of conditions and the foll ow ng disclainer in
t he docunentation and/or other materials provided with the
di stribution.

3. Neither the name of the University nor the nanes of its
contributors may be used to endorse or pronote products derived
fromthis software without specific prior witten perm ssion.

TH S SOFTWARE | S PROVI DED BY THE REGENTS AND CONTRI BUTORS "AS | S"
AND ANY EXPRESS OR | MPLI ED WARRANTI ES, | NCLUDI NG, BUT NOT LI M TED
TO, THE | MPLI ED WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS FCOR A
PARTI CULAR PURPOSE ARE DI SCLAI MED. | N NO EVENT SHALL THE REGENTS
OR CONTRI BUTORS BE LI ABLE FOR ANY DI RECT, | NDI RECT, | NCI DENTAL,
SPECI AL, EXEMPLARY, OR CONSEQUENTI AL DAMAGES (| NCLUDI NG, BUT NOT
LIM TED TO PROCUREMENT CF SUBSTI TUTE GOODS OR SERVI CES; LGOSS OF
USE, DATA, OR PROFITS; OR BUSI NESS | NTERRUPTI ON) HOWEVER CAUSED
AND ON ANY THEORY OF LI ABILITY, WHETHER I N CONTRACT, STRICT

LI ABI LI TY, OR TORT (I NCLUDI NG NEGLI GENCE OR OTHERW SE) ARl SI NG
I'N ANY WAY QUT OF THE USE OF THI S SOFTWARE, EVEN | F ADVI SED OF
THE PGSSI BI LI TY OF SUCH DAMAGE.

Copyright (c) 2006 Maxi m Yegorushkin
Al rights reserved.

Redi stri bution and use in source and binary forms, with or w thout

nodi fication, are permtted provided that the follow ng conditions

are net:

1. Redistributions of source code nust retain the above copyri ght
notice, this list of conditions and the follow ng disclainer.

2. Redistributions in binary form nust reproduce the above copyri ght
notice, this list of conditions and the follow ng disclainer in
t he docunentation and/or other materials provided with the
di stribution.

3. The nane of the author may not be used to endorse or pronote
products derived fromthis software without specific prior
witten perm ssion.

TH S SOFTWARE | S PROVI DED BY THE AUTHOR "AS | S' AND ANY EXPRESS

OR | MPLI ED WARRANTI ES, | NCLUDI NG, BUT NOT LIM TED TGO, THE | MPLI ED
WARRANTI ES COF MERCHANTABI LI TY AND FI TNESS FOR A PARTI CULAR PURPCSE
ARE DI SCLAI MED. | N NO EVENT SHALL THE AUTHOR BE LI ABLE FOR ANY

DI RECT, | NDI RECT, | NCI DENTAL, SPECI AL, EXEMPLARY, OR CONSEQUENTI AL
DAVAGES (| NCLUDI NG, BUT NOT LIM TED TO, PROCUREMENT OF SUBSTI TUTE
GOCDS OR SERVI CES; LOSS OF USE, DATA, OR PROFITS; OR BUSI NESS

| NTERRUPTI ON) HOWEVER CAUSED AND ON ANY THEORY OF LI ABILITY, WHETHER
I N CONTRACT, STRICT LIABILITY, OR TORT (I NCLUDI NG NEGLI GENCE OR
OTHERW SE) ARI SI NG | N ANY WAY QUT OF THE USE OF THI S SOFTWARE, EVEN
I F ADVI SED CF THE PGSSI BI LI TY OF SUCH DAMAGE.

Copyri ght 2000-2002 N el s Provos
Copyri ght 2003 M chael A. Davis
Al rights reserved.
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libintl License

Redi stri bution and use in source and binary forms, with or w thout

nodi fication, are permtted provided that the foll ow ng conditions

are net:

1. Redistributions of source code nust retain the above copyri ght
notice, this list of conditions and the follow ng disclainer.

2. Redistributions in binary form nust reproduce the above copyri ght
notice, this list of conditions and the follow ng disclainer in
t he docunentation and/or other materials provided with the
di stribution.

3. The nane of the author may not be used to endorse or pronote
products derived fromthis software without specific prior
witten perm ssion.

TH S SOFTWARE | S PROVI DED BY THE AUTHOR "AS | S" AND ANY EXPRESS

OR | MPLI ED WARRANTI ES, | NCLUDI NG, BUT NOT LIM TED TGO, THE | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS FOR A PARTI CULAR PURPCSE
ARE DI SCLAI MED. | N NO EVENT SHALL THE AUTHOR BE LI ABLE FOR ANY

DI RECT, | NDI RECT, | NCI DENTAL, SPECI AL, EXEMPLARY, OR CONSEQUENTI AL
DAVAGES (| NCLUDI NG, BUT NOT LIM TED TO, PROCUREMENT OF SUBSTI TUTE
GOCDS OR SERVI CES; LOSS OF USE, DATA, OR PROFITS; OR BUSI NESS

| NTERRUPTI ON) HOWEVER CAUSED AND ON ANY THEORY OF LI ABILITY, WHETHER
I N CONTRACT, STRICT LIABILITY, OR TORT (I NCLUDI NG NEGLI GENCE OR
OTHERW SE) ARI SI NG | N ANY WAY QUT OF THE USE OF THI S SOFTWARE, EVEN
I F ADVI SED CF THE PGSSI BI LI TY OF SUCH DAMAGE.

B.4 libintl License

The following software may be included in this product:

libintl

Copyright (C) 1994 X Consortium

Perm ssion is hereby granted, free of charge, to any person obtaining a copy of
this software and associ ated docunentation files (the "Software"), to deal in
the Software without restriction, including without limtation the rights to
use, copy, nodify, nerge, publish, distribute, sublicense, and/or sell copies of
the Software, and to permit persons to whomthe Software is furnished to do so,
subj ect to the foll ow ng conditions:

The above copyright notice and this perm ssion notice shall be included in all
copi es or substantial portions of the Software.

THE SOFTWARE | S PROVIDED "AS | S, W THOUT WARRANTY OF ANY KI ND, EXPRESS OR

I MPLI ED, | NCLUDI NG BUT NOT LI M TED TO THE WARRANTI ES OF MERCHANTABI LI TY, FI TNESS
FOR A PARTI CULAR PURPOSE AND NONI NFRI NGEMENT. | N NO EVENT SHALL THE X CONSORTI UM
BE LI ABLE FOR ANY CLAIM DAMAGES OR OTHER LI ABI LI TY, WHETHER I N AN ACTI ON OF
CONTRACT, TORT OR OTHERW SE, ARI SI NG FROM OUT OF OR | N CONNECTI ON W TH THE
SOFTWARE OR THE USE OR OTHER DEALI NGS | N THE SOFTWARE.

Except as contained in this notice, the nane of the X Consortium shall not be
used in advertising or otherwise to pronote the sale, use or other dealings in
this Software without prior witten authorization fromthe X Consortium

FSF changes to this file are in the public donain.

Copyri ght 1996-2007 Free Software Foundation, |Inc. Taken from G\U |ibtool, 2001
Oiginally by Gordon Matzigkeit <gord@nu.ai.nt.edu> 1996

This file is free software; the Free Software Foundati on gives unlimted

permi ssion to copy and/or distribute it, with or without nodifications, as |ong
as this notice is preserved.

You are receiving a copy of the libintl library. The terms of the Oracle |icense
do NOT apply to the libintl library; it is |licensed under the follow ng |icense,

separately fromthe Oracle prograns you receive. |f you do not wish to install
this program you nay create an "exclude" file and run tar with the X option.
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LPeg Library License

This component is licensed under Section B.2, “GNU Lesser General Public License Version 2.1,
February 1999”.

B.5 LPeg Library License

The following software may be included in this product:

LPeg
Use of any of this software is governed by the terns of the |icense bel ow
Copyright © 2008 Lua.org, PUC Rio.

Perm ssion is hereby granted, free of charge, to any person obtaining a copy of
this software and associ ated docunentation files (the "Software"), to deal in
the Software without restriction, including without limtation the rights to
use, copy, nodify, nmerge, publish, distribute, sublicense, and/or sell copies of
the Software, and to permit persons to whomthe Software is furnished to do so,
subject to the follow ng conditions:

The above copyright notice and this perm ssion notice shall be included in all
copi es or substantial portions of the Software.

THE SOFTWARE | S PROVIDED "AS |S", W THOUT WARRANTY OF ANY KI ND, EXPRESS COR

I MPLI ED, | NCLUDI NG BUT NOT LI M TED TO THE WARRANTI ES OF MERCHANTABI LI TY, FI TNESS
FOR A PARTI CULAR PURPOCSE AND NONI NFRI NGEMENT. | N NO EVENT SHALL THE AUTHORS CR
COPYRI GAT HOLDERS BE LI ABLE FOR ANY CLAIM DAMAGES OR OTHER LI ABI LI TY, WHETHER
IN AN ACTI ON OF CONTRACT, TORT OR OTHERW SE, ARI SI NG FROM OUT CF OR I N

CONNECTI ON W TH THE SOFTWARE OR THE USE OR OTHER DEALI NGS | N THE SCOFTWARE.

B.6 Lua (liblua) License

The following software may be included in this product:

Lua (libl ua)
Copyright © 1994-2008 Lua.org, PUC Rio.

Perm ssion is hereby granted, free of charge, to any person obtai ni ng
a copy of this software and associ ated docunentation files (the
"Software"), to deal in the Software wi thout restriction, including
without limtation the rights to use, copy, nodify, nerge, publish,
distribute, sublicense, and/or sell copies of the Software, and to
permit persons to whomthe Software is furnished to do so, subject

to the foll owing conditions:

The above copyright notice and this perm ssion notice shall be
included in all copies or substantial portions of the Software.

THE SOFTWARE |S PROVIDED "AS | S", W THOUT WARRANTY OF ANY KI ND,
EXPRESS OR | MPLI ED, | NCLUDI NG BUT NOT LIM TED TO THE WARRANTI ES
OF MERCHANTABI LI TY, FI TNESS FOR A PARTI CULAR PURPOSE AND

NONI NFRI NGEMENT. | N NO EVENT SHALL THE AUTHORS OR COPYRI GHT
HOLDERS BE LI ABLE FOR ANY CLAIM DAMAGES OR OTHER LI ABI LI TY,
VWHETHER | N AN ACTI ON OF CONTRACT, TORT OR OTHERW SE, ARI SI NG
FROM OUT OF OR I N CONNECTI ON W TH THE SOFTWARE OR THE USE OR
OTHER DEALI NGS | N THE SOFTWARE.

B.7 LuaFileSystem Library License

The following software may be included in this product:

LuaFi | eSyst em

Copyright © 2003 Kepl er Project.
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PCRE License

Perm ssion is hereby granted, free of charge, to any person obtai ni ng
a copy of this software and associ ated docunentation files (the
"Software"), to deal in the Software w thout restriction, including
without limtation the rights to use, copy, nodify, nerge, publish,
distribute, sublicense, and/or sell copies of the Software, and to
pernmit persons to whomthe Software is furnished to do so, subject

to the followi ng conditions:

The above copyright notice and this perm ssion notice shall be
included in all copies or substantial portions of the Software.

THE SOFTWARE | S PROVIDED "AS | S", WTHOUT WARRANTY CF ANY KI ND,
EXPRESS OR | MPLI ED, | NCLUDI NG BUT NOT LI M TED TO THE WARRANTI ES OF
MERCHANTABI LI TY, FI TNESS FOR A PARTI CULAR PURPCSE AND NONI NFRI NGEMENT.
I'N NO EVENT SHALL THE AUTHORS CR COPYRI GHT HOLDERS BE LI ABLE FOR

ANY CLAIM DAMAGES OR OTHER LI ABILITY, WHETHER I N AN ACTI ON OF
CONTRACT, TORT OR OTHERW SE, ARI SI NG FROM OUT OF OR | N CONNECTI ON

W TH THE SOFTWARE OR THE USE OR OTHER DEALI NGS | N THE SCFTWARE.

B.8 PCRE License

The following software may be included in this product:

PCRE (Perl Compatible Regular Expressions) Library

PCRE LI CENCE

PCRE is a library of functions to support regular expressions
whose syntax and senmantics are as cl ose as possible to those
of the Perl 5 |anguage.

Rel ease 7 of PCRE is distributed under the terns of the "BSD'
I'i cence, as specified bel ow. The docunentation for PCRE,
supplied in the "doc" directory, is distributed under the sane
terms as the software itself.

The basic library functions are witten in C and are
freestanding. Also included in the distribution is a set
of C++ w apper functions.

THE BASI C LI BRARY FUNCTI ONS

Witten by: Philip Hazel
Emai| |ocal part: phl0
Emai | domai n: cam ac. uk

Uni versity of Canbridge Conputing Service,
Canbri dge, England. Phone: +44 1223 334714.

Copyright (c) 1997-2006 University of Canbridge
Al rights reserved.

THE C++ WRAPPER FUNCTI ONS

Contri buted by: Googl e | nc.

Copyright (c) 2006, Google Inc.
Al rights reserved.

THE "BSD' LI CENCE

Redi stri bution and use in source and binary fornmns,
with or without nodification, are permtted provi ded
that the follow ng conditions are net:

* Redistributions of source code nust retain the above
copyright notice, this list of conditions and the
foll owi ng disclaimner.
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* Redistributions in binary form nmust reproduce the
above copyright notice, this list of conditions and
the follow ng disclainer in the docunmentation and/ or
other materials provided with the distribution.

* Neither the nanme of the University of Canbridge nor
the nane of Google Inc. nor the nanmes of their contributors
may be used to endorse or pronote products derived from
this software without specific prior witten permni ssion.

TH S SOFTWARE | S PROVI DED BY THE COPYRI GHT HOLDERS AND

CONTRI BUTCORS "AS |'S" AND ANY EXPRESS OR | MPLI ED WARRANTI ES,

I NCLUDI NG, BUT NOT LIMTED TO, THE | MPLI ED WARRANTI ES OF

MERCHANTABI LI TY AND FI TNESS FOR A PARTI CULAR PURPGCSE ARE

DI SCLAI MED. | N NO EVENT SHALL THE COPYRI GHT OANER OR CONTRI BUTCRS

BE LI ABLE FOR ANY DI RECT, | NDI RECT, | NCI DENTAL, SPECI AL, EXEMPLARY,
OR CONSEQUENTI AL DAMAGES (| NCLUDI NG, BUT NOT LIM TED TO, PROCUREMENT
COF SUBSTI TUTE GOODS OR SERVI CES; LOSS COF USE, DATA, OR PRCFITS;

OR BUSI NESS | NTERRUPTI ON) HOWEVER CAUSED AND ON ANY THEORY OF

LI ABI LI TY, WHETHER | N CONTRACT, STRICT LIABILITY, OR TORT (| NCLUDI NG
NEGLI GENCE OR OTHERW SE) ARI SING I N ANY WAY OUT OF THE USE OF

TH S SOFTWARE, EVEN | F ADVI SED OF THE PGSSI Bl LI TY OF SUCH DAMAGE.

End

B.9 SHA-1in C License

The following software may be included in this product:

SHA-1inC

SHA-1 in C
By Steve Reid <steve@dmweb. conr>
100% Publ i ¢ Donai n
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This appendix provides tables of configuration attributes, grouped according to their process type or
by the section of the MySQL Cluster configuration file in which they appear. This information is current
for MySQL Cluster NDB 7.3. For information regarding MySQL Cluster NDB 7.2 and earlier versions
of MySQL Cluster, see Configuration of MySQL Cluster, and Configuration of MySQL Cluster NDB
6.1-7.1.

Each table provides the following information:

» Name: The name of the attribute. The name of the attribute is linked to the attribute's full description
in the online MySQL Cluster documentation.

» Type/Units: The data type or unit by which the attribute is measured.

* Range: The default value of the attribute if not set by the user, and the minimum and maximum
values which can be set for the attribute.

» Restart Type: The type of restart required for a change in value in this attribute to be applied in a
running MySQL Cluster. The restart type is indicated in this column by an N for a node restart, or an
S for a system restart. Data node attributes: The presence of an | in this column indicates that a data
node must be restarted using the - - i ni ti al option for a change to take effect.

Attributes having restart type N can be changed using a rolling restart of the cluster, and thus can

be changed at any time, even if the cluster is running. Changing an attribute whose restart type is S
requires a complete shutdown of all cluster nodes, followed by a restart of the nodes once all of them
have been stopped. Currently, such attributes can be set only before starting a cluster for the first
time.

C.1 Management Node Configuration Parameters

Table C.1 Management Node Configuration Parameters

Type or Units

Default Value

In
Parameter Name Minimum/ Restart Version ...

Maximum Type (and later)
or Permitted
Values

milliseconds

0
ArbitrationDel ay 0/ N NDB 7.3.0

4294967039
(OXFFFFFEFF)

0-2
Ar bi trati onRank 1 N NDB 7.3.0
0/2
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http://dev.mysql.com/doc/refman/5.5/en/mysql-cluster-configuration.html
http://dev.mysql.com/doc/refman/5.1/en/mysql-cluster-configuration.html
http://dev.mysql.com/doc/refman/5.1/en/mysql-cluster-configuration.html
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-arbitrationdelay
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-arbitrationrank

Management Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

Dat aDi r

path

NDB 7.3.0

Execut eOnConput er

name

[none]

NDB 7.3.0

Hear t beat | nt er val Mgndgnd

milliseconds

1500

100/
4294967039
(OXFFFFFEFF)

NDB 7.3.3

Heart beat ThreadPriority

string

[none]

NDB 7.3.0

Host Nane

name or IP
address

[none]

NDB 7.3.0

unsigned

[none]

1/255

NDB 7.3.0

LogDesti nati on

{CONSOLE|
SYSLOGIFILE}

[see text]

NDB 7.3.0

MaxNoCOf SavedEvent s

unsigned

100

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Nodel d

unsigned

[none]

1/255

NDB 7.3.0

Por t Nunber

unsigned

1186

0/64K

NDB 7.3.0

Por t Nunber St at s

unsigned

[none]

NDB 7.3.0



http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-datadir
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-executeoncomputer
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-heartbeatintervalmgmdmgmd
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-heartbeatthreadpriority
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-hostname
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-id
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-logdestination
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-nodeid
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-portnumber
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-portnumberstats

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

0/64K

Tot al SendBuf f er Menory

bytes

0

256K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

wan

boolean

false

true, false

NDB 7.3.0

C.2 Data Node Configuration Parameters

Table C.2 Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

Arbitration

enumeration

Default

Default,
Disabled,
WaitExternal

NDB 7.3.0

ArbitrationTi neout

milliseconds

7500

10/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

BackupDat aBuf f er Si ze

bytes

16M

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

BackupDat aDi r

path

FileSystemPath

NDB 7.3.0

BackupDi skW it eSpeedPct

percent

50

0/90

NDB 7.4.8

BackupLogBuf fer Si ze

bytes

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-totalsendbuffermemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-mgm-definition.html#ndbparam-mgmd-wan
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-arbitration
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-arbitrationtimeout
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-backupdatabuffersize
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-backupdatadir
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-backupdiskwritespeedpct
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-backuplogbuffersize

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

16M

0/
4294967039
(OXFFFFFEFF)

BackupMaxWiteSi ze

bytes

M

2K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

BackupMenory

bytes

32M

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

BackupReport Fr equency

seconds

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

BackupWiteSi ze

bytes

256K

2K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Bat chSi zePer Local Scan

integer

256

1/992

NDB 7.3.0

Bui | dl ndexThr eads

numeric

0

0/128

NDB 7.3.0

Conpr essedBackup

boolean

false

true, false

NDB 7.3.0

Conpr essedLCP

boolean

false

true, false

NDB 7.3.0

Connect Checkl nt er val Del ay

milliseconds

0

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-backupmaxwritesize
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-backupmemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-backupreportfrequency
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-backupwritesize
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-batchsizeperlocalscan
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-buildindexthreads
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-compressedbackup
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-compressedlcp
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-connectcheckintervaldelay

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

0/
4294967039
(OXFFFFFEFF)

CrashOnCor rupt edTupl e

boolean

true

true, false

NDB 7.3.0

Dat aDi r

path

NDB 7.3.0

Dat aMenory

bytes

80M

1M/ 1024G

NDB 7.3.0

Def aul t HashMapSi ze

LDM threads

3840

0/3840

NDB 7.3.0

Di ct Trace

bytes

undefined

0/100

NDB 7.3.0

Di skCheckpoi nt Speed

bytes

10M

M/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Di skCheckpoi nt Speedl nRest art

bytes

100M

M/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Di skl OThr eadPool

threads

2

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Di skl ess

true|false (1]|0)

false

true, false

NDB 7.3.0

Di skPageBufferEntries

32K pages

10

1/1000

NDB 7.4.3
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-datadir
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-datamemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-defaulthashmapsize
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-dicttrace
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-diskcheckpointspeed
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-diskcheckpointspeedinrestart
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-diskiothreadpool
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-diskless
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-diskpagebufferentries

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

Di skPageBuf f er Menory

bytes

64M

4M /1T

NDB 7.3.0

Di skSyncSi ze

bytes

4M

32K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Execut eOnConput er

name

[none]

NDB 7.3.0

Ext raSendBuf f er Menory

bytes

0

0/32G

NDB 7.3.0

Fi | eSyst enPat h

path

DataDir

NDB 7.3.0

Fi | eSyst enPat hDat aFi | es

filename

[see text]

NDB 7.3.0

Fi | eSyst enPat hDD

filename

FileSystemPath

NDB 7.3.0

Fi | eSyst enPat hUndoFi | es

filename

[see text]

NDB 7.3.0

Fragnment LogFi | eSi ze

bytes

16M

4M /1 1G

NDB 7.3.0

Hear t beat | nt er val DbApi

milliseconds

1500

100 /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Hear t beat | nt er val DbDb

milliseconds

5000

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-disksyncsize
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-executeoncomputer
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-extrasendbuffermemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-filesystempath
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-filesystempathdatafiles
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-filesystempathdd
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-filesystempathundofiles
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-fragmentlogfilesize
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-heartbeatintervaldbapi
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-heartbeatintervaldbdb

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

10/
4294967039
(OXFFFFFEFF)

Hear t beat Or der

numeric

0

0 /65535

NDB 7.3.0

Host Nane

name or IP
address

localhost

NDB 7.3.0

unsigned

[none]

1/48

NDB 7.3.0

| ndexMenory

bytes

18M

IM/1T

NDB 7.3.0

| ndexSt at Aut oCr eat e

boolean

false

false, true

NDB 7.3.0

I ndexSt at Aut oUpdat e

boolean

false

false, true

NDB 7.3.0

| ndexSt at SaveScal e

percentage

100

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

| ndexSt at SaveSi ze

bytes

32768

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

I ndexSt at Tri gger Pct

percentage

100

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

I ndexSt at Tri gger Scal e

percentage

100

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-heartbeatorder
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-hostname
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-id
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-indexmemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-indexstatautocreate
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-indexstatautoupdate
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-indexstatsavescale
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-indexstatsavesize
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-indexstattriggerpct
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-indexstattriggerscale

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

0/
4294967039
(OXFFFFFEFF)

I ndex St at Updat eDel ay

seconds

60

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

I ni t Fragnent LogFi | es

[see values]

SPARSE

SPARSE,
FULL

NDB 7.3.0

Initial LogFileG oup

string

[see text]

NDB 7.3.0

Initial NoOf OpenFil es

files

27

20/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

I nitial Tabl espace

string

[see text]

NDB 7.3.0

Lat eAl | oc

numeric

1

0/1

NDB 7.3.0

LcpScanPr ogr essTi meout

second

60

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.3

LockExecut eThr eadToCPU

CPUID

64K

0/64K

NDB 7.3.0

LockMai nt Thr eadsToCPU

CPUID

[none]

0/64K

NDB 7.3.0

LockPages| nMai nMenory

numeric

0

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-initfragmentlogfiles
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-initiallogfilegroup
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-initialnoofopenfiles
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-initialtablespace
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-latealloc
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-lcpscanprogresstimeout
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-lockexecutethreadtocpu
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-lockmaintthreadstocpu
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-lockpagesinmainmemory

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

0/2

LogLevel Checkpoi nt

log level

0

0/15

NDB 7.3.0

LogLevel Congesti on

levelr

0

0/15

NDB 7.3.0

LogLevel Connecti on

integer

0

0/15

NDB 7.3.0

LogLevel Error

integer

0

0/15

NDB 7.3.0

LogLevel I nfo

integer

0

0/15

NDB 7.3.0

LogLevel NodeRest art

integer

0

0/15

NDB 7.3.0

LogLevel Shut down

integer

0

0/15

NDB 7.3.0

LogLevel Startup

integer

1

0/15

NDB 7.3.0

LoglLevel Statistic

integer

0

0/15

NDB 7.3.0

LongMessageBuf f er

bytes

64M

512K /
4294967039
(OXFFFFFEFF)

NDB 7.3.5

MaxAl | ocat e

unsigned

32M

1M/ 1G

NDB 7.3.0

MaxBuf f er edEpochs

epochs

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-loglevelcheckpoint
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-loglevelcongestion
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-loglevelconnection
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-loglevelerror
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-loglevelinfo
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-loglevelnoderestart
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-loglevelshutdown
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-loglevelstartup
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-loglevelstatistic
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-longmessagebuffer
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxallocate
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxbufferedepochs

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

100

0 /100000

MaxBuf f er edEpochByt es

bytes

26214400

26214400
(0x01900000) /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxDi skW it eSpeed

numeric

20M

1M /1024G

NDB 7.4.1

MaxDi skW it eSpeedO her NodeRest ar t

numeric

50M

1M/ 1024G

NDB 7.4.1

MaxDi skW it eSpeedOwnRest art

numeric

200M

1M/ 1024G

NDB 7.4.1

MaxDMLQper at i onsPer Tr ansacti on

operations
(DML)

4294967295

32/
4294967295

NDB 7.3.0

MaxLCPSt ar t Del ay

seconds

0

0/600

NDB 7.3.0

MaxNoCf At tri but es

integer

1000

32/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoOf Concur r ent | ndexQper ati ons

integer

8K

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCOf Concur r ent Qper ati ons

integer

32K

32/
4294967039
(OXFFFFFEFF)

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxdiskwritespeed
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxdiskwritespeedothernoderestart
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxdiskwritespeedownrestart
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxdmloperationspertransaction
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxlcpstartdelay
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnoofattributes
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnoofconcurrentindexoperations
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnoofconcurrentoperations

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

MaxNoCOf Concur r ent Scans

integer

256

2 /500

NDB 7.3.0

MaxNoCf Concur r ent SubOper ati ons

unsigned

256

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCf Concur rent Tr ansact i ons

integer

4096

32/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCOF Fi redTri ggers

integer

4000

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCf Local Oper ati ons

integer

UNDEFINED

32/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCf Local Scans

integer

[see text]

32/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCf OpenFi | es

unsigned

0

20/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCOf Or der edl ndexes

integer

128

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCOf SavedMessages

integer

25

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnoofconcurrenttransactions
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnooffiredtriggers
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnooflocaloperations
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnooflocalscans
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnoofopenfiles
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnooforderedindexes
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxnoofsavedmessages

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

0/
4294967039
(OXFFFFFEFF)

MaxNoCOf Subscri bers

unsigned

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCOf Subscri pti ons

unsigned

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoCf Tabl es

integer

128

81720320

NDB 7.3.0

MaxNoCOF Tri gger s

integer

768

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxNoOF Uni queHashl ndexes

integer

64

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxPar al | el Copyl nst ances

integer

0

0/64

NDB 7.4.3

MaxPar al | el ScansPer Fr agnent

bytes

256

1/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MaxStart Fai |l Retries

unsigned

3

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

MenReport Frequency

unsigned

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxparallelcopyinstances
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxparallelscansperfragment
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-maxstartfailretries
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Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

0

0/
4294967039
(OXFFFFFEFF)

M nDi skW i t eSpeed

numeric

10M

1M /1024G

NDB 7.4.1

M nFr eePct

unsigned

5

0/100

NDB 7.3.0

NodeG oup

[none]

0/65536

NDB 7.3.0

Nodel d

unsigned

[none]

1/48

NDB 7.3.0

NoCOf Fr agnent LogFi | es

integer

16

3/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

NoOX Repl i cas

integer

2

1/4

NDB 7.3.0

Numa

boolean

1

NDB 7.3.0

ODi rect

boolean

false

true, false

NDB 7.3.0

Real ti neSchedul er

boolean

false

true, false

NDB 7.3.0

RedoBuf f er

bytes

32M

M/
4294967039
(OXFFFFFEFF)

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-minfreepct
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-nodegroup
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-nodeid
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-nooffragmentlogfiles
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-noofreplicas
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-numa
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-odirect
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-realtimescheduler
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-redobuffer

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

RedoOver Conmi t Count er

numeric

3

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

RedoOver Conmi t Li mi t

seconds

20

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Reser vedSendBuf f er Menory

bytes

256K

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Restart OnErrorl nsert

error code

2

0/4

NDB 7.3.0

Schedul er Execut i onTi ner

usec

50

0/11000

NDB 7.3.0

Schedul er Spi nTi ner

usec

0

0/500

NDB 7.3.0

Ser ver Port

unsigned

[none]

1/64K

NDB 7.3.0

Shar edd obal Menory

bytes

128M

0/64T

NDB 7.3.0

Start Fai | RetryDel ay

unsigned

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

St art Fai | ur eTi neout

milliseconds

0

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-redoovercommitlimit
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-restartonerrorinsert
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-schedulerexecutiontimer
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-schedulerspintimer
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-serverport
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-sharedglobalmemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-startfailretrydelay
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-startfailuretimeout

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

0/
4294967039
(OXFFFFFEFF)

St ar t NoNodeG oupTi neout

milliseconds

15000

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

StartPartial Ti neout

milliseconds

30000

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

StartPartitionedTi neout

milliseconds

60000

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

St art upSt at usRepor t Frequency

seconds

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

St opOnError

boolean

1

0,1

NDB 7.3.0

StringMenory

% or bytes

25

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

TcpBi nd_I NADDR_ANY

boolean

false

true, false

NDB 7.3.0

Ti neBet weenEpochs

milliseconds

100

0 /32000

NDB 7.3.0

Ti meBet weenEpochsTi neout

milliseconds

0

0 /256000

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-stringmemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-tcpbind_inaddr_any
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-timebetweenepochs
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-timebetweenepochstimeout

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

Ti

meBet weend obal Checkpoi nts

milliseconds

2000

20 /32000

NDB 7.3.0

Ti

meBet weend obal Checkpoi nt sTi neout

milliseconds

120000

10/
4294967039
(OXFFFFFEFF)

NDB 7.3.9

Ti nreBet weenl nacti veTr ansacti onAbort Check

milliseconds

1000

1000/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Ti

meBet weenLocal Checkpoi nts

number of 4-
byte words,
as a base-2
logarithm

20

0/31

NDB 7.3.0

Ti

meBet weenWat chDogCheck

milliseconds

6000

70/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Ti

nmeBet weenWat chDogCheckl ni ti al

milliseconds

6000

70/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Tot al SendBuf f er Menory

bytes

0

256K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Transacti onBuf f er Menory

bytes

M

1K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Transact i onDeadl ockDet ecti onTi meout

milliseconds

1200

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-timebetweenlocalcheckpoints
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-timebetweenwatchdogcheck
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-timebetweenwatchdogcheckinitial
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-totalsendbuffermemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-transactionbuffermemory
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-transactiondeadlockdetectiontimeout

Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

50 /
4294967039
(OXFFFFFEFF)

Transactionl nacti veTi neout

milliseconds

[see text]

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

TwoPassl ni ti al NodeRest art Copy

boolean

false

true, false

NDB 7.3.0

UndoDat aBuf f er

unsigned

16M

M/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Undol ndexBuf f er

unsigned

2M

M/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Table C.3 Multi-Threaded Data Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

MaxNoCf Execut i onThr eads

integer

2

2/72

NDB 7.3.3

NoOf Fr agnent LogPart s

numeric

4

4, 8,12, 16,
24, 32

NDB 7.3.3

ThreadConfi g

string

NDB 7.3.0

175



http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-transactioninactivetimeout
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-twopassinitialnoderestartcopy
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-undodatabuffer
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbmtd-threadconfig

API Node Configuration Parameters

C.3 API Node Configuration Parameters
Table C.4 SQL Node / API Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

ArbitrationDel ay

milliseconds

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Ar bi trati onRank

0-2

0

0/2

NDB 7.3.0

Aut oReconnect

boolean

false

true, false

NDB 7.3.0

Bat chByt eSi ze

bytes

16K

1024/ 1M

NDB 7.3.0

Bat chSi ze

records

256

1/992

NDB 7.3.0

Connect Backof f MaxTi ne

integer

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.4.2

Connect i onMap

string

[none]

NDB 7.3.0

Def aul t HashMapSi ze

buckets

3840

0/3840

NDB 7.3.0

Def aul t Oper ati onRedoPr obl enAct i on

enumeration

QUEUE

ABORT,
QUEUE

NDB 7.3.0

Event LogBuf fer Si ze

bytes

8192

0/64K

NDB 7.3.0

Execut eOnConput er

name

NDB 7.3.0
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http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-api-definition.html#ndbparam-api-defaultoperationredoproblemaction
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-ndbd-definition.html#ndbparam-ndbd-eventlogbuffersize
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-api-definition.html#ndbparam-api-executeoncomputer

API Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

[none]

Ext raSendBuf f er Menory

bytes

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Heart beat ThreadPriority

string

[none]

NDB 7.3.0

Host Nane

name or IP
address

[none]

NDB 7.3.0

unsigned

[none]

1/255

NDB 7.3.0

MaxScanBat chSi ze

bytes

256K

32K/ 16M

NDB 7.3.0

Nodel d

unsigned

[none]

1/255

NDB 7.3.0

St ar t Connect Backof f MaxTi ne

integer

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.4.2

Tot al SendBuf f er Menory

bytes

0

256K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

wan

boolean

false

true, false

NDB 7.3.0
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Other Node Configuration Parameters

C.4 Other Node Configuration Parameters

Table C.5 Computer Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

Host Nane

name or IP
address

[none]

NDB 7.3.0

Id

string

[none]

NDB 7.3.0

Table C.6 TCP Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

Checksum

boolean

false

true, false

NDB 7.3.0

G oup

unsigned

55

0/200

NDB 7.3.0

Nodel d1

numeric

[none]

NDB 7.3.0

Nodel d2

numeric

[none]

NDB 7.3.0

Nodel dSer ver

numeric

[none]

NDB 7.3.0

Over| oadLi m t

bytes

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Por t Nunber

unsigned

[none]

NDB 7.3.0
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Other Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

0/64K

Pr oxy

string

[none]

NDB 7.3.0

Recei veBuf f er Menory

bytes

2M

16K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

SendBuf f er Menory

unsigned

2M

256K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

SendSi gnal 1 d

boolean

[see text]

true, false

NDB 7.3.0

TCP_MAXSEG S| ZE

unsigned

0

0/2G

NDB 7.3.0

TCP_RCV_BUF_SI ZE

unsigned

0

0/2G

NDB 7.3.1

TCP_SND BUF_SI ZE

unsigned

0

0/2G

NDB 7.3.1

TcpBi nd_I NADDR_ANY

boolean

false

true, false

NDB 7.3.0

Table C.7 Shared Memory Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

Checksum

boolean

true

NDB 7.3.0
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Other Node Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

true, false

G oup

unsigned

35

0/200

NDB 7.3.0

Nodel d1

numeric

[none]

NDB 7.3.0

Nodel d2

numeric

[none]

NDB 7.3.0

Nodel dSer ver

numeric

[none]

NDB 7.3.0

Over | oadLi m t

bytes

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Por t Nunber

unsigned

[none]

0/64K

NDB 7.3.0

SendSi gnal I d

boolean

false

true, false

NDB 7.3.0

ShnKey

unsigned

[none]

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Shnsti ze

bytes

M

64K /
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Si gnum

unsigned

[none]

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0
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Other Node Configuration Parameters

Table C.8 SCI Configuration Parameters

Parameter Name

Type or Units

Default Value

Minimum/
Maximum
or Permitted
Values

Restart
Type

In
Version ...
(and later)

Checksum

boolean

false

true, false

NDB 7.3.0

G oup

unsigned

15

0/200

NDB 7.3.0

Host 1Sci | dO

unsigned

[none]

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Host 1Sci | d1

unsigned

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Host 2Sci |1 dO

unsigned

[none]

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Host 2Sci | d1

unsigned

0

0/
4294967039
(OXFFFFFEFF)

NDB 7.3.0

Nodel d1

numeric

[none]

NDB 7.3.0

Nodel d2

numeric

[none]

NDB 7.3.0

Nodel dSer ver

numeric

[none]

NDB 7.3.0

Over| oadLi m t

bytes

0

NDB 7.3.0
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Parameter Name

Type or Units

Default Value

Minimum/ Restart

Maximum Type
or Permitted
Values

In
Version ...
(and later)

0/
4294967039
(OXFFFFFEFF)

Por t Nunber

unsigned

[none] S

0/64K

NDB 7.3.0

SendLi m t

unsigned

8K N

128/ 32K

NDB 7.3.0

SendSi gnal I d

boolean

true N

true, false

NDB 7.3.0

Shar edBuf fer Si ze

unsigned

10M

64K / N
4294967039
(OXFFFFFEFF)

NDB 7.3.0

C.5 MySQL Server Option and Variable Reference for MySQL

Cluster

Table C.9 MySQL Server Options and Variables for MySQL Cluster: MySQL Cluster NDB 7.3-7.4

Option or Variable Name

Command Line

System Variable

Status Variable

Option File Scope Dynamic
Notes
Com show ndb_st at us
No No Yes
No Both No
DESCRIPTION: Count of SHOW NDB STATUS statements
create_ol d_tenporals
Yes Yes No
Yes Global No

Handl er _di scover

DESCRIPTION: Use pre-5.6.4 storage format for temporal types when creating tables. Intended for
use in replication and upgrades/downgrades between NDB 7.2 and NDB 7.3/7.4.

No

No

Yes

No

Both

No

DESCRIPTION: Number of times that tables have been discovered
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

have_ ndbcl ust er

No Yes No

No Global No

DESCRIPTION: Whether mysqgld supports NDB Cluster tables (set by --ndbcluster option)
ndb- bat ch- si ze

Yes Yes No

Yes Global No

DESCRIPTION: Size (in bytes) to use for NDB transaction batches
ndb- bl ob-r ead- bat ch- byt es

Yes Yes No

Yes Both Yes

DESCRIPTION: Specifies size in bytes that large BLOB reads should be batched into. 0 = no limit.
ndb- bl ob-wri t e- bat ch- byt es

Yes Yes No

Yes Both Yes

DESCRIPTION: Specifies size in bytes that large BLOB writes should be batched into. 0 = no limit.
ndb- cl ust er - connect i on- pool

Yes Yes Yes

Yes Global No

DESCRIPTION: Number of connections to the cluster used by MySQL
ndb- connect string

Yes No No

Yes No

DESCRIPTION: Point to the management server that distributes the cluster configuration
ndb- def erred- constraints

Yes Yes No

Yes Both Yes

DESCRIPTION: Specifies that constraint checks on unique indexes (where these are supported)
should be deferred until commit time. Not normally needed or used; for testing purposes only.

ndb-di stri bution

Yes Yes No

Yes Global Yes

DESCRIPTION: Default distribution for new tables in NDBCLUSTER (KEYHASH or LINHASH,
default is KEYHASH)

ndb- | og- appl y- st at us

Yes Yes No

Yes Global No
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

DESCRIPTION: Cause a MySQL server acting as a slave to log mysqgl.ndb_apply_status updates
received from its immediate master in its own binary log, using its own server ID. Effective only if the
server is started with the --ndbcluster option.

ndb- | og- enpt y- epochs

Yes Yes No

Yes Global Yes

DESCRIPTION: When enabled, causes epochs in which there were no changes to be written to the
ndb_apply_status and ndb_binlog_index tables, even when --log-slave-updates is enabled.

ndb- | og- excl usi ve-reads

Yes Yes No

Yes Both Yes

DESCRIPTION: Log primary key reads with exclusive locks; allow conflict resolution based on read
conflicts.

ndb-1 og-orig

Yes Yes No

Yes Global No

DESCRIPTION: Log originating server id and epoch in mysgl.ndb_binlog_index table.
ndb- | og-transaction-id

Yes Yes No

Yes Global No

DESCRIPTION: Write NDB transaction IDs in the binary log. Requires --log-bin-v1-events=OFF.
ndb- | og-update-as-wite

Yes Yes No
Yes Global Yes
DESCRIPTION: Toggles logging of updates on the master between updates (OFF) and writes (ON)
ndb- ngnd- host
Yes No No
Yes No
DESCRIPTION: Set the host (and port, if desired) for connecting to management server
ndb- nodei d
Yes No Yes
Yes Global No

DESCRIPTION: MySQL Cluster node ID for this MySQL server
ndb-recv-thread-activation-threshol d

Yes No No

Yes No

DESCRIPTION: Activation threshold when receive thread takes over the polling of the cluster
connection (measured in concurrently active threads)

ndb-recv-t hr ead- cpu- mask
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Option or Variable Name

Command Line

System Variable

Status Variable

Option File Scope Dynamic
Notes

Yes No No

Yes No

DESCRIPTION: CPU mask for locking receiver threads to specific CPUs; specified as hexadecimal.

See documentation for details.

ndb-transi d- nysql - connecti on- map

Yes

No

No

No

No

DESCRIPTION: Enable or disable the ndb_transid_mysql_connection_map plugin; that is, enable or

disable the INFORMATION_SCH

EMA table having that name.
ndb- wai t - connect ed

Yes

Yes

No

Yes

Global

No

DESCRIPTION: Time (in seconds) for the MySQL server to wait for connection to cluster
management and data nodes before accepting MySQL client connections.

ndb-wai t - set up

Yes Yes No
Yes Global No
DESCRIPTION: Time (in seconds) for the MySQL server to wait for NDB engine setup to complete.
Ndb_api _bytes_recei ved_count
No No Yes
No Global No
DESCRIPTION: Amount of data (in bytes) received from the data nodes by this MySQL Server (SQL
node).
Ndb_api _bytes_recei ved_count _sessi on
No No Yes
No Session No
DESCRIPTION: Amount of data (in bytes) received from the data nodes in this client session.
Ndb_api _bytes_recei ved_count _sl ave
No No Yes
No Global No
DESCRIPTION: Amount of data (in bytes) received from the data nodes by this slave.
Ndb_api _bytes_sent count

No No Yes
No Global No
DESCRIPTION: Amount of data (in bytes) sent to the data nodes by this MySQL Server (SQL node).

Ndb_api _bytes_sent count _session
No No Yes
No Session No
DESCRIPTION: Amount of data (in bytes) sent to the data nodes in this client session.
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Option or Variable Name

Command Line

System Variable

Status Variable

Option File Scope Dynamic
Notes
Ndb_api _bytes_sent _count _sl ave
No No Yes
No Global No
DESCRIPTION: Amount of data (in bytes) sent to the data nodes by this slave.
Ndb_api _event _bytes_count

No No Yes
No Global No
DESCRIPTION: Number of bytes of events received by this MySQL Server (SQL node).

Ndb_api _event _bytes_count _i nj ect or
No No Yes
No Global No
DESCRIPTION: Number of bytes of events received by the NDB binary log injector thread.

Ndb_api _event _dat a_count

No No Yes
No Global No
DESCRIPTION: Number of row change events received by this MySQL Server (SQL node).

Ndb_api _event data_count i njector
No No Yes
No Global No
DESCRIPTION: Number of row change events received by the NDB binary log injector thread.

Ndb_api _event nondat a_count
No No Yes
No Global No
DESCRIPTION: Number of events received, other than row change events, by this MySQL Server
(SQL node).
Ndb_api _event nondat a_count i nj ector

No No Yes
No Global No
DESCRIPTION: Number of events received, other than row change events, by the NDB binary log

injector thread.

Ndb_api _pk_op_count

No No Yes
No Global No
DESCRIPTION: Number of operations based on or using primary keys by this MySQL Server (SQL
node).
Ndb_api _pk_op_count session
No No Yes
No Session No
DESCRIPTION: Number of operations based on or using primary keys in this client session.
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Option or Variable Name

Command Line

System Variable

Status Variable

Option File Scope Dynamic
Notes
Ndb_api _pk_op_count _sl ave
No No Yes
No Global No
DESCRIPTION: Number of operations based on or using primary keys by this slave.
Ndb_api _pruned_scan_count
No No Yes
No Global No
DESCRIPTION: Number of scans that have been pruned to a single partition by this MySQL Server
(SQL node).
Ndb_api _pruned_scan_count _sessi on
No No Yes
No Session No
DESCRIPTION: Number of scans that have been pruned to a single partition in this client session.
Ndb_api _pruned_scan_count _sl ave
No No Yes
No Global No
DESCRIPTION: Number of scans that have been pruned to a single partition by this slave.
Ndb_api _range_scan_count
No No Yes
No Global No
DESCRIPTION: Number of range scans that have been started by this MySQL Server (SQL node).
Ndb_api _range_scan_count _sessi on
No No Yes
No Session No
DESCRIPTION: Number of range scans that have been started in this client session.
Ndb_api _range_scan_count _sl ave
No No Yes
No Global No
DESCRIPTION: Number of range scans that have been started by this slave.
Ndb_api _read_row _count
No No Yes
No Global No
DESCRIPTION: Total number of rows that have been read by this MySQL Server (SQL node).
Ndb_api _read _row count session
No No Yes
No Session No
DESCRIPTION: Total number of rows that have been read in this client session.

Ndb_api _read_row count _sl ave
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

No No Yes

No Global No

DESCRIPTION: Total number of rows that have been read by this slave.
Ndb_api _scan_bat ch_count

No No Yes

No Global No

DESCRIPTION: Number of batches of rows received by this MySQL Server (SQL node).
Ndb_api _scan_bat ch_count _sessi on

No No Yes

No Session No

DESCRIPTION: Number of batches of rows received in this client session.
Ndb_api _scan_bat ch_count _sl ave

No No Yes

No Global No

DESCRIPTION: Number of batches of rows received by this slave.
Ndb_api _t abl e_scan_count

No No Yes

No Global No

DESCRIPTION: Number of table scans that have been started, including scans of internal tables, by
this MySQL Server (SQL node).

Ndb_api _t abl e_scan_count _sessi on

No No Yes

No Session No

DESCRIPTION: Number of table scans that have been started, including scans of internal tables, in
this client session.

Ndb_api _tabl e_scan_count _sl ave

No No Yes

No Global No

DESCRIPTION: Number of table scans that have been started, including scans of internal tables, by
this slave.

Ndb_api trans_abort count

No No Yes

No Global No

DESCRIPTION: Number of transactions aborted by this MySQL Server (SQL node).
Ndb_api trans_abort count_session

No No Yes

No Session No

DESCRIPTION: Number of transactions aborted in this client session.
Ndb_api _trans_abort _count sl ave

188



http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#statvar_Ndb_api_scan_batch_count
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#statvar_Ndb_api_scan_batch_count_session
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#statvar_Ndb_api_scan_batch_count_slave
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#statvar_Ndb_api_table_scan_count
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#statvar_Ndb_api_table_scan_count_session
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#statvar_Ndb_api_table_scan_count_slave
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#statvar_Ndb_api_trans_abort_count
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#statvar_Ndb_api_trans_abort_count_session
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#statvar_Ndb_api_trans_abort_count_slave

MySQL Server Option and Variable Reference for MySQL Cluster

Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

No No Yes

No Global No

DESCRIPTION: Number of transactions aborted by this slave.
Ndb_api _trans_cl ose_count

No No Yes

No Global No

DESCRIPTION: Number of transactions aborted (may be greater than the sum of
TransCommitCount and TransAbortCount) by this MySQL Server (SQL node).

Ndb_api _trans_cl ose_count _sessi on

No No Yes

No Session No

DESCRIPTION: Number of transactions aborted (may be greater than the sum of
TransCommitCount and TransAbortCount) in this client session.

Ndb_api _trans_cl ose_count _sl ave

No No Yes

No Global No

DESCRIPTION: Number of transactions aborted (may be greater than the sum of
TransCommitCount and TransAbortCount) by this slave.

Ndb_api _trans_conmit _count

No No Yes

No Global No

DESCRIPTION: Number of transactions committed by this MySQL Server (SQL node).
Ndb_api _trans_conmt _count _sessi on

No No Yes

No Session No

DESCRIPTION: Number of transactions committed in this client session.
Ndb_api _trans_conmm t _count _sl ave

No No Yes

No Global No

DESCRIPTION: Number of transactions committed by this slave.
Ndb_api trans_I| ocal read_row count

No No Yes

No Global No

DESCRIPTION: Total number of rows that have been read by this MySQL Server (SQL node).
Ndb_api _trans_| ocal read_row count_sessi on

No No Yes

No Session No

DESCRIPTION: Total number of rows that have been read in this client session.
Ndb_api _trans_| ocal read _row count_sl ave
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes
No No Yes
No Global No
DESCRIPTION: Total number of rows that have been read by this slave.
Ndb_api trans_start_count

No No Yes
No Global No
DESCRIPTION: Number of transactions started by this MySQL Server (SQL node).

Ndb_api _trans_start_count_session
No No Yes
No Session No
DESCRIPTION: Number of transactions started in this client session.

Ndb_api _trans_start_count _sl ave
No No Yes
No Global No
DESCRIPTION: Number of transactions started by this slave.
Ndb_api _uk_op_count
No No Yes
No Global No
DESCRIPTION: Number of operations based on or using unique keys by this MySQL Server (SQL
node).
Ndb_api _uk_op_count _sessi on
No No Yes
No Session No
DESCRIPTION: Number of operations based on or using unique keys in this client session.
Ndb_api _uk_op_count _sl ave

No No Yes
No Global No
DESCRIPTION: Number of operations based on or using unique keys by this slave.

Ndb_api _wait_exec_conpl et e_count
No No Yes
No Global No
DESCRIPTION: Number of times thread has been blocked while waiting for execution of an

operation to complete by this MySQL Server (SQL node).

Ndb_api _wait _exec_conpl et e_count _sessi on

No No Yes
No Session No
DESCRIPTION: Number of times thread has been blocked while waiting for execution of an

operation to complete in this client session.

Ndb_api _wait_exec_conpl et e_count _sl ave
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

No No Yes

No Global No

DESCRIPTION: Number of times thread has been blocked while waiting for execution of an
operation to complete by this slave.

Ndb_api _wait_neta request_count

No No Yes

No Global No

DESCRIPTION: Number of times thread has been blocked waiting for a metadata-based signal by
this MySQL Server (SQL node).

Ndb_api _wait_neta_request_count_session

No No Yes

No Session No

DESCRIPTION: Number of times thread has been blocked waiting for a metadata-based signal in
this client session.

Ndb_api _wait_neta_request_count_sl ave

No No Yes

No Global No

DESCRIPTION: Number of times thread has been blocked waiting for a metadata-based signal by
this slave.

Ndb_api _wai t _nanos_count

No No Yes

No Global No

DESCRIPTION: Total time (in nanoseconds) spent waiting for some type of signal from the data
nodes by this MySQL Server (SQL node).

Ndb_api _wai t _nanos_count _sessi on

No No Yes

No Session No

DESCRIPTION: Total time (in nanoseconds) spent waiting for some type of signal from the data
nodes in this client session.

Ndb_api _wai t _nanos_count _sl ave

No No Yes

No Global No

DESCRIPTION: Total time (in nanoseconds) spent waiting for some type of signal from the data
nodes by this slave.

Ndb_api _wait_scan_result_count

No No Yes

No Global No

DESCRIPTION: Number of times thread has been blocked while waiting for a scan-based signal by
this MySQL Server (SQL node).

Ndb_api _wait_scan_result_count _session
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

No No Yes

No Session No

DESCRIPTION: Number of times thread has been blocked while waiting for a scan-based signal in
this client session.

Ndb_api _wait_scan_result_count_sl ave

No No Yes

No Global No

DESCRIPTION: Number of times thread has been blocked while waiting for a scan-based signal by
this slave.

ndb_aut oi ncrement _prefetch_sz

Yes Yes No

Yes Both Yes

DESCRIPTION: NDB auto-increment prefetch size
ndb_cache_check_tinme

Yes Yes No

Yes Global Yes

DESCRIPTION: Number of milliseconds between checks of cluster SQL nodes made by the MySQL
query cache

ndb_cl ear _apply_status

Yes Yes No

No Global Yes

DESCRIPTION: Causes RESET SLAVE to clear all rows from the ndb_apply_status table. ON by
default.

Ndb_cl uster_node_id

No No Yes

No Both No

DESCRIPTION: If the server is acting as a MySQL Cluster node, then the value of this variable its
node ID in the cluster

Ndb_confi g_from host

No No Yes

No Both No

DESCRIPTION: The host name or IP address of the Cluster management server. Formerly
Ndb_connected_host

Ndb_config from port

No No Yes

No Both No

DESCRIPTION: The port for connecting to Cluster management server. Formerly
Ndb_connected_port

Ndb_conflict_fn_epoch

No No Yes
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

No Global No

DESCRIPTION: Number of rows that have been found in conflict by the NDB$EPOCH() conflict
detection function

Ndb_conflict_fn_epoch2

No No Yes

No Global No

DESCRIPTION: Number of rows that have been found in conflict by the NDBSEPOCH2() conflict
detection function

Ndb_conflict_fn_epoch2_trans

No No Yes

No Global No

DESCRIPTION: Number of rows that have been found in conflict by the NDB$SEPOCH2_TRANS()
conflict detection function

Ndb_conflict_fn_epoch_trans

No No Yes

No Global No

DESCRIPTION: Number of rows that have been found in conflict by the NDB$SEPOCH_TRANS()
conflict detection function

Ndb_conflict _f n_nmax

No No Yes

No Global No

DESCRIPTION: If the server is part of a MySQL Cluster involved in cluster replication, the value of
this variable indicates the number of times that conflict resolution based on "greater timestamp wins"
has been applied

Ndb_conflict_fn_max_del _wn

No No Yes

No Global No

DESCRIPTION: Number of times that conflict resolution based on outcome of NDB
$MAX_DELETE_WIN() has been applied.

Ndb _conflict _fn_old

No No Yes

No Global No

DESCRIPTION: If the server is part of a MySQL Cluster involved in cluster replication, the value of
this variable indicates the number of times that "same timestamp wins" conflict resolution has been
applied

Ndb_conflict_|ast_conflict_epoch

No Yes No

No Global No

DESCRIPTION: Most recent NDB epoch on this slave in which a conflict was detected.
Ndb_conflict _| ast _stabl e_epoch
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes
No No Yes
No Global No
DESCRIPTION: Number of rows found to be in conflict by a transactional conflict function
Ndb_conflict _reflected op di scard_count
No No Yes
No Global No
DESCRIPTION: Number of reflected operations that were not applied due an error during execution.
Ndb_conflict_refl ected_op_prepare_count
No No Yes
No Global No
DESCRIPTION: Number of reflected operations received that have been prepared for execution.
Ndb_conflict_refresh_op_count
No No Yes
No Global No
DESCRIPTION: Number of refresh operations that have been prepared.
Ndb _conflict _trans_conflict_comrt_ count
No No Yes
No Global No
DESCRIPTION: Number of epoch transactions committed after requiring transactional conflict
handling.
Ndb_conflict _trans_detect iter_count
No No Yes
No Global No

DESCRIPTION: Number of internal iterations required to commit an epoch transaction. Should be

(slightly) greater than or equal to Ndb_conflict_trans_conflict_commit_count.

Ndb_conflict _trans_reject_count

No

No

Yes

No

Global

No

DESCRIPTION: Number of transactions rejected after being found in conflict by a transactional

conflict function.

Ndb_conflict _trans_row conflict_count

No

No

Yes

No

Global

No

DESCRIPTION: Number of rows found in conflict by a transactional conflict function. Includes any

rows included in or dependent on conflicting transactions.

Ndb_conflict _trans_row reject_count

No

No

Yes

No

Global

No
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Option or Variable Name

Command Line

System Variable

Status Variable

Option File

Scope

Dynamic

Notes

DESCRIPTION: Total number of rows realigned after being found in conflict by a transactional
conflict function. Includes Ndb_conflict_trans_row_conflict_count and any rows included in or
dependent on conflicting transactions.

ndb_deferred _constraints

Yes

Yes

No

Yes

Both

Yes

DESCRIPTION: Specifies that constraint checks should be deferred (where these are supported).
Not normally needed or used; for testing purposes only.

ndb_di stribution

Yes

Yes

No

Yes

Global

Yes

DESCRIPTION: Default distribution for new tables in NDBCLUSTER (KEYHASH or LINHASH,

default is KEYHASH)

Ndb_conflict_del ete_del et e_count

No No Yes
No Global No
DESCRIPTION: Number of delete-delete conflicts detected (delete operation is applied, but row does
not exist)
ndb_event buffer_free percent
Yes Yes No
Yes Global Yes

DESCRIPTION: Percentage of free memory that should be available in event buffer before
resumption of buffering, after reaching limit set by ndb_eventbuffer_max_alloc.

ndb_event buffer nmax_al | oc

Yes

Yes

No

Yes

Global

Yes

DESCRIPTION: Maximum memory that can be allocated for buffering events by the NDB API.

Defaults to 0 (no limit).

Ndb_execut e_count

No

No

Yes

No

Global

No

DESCRIPTION: Provides the number of round trips to the NDB kernel made by operations

ndb_extra_l oggi ng

Yes

Yes

No

Yes

Global

Yes

DESCRIPTION: Controls logging of MySQL Cluster schema, connection, and data distribution events

in the MySQL error log

ndb_force_send

Yes

Yes

No

Yes

Both

Yes
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Option or Variable Name

Command Line

System Variable

Status Variable

Option File

Scope

Dynamic

Notes

DESCRIPTION: Forces sending of buffers to NDB immediately, without waiting for other threads

ndb_i ndex_stat cache _entries

Yes Yes No
Yes Both Yes
DESCRIPTION: Sets the granularity of the statistics by determining the number of starting and
ending keys

ndb_i ndex_stat_enabl e
Yes Yes No
Yes Both Yes
DESCRIPTION: Use NDB index statistics in query optimization

ndb_i ndex_stat_option
Yes Yes No
Yes Both Yes

DESCRIPTION: Comma-separated list of tunable options for NDB index statistics; the list should

contain no spaces

ndb_i ndex_stat update freq

Yes

Yes

No

Yes

Both

Yes

DESCRIPTION: How often to query data nodes instead of the statistics cache

ndb_j oi n_pushdown

No Yes No
No Both Yes
DESCRIPTION: Enables pushing down of joins to data nodes

ndb_| og_appl y_stat us
Yes Yes No
Yes Global No

DESCRIPTION: Whether or not a MySQL server acting as a slave logs mysql.ndb_apply_status
updates received from its immediate master in its own binary log, using its own server ID.

ndb_| og_bin

Yes

Yes

No

No

Both

Yes

DESCRIPTION: Write updates to NDB tables in the binary log. Effective only if binary logging is

enabled with --log-bin.

ndb_| og_bi nl og_i ndex

Yes

Yes

No

No

Global

Yes

DESCRIPTION: Insert mapping between epochs and binary log positions into the ndb_binlog_index

table. Defaults to ON. Effective only if binary logging is enabled on the server.

ndb_| og_enpty_epochs

196



http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#sysvar_ndb_index_stat_cache_entries
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#sysvar_ndb_index_stat_enable
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#sysvar_ndb_index_stat_option
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#sysvar_ndb_index_stat_update_freq
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#sysvar_ndb_join_pushdown
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#sysvar_ndb_log_apply_status
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#sysvar_ndb_log_bin
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#sysvar_ndb_log_binlog_index
http://dev.mysql.com/doc/refman/5.6/en/mysql-cluster-options-variables.html#sysvar_ndb_log_empty_epochs

MySQL Server Option and Variable Reference for MySQL Cluster

Option or Variable Name

Command Line

System Variable

Status Variable

Option File Scope Dynamic
Notes

Yes Yes No

Yes Global Yes

DESCRIPTION: When enabled, epochs in which there were no changes are written to the
ndb_apply_status and ndb_binlog_index tables, even when log_slave updates is enabled.

ndb_| og_excl usi ve_r eads

Yes Yes No
Yes Both Yes
DESCRIPTION: Log primary key reads with exclusive locks; allow conflict resolution based on read
conflicts.
ndb_l og_orig
Yes Yes No
Yes Global No

DESCRIPTION: Whether the id and epoch of the originating server are recorded in the
mysqgl.ndb_binlog_index table. Set using the --ndb-log-orig option when starting mysqld.

ndb_| og_transaction_id

No

Yes

No

No

Global

No

DESCRIPTION: Whether NDB transaction IDs are written into the binary log. (Read-only.)

ndb_| og_updat ed_only

Yes Yes No

Yes Global Yes

DESCRIPTION: Log complete rows (ON) or updates only (OFF)
Ndb_nunber of dat a_nodes

No No Yes

No Global No

DESCRIPTION: If the server is part of a MySQL Cluster, the value of this variable is the number of

data nodes in the cluster

ndb_opti m zati on_del ay

No

Yes

No

No

Global

Yes

DESCRIPTION: Sets the number of milliseconds to wait between processing sets of rows by
OPTIMIZE TABLE on NDB tables.

ndb_opti m zed node_sel ecti on

Yes

Yes

No

Yes

Global

No

DESCRIPTION: Determines how an SQL node chooses a cluster data node to use as transaction

coordinator

Ndb_pruned_scan_count

No

No

Yes

No

Global

No
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

DESCRIPTION: Number of scans executed by NDB since the cluster was last started where partition
pruning could be used

Ndb_pushed_queri es_defi ned

No No Yes

No Global No

DESCRIPTION: Number of joins that API nodes have attempted to push down to the data nodes
Ndb_pushed_queri es_dropped

No No Yes

No Global No

DESCRIPTION: Number of joins that API nodes have tried to push down, but failed
Ndb_pushed_queri es_execut ed

No No Yes

No Global No

DESCRIPTION: Number of joins successfully pushed down and executed on the data nodes
Ndb_pushed_r eads

No No Yes

No Global No

DESCRIPTION: Number of reads executed on the data nodes by pushed-down joins
ndb_recv_t hread_activation_t hreshol d

No No No

No No

DESCRIPTION: Activation threshold when receive thread takes over the polling of the cluster
connection (measured in concurrently active threads)

ndb_recv_t hread_cpu_nask

No Yes No

No Global Yes

DESCRIPTION: CPU mask for locking receiver threads to specific CPUs; specified as hexadecimal.
See documentation for details.

ndb_report _thresh_binlog epoch_slip

Yes No No

Yes No

DESCRIPTION: This is a threshold on the number of epochs to be behind before reporting binary log
status

ndb_report _thresh_bi nl og_nem usage

Yes No No

Yes No

DESCRIPTION: This is a threshold on the percentage of free memory remaining before reporting
binary log status

Ndb_scan_count
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

No No Yes

No Global No

DESCRIPTION: The total number of scans executed by NDB since the cluster was last started
ndb_show forei gn_key nock_tabl es

Yes Yes No

Yes Global Yes

DESCRIPTION: Show the mock tables used to support foreign_key checks=0.
ndb_sl ave conflict _role

Yes Yes No

Yes Global Yes

DESCRIPTION: Role for slave to play in conflict detection and resolution. Value is one of PRIMARY,
SECONDARY, PASS, or NONE (default). Can be changed only when slave SQL thread is stopped.
See documentation for further information.

Ndb_sl ave_max_repl i cat ed_epoch

No Yes No

No Global No

DESCRIPTION: The most recently committed NDB epoch on this slave. When this value is greater
than or equal to Ndb_conflict_last_conflict_epoch, no conflicts have yet been detected.

ndb_t abl e_no_I oggi ng

No Yes No

No Session Yes

DESCRIPTION: NDB tables created when this setting is enabled are not checkpointed to disk
(although table schema files are created). The setting in effect when the table is created with or
altered to use NDBCLUSTER persists for the lifetime of the table.

ndb_t abl e_t enporary

No Yes No

No Session Yes

DESCRIPTION: NDB tables are not persistent on disk: no schema files are created and the tables
are not logged

ndb_use_exact _count

No Yes No

No Both Yes

DESCRIPTION: Use exact row count when planning queries
ndb_use_transacti ons

Yes Yes No

Yes Both Yes

DESCRIPTION: Forces NDB to use a count of records during SELECT COUNT(*) query planning to
speed up this type of query

ndb_version

No Yes No
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Option or Variable Name

Command Line System Variable Status Variable
Option File Scope Dynamic
Notes

No Global No

DESCRIPTION: Shows build and NDB engine version as an integer.
ndb_version_string

No Yes No

No Global No

DESCRIPTION: Shows build information including NDB engine version in ndb-x.y.z format.
ndbcl ust er

Yes No No

Yes No

DESCRIPTION: Enable NDB Cluster (if this version of MySQL supports it)

Disabled by - - ski p- ndbcl ust er
ndbi nf o_dat abase

No Yes No

No Global No

DESCRIPTION: The name used for the NDB information database; read only.
ndbi nf o_max_byt es

Yes Yes No

No Both Yes

DESCRIPTION: Used for debugging only.
ndbi nf o_max_r ows

Yes Yes No

No Both Yes

DESCRIPTION: Used for debugging only.
ndbi nfo_of fline

No Yes No

No Global Yes

DESCRIPTION: Put the ndbinfo database into offline mode, in which no rows are returned from
tables or views.

ndbi nf o_show_hi dden

Yes Yes No

No Both Yes

DESCRIPTION: Whether to show ndbinfo internal base tables in the mysql client. The default is OFF.
ndbi nfo_t abl e_prefix

Yes Yes No

No Both Yes

DESCRIPTION: The prefix to use for naming ndbinfo internal base tables
ndbi nf o_ver si on

No Yes No
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MySQL Server Option and Variable Reference for MySQL Cluster

Option or Variable Name

Command Line

System Variable

Status Variable

Option File Scope Dynamic

Notes

No Global No

DESCRIPTION: The version of the ndbinfo engine; read only.
server-id-bits

Yes Yes No

Yes Global No

DESCRIPTION: Sets the number of least significant bits in the server_id actually used for identifying
the server, permitting NDB API applications to store application data in the most significant bits.
server_id must be less than 2 to the power of this value.

server _id bits

Yes

Yes

No

Yes

Global

No

DESCRIPTION: The effective value of server_id if the server was started with the --server-id-bits

option set to a nondefault value.

sl ave_al | ow_bat chi ng

Yes Yes No
Yes Global Yes
DESCRIPTION: Turns update batching on and off for a replication slave

transaction_al | ow_bat chi ng

No

Yes

No

No

Session

Yes

DESCRIPTION: Allows batching of statements within a transaction. Disable AUTOCOMMIT to use.
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defined, 2, 2
distribution, 5, 6
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starting, 31
starting (Linux), 31
starting (Windows), 32
stopping (Linux), 32
stopping (Windows), 34
agent-uuid option
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summary table, 159
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background option
limitations, 141
backgrounding of commands, 141
backup
commands, 132
backup agents command, 136
backup cluster command, 133
shapshotend option, 133
shapshotstart option, 133
waitcompleted option, 133
waitstarted option, 133
backup images, 133

backup option (show status command), 95

backup status, 95

backupid option (abort backup), 133
backupid option (restore cluster), 134

backups
creating, 58, 133, 136
removing, 133
basedir option
mcmd, 25

basedir option (add package command), 84

bootstrap option
mcmd, 25

C

change log-level command, 77
change process command, 127

limitations, 139

changing data node processes, 127
client

commands in, 63
defined, 2, 3

executing scripts with, 71
importing, 39

mysq| client commands in, 71
starting, 34

client commands, 63

abort backup, 132
add hosts, 76

add package, 83, 86
add process, 124
backup, 132

backup agents, 136
backup cluster, 133
case-sensitivity in, 65
change log-level, 77
change process, 127
cluster, 87

collect logs, 78
command-specific, 70
configuration, 100
create cluster, 88
create site, 79

delete cluster, 91
delete package, 85
delete site, 80

get, 102

help, 75

identifiers in, 65
import cluster, 137
import config, 137
importing clusters, 137
information, 69

list backups, 134

list clusters, 92

list hosts, 81

list nextnodeids, 92
list processes, 130
list sites, 80

online help, 69
options, 64, 67, 68
package, 83
process, 124
remove hosts, 76
remove process, 131
reset, 111

restart cluster, 93
restore, 132

restore cluster, 134
results returned by, 67
rotate log, 78

set, 118

show settings, 81
show status, 93
show warning, 82




site, 75
start cluster, 96
start process, 130
status, 94
stop agents, 82
stop cluster, 98
stop process, 131
syntax, 63
upgrade cluster, 98
version, 82
cluster
defined, 1
cluster backups
aborting, 132
creating, 54
listing, 134
restoring, 54
restoring from, 134
cluster option (show status command), 94
cluster processes
adding, 125
cluster status, 94
clusters
creating, 37, 37, 88
creating for import, 89
importing, 137, 137
listing, 92
removing, 91
restarting, 93
starting, 96
stopping, 98
upgrading, 98
collect logs command, 78
command status, 94
common terms, 1
concurrent client sessions unsupported, 139
configuration
derivation of attributes, 100
configuration attributes, 100
defined, 2
for TCP connections, 122
getting, 102
how determined by MySQL Cluster Manager, 101
levels applying, 101
mandatory, 102
read-only, 102
resetting, 111
setting, 118
configuration commands, 100
configuration data
importing, 137
configuration file, 18
configuration parameters (see configuration attributes)
configuration variables (see configuration attributes)
connecting to agent
with mcem client, 35
with mysql client, 35
create cluster command, 88

--import option, 89

assignment of node IDs in, 89
create site command, 79

hosts option, 79

D

daemon option
mcmd, 25
defaults-file option
mcmd, 25
delete cluster command, 91
delete package command, 85
delete site command, 80
deployment (example), 3
disable-indexes option (restore cluster), 135
disable-metadata option (restore cluster), 135

E

epoch option (restore cluster), 135
event-threads option

mcmd, 25
exclude-databases option (restore cluster), 135
exclude-intermediate-sql-tables option (restore cluster),
135
exclude-missing-columns option (restore cluster), 135
exclude-missing-tables option (restore cluster), 135
exclude-tables option (restore cluster), 135

G

get command, 102
filtering output, 107
include-defaults option, 105
with multiple attributes, 108

H

help command, 75
help for commands, 70
help option, 70
mcmd, 26
help-all option
mcmd, 26
help-manager option
mcmd, 27
hosts
defined, 1
hosts option (create site), 79

identifiers, 65
case-sensitivity, 65
spaces in, 66

import cluster command, 137

import config command, 137

importing clusters
creating for import, 89
example, 40
limitations, 141
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include-databases option (restore cluster), 135 defined, 1

include-defaults option (get command), 105 management sites
include-tables option (restore cluster), 135 adding hosts, 76
initial option (start cluster), 97 creating, 79
installation, 5 deleting, 80
IPv6 listing, 80
and hostnames (Windows), 139 listing hosts, 81
removing hosts, 76
K manager-directory option
keepalive option memd, 28 ;
memd. 27 manager-password option
mcmd, 29
L manager-port option
: mcmd, 29
license keys manager-username option
and operating platform, 139 mcmd, 29
license keys (obsolete), 6 max-open-files option
limitations, 139 mcmd, 29
background option, 141 mcm client
backup, 141, 141 and mysq| client, 34
change process command, 139 mcmd, 31
client, 140, 140, 140, 140 agent-uuid option, 24
cluster imports, 141 basedir option, 25
concurrent usage, 139 bootstrap option, 25
IPv6, 139 daemon option, 25
license keys, 139 defaults-file option, 25
MySQL server variables, 140, 140 event-threads option, 25
MySQL user variables, 140 help option, 26
operating systems, 139 help-all option, 26
relating to MySQL Server, 139 help-manager option, 27
replication, 140 keepalive option, 27
restarts, 141 log-backtrace-on-crash option, 27
syntax, 141 log-file option, 27
Windows, 139 log-level option, 28
list backups command, 134 log-use-syslog option, 28
list clusters command, 92 manager-directory option, 28
list commands command, 69 manager-password option, 29
list hosts command, 81 manager-port option, 29
list nextnodeids command, 92 manager-username option, 29
list processes command, 130 max-open-files option, 29
list sites command, 80 pid-file option, 30
log-backtrace-on-crash option plugin-dir option, 30
m'cmd, 27 plugins option, 30
log-file option verbose-shutdown option, 30
mcmd, 2? version option, 30
log-level option xcom-port option, 31
mcmd, 28 ' mcmd.exe, 32
log-use-syslog option multiple client sessions, 139
m.cmd, 28 mysq|l client commands, 71
logging mysgl-cluster-manager (OBSOLETE, see mcmd), 31
configuring, 77 mysqld options, 140
logs
obtaining, 78 N
rotating, 78

ndb_mgm (MySQL Cluster command-line client)
using with MySQL Cluster Manager, 124

no-binlog option (restore cluster), 136

M no-restore-disk-objects option (restore cluster), 136

management site node IDs

lossy-conversions option (restore cluster), 136
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and create cluster command, 89
listing, 92

O

obtaining MySQL Cluster Manager, 5
operation option (show status command), 94

P

packages
defined, 1
listing, 83, 86
registering, 83
removing, 85
parallelism option (restore cluster), 136
pid-file option
mcmd, 30
plugin-dir option
mcmd, 30
plugins option
mcmd, 30
privilege-tables option (restore cluster), 136
process option (show status command), 95
process status, 95
processes
changing, 127
commands, 124
defined, 1
listing, 130
removing, 131
starting, 130
status, 95
stopping, 131
progress-frequency option (restore cluster), 136

R

ReceiveBufferMemory, 117, 122
remove hosts command, 76
remove process command, 131
replication, 140
setup, 60
reset command, 111
and attribute name, 112
and TCP connections, 117
order of operands, 115
process level, 113
scope, 112
restart cluster command, 93
restore (from backup)
commands, 132
restore cluster command, 134
backupid option, 134
disable-indexes option, 135
disable-metadata option, 135
epoch option, 135
exclude-databases option, 135
exclude-intermediate-sql-tables option, 135
exclude-missing-columns option, 135

exclude-missing-tables option, 135
exclude-tables option, 135
include-databases option, 135
include-tables option, 135
lossy-conversions option, 136
no-binlog option, 136
no-restore-disk-objects option, 136
parallelism option, 136
privilege-tables option, 136
progress-frequency option, 136
rewrite-database option, 136
skip-broken-objects option, 136
skip-nodeid option, 136
skip-table-check option, 136
skip-unknown-objects option, 136

rewrite-database option (restore cluster), 136

rolling restarts, 141

rotate log command, 78

S

scripts (MySQL Cluster Manager client), 71
SendBufferMemory, 117, 122
set command, 118
and TCP connection attributes, 122
instance level, 119
paths used with (Windows), 121
scope, 118, 119
undoing effects of, 113
verifying effects, 119
with multiple attributes, 121
with multiple processes, 120
show settings command, 81
show status command, 93
backup option, 95
cluster option, 94
operation option, 94
process option, 95
skip-broken-objects option (restore cluster), 136
skip-nodeid option (restore cluster), 136
skip-table-check option (restore cluster), 136
skip-unknown-objects option (restore cluster), 136
snapshotend option (backup cluster), 133
shapshotstart option (backup cluster), 133
start cluster command, 96
initial option, 97
start process command, 130
starting and stopping nodes
and ndb_mgm (MySQL Cluster command-line
client), 124
stop agents command, 82
stop cluster command, 98
stop process command, 131
syntax issues, 141

T

terminology, 1
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upgrade cluster command, 98
upgrades
MySQL Cluster, 141

V

verbose-shutdown option
mcmd, 30
version command, 82
version option
mcmd, 30

W

waitcompleted option (backup cluster), 133
waitstarted option (backup cluster), 133

X

Xxcom-port option
mcmd, 31
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