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Preface

About this Manual

This User Guide provides guidance for booting diskless PXE clients to RHEL6.4 from remote
storage over iSCSI, using Mellanox Network technology card and boot agent (FlexBoot) over
Ethernet Network.

The setting-up and configuration of the iSCSI target and PXE server as described within this
document are merely recommendations and provided as is, and may be applied according to
requirements of the environment in which the actual work takes place.

The actions described in this paper are focused on Mellanox Network technology solution.

Document Conventions

The following lists conventions used in this document.

~ NOTE: Identifies important information that contains helpful suggestions.

»>

CAUTION: Alerts you to the risk of personal injury, system damage, or loss of data.

-

WARNING: Warns you that failure to take or avoid a specific action might result in

& personal injury or a malfunction of the hardware or software. Be aware of the hazards
involved with electrical circuitry and be familiar with standard practices for preventing
accidents before you work on any equipment.

Mellanox Technologies Confidential
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1.1

Using FlexBoot for Booting RHEL 6.4 from an
ISCSI Target

Below are instructions on how to provision a diskless system (the client) with a fresh RHEL
6.4 installation to a remote storage (IE: a LUN partition on an iSCSI target) and then
SAN-Booting (iSCSI boot) the client using Mellanox PXE boot agent (FlexBoot). The iSCSI
configuration in this document is very basic (no CHAP authentication, no multipath 1/0) and
demonstrates basic PXE SAN Boot capability.

In this document, IET is used as the iSCSI Target.

In the example below:

5ga030 (a Linux host) - performs the role of the PXE server and an iSCSI target and
$ga070 (a host) - performs the role of the PXE client and a sanity check environment

5qa030 — The OS is configured with IP 12.7.6.30, and the DHCP IP configuration for the
diskless client is 12.7.6.70

$ga030 - has a 21.5GB disk partition on its local HDD, called /dev/cciss/c0d0p9, which will
be used as the storage volume to host the client’s OS. It also serves as DHCP, TFTP, and
NFS server for PXE clients

Both servers have a Mellanox ConnectX-3 based 10GE NIC equipped with PXE boot
capabilities via Expansion ROM called FlexBoot of version 3.4.149

Configuring the iISCSI Target Machine

>
1.

To configure the iSCSI target:
Download the IET target software from:

http://sourceforge.net/projects/iscsitarget/files/iscsitarget/1.4.20.2/

Install iISCSI target and additional required software on target server

[root@sgal030 ~]# yum install kernel-devel openssl-devel gcc rpm-build
[root@sgal030 ~]# cd /tmp/

[root@sga030 tmpl# tar xzvf
/.autodirect/QA/venters/iscsitarget-1.4.20.2.tar.gz

[root@sga030 tmpl# cd iscsitarget-1.4.20.2/

[root@sqa030 iscsitarget-1.4.20.2]# make && make install

Create the IQN in the ietd configuration file.

[root@sgal030 ~]# vi /etc/iet/ietd.conf
## Optional: for CHAP authentication, uncomment the following #lines
#IncomingUser joe secret
#0OutgoingUser jack l2charsecret
Target ign.2013-10.galab.com:sqa030.prt9
Lun 0 Path=/dev/cciss/c0d0p9, Type=fileio, IOMode=wb
ImmediateData Yes
MaxConnections 1
InitialR2T Yes
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The local Hard Disk partition assigned to the LUN (/dev/cciss/c0d0p9 in the example
I above) must not contain any valuble data, as this data will be destroyed by the
installation process taking place later in this procedure

4. Edit the /etc/sysconfig/iscsi-target file as follow.
OPTIONS="-c /etc/iet/ietd.conf --address=12.7.6.30"

5. Start the iSCSI target service.

[root@sga030 ~]1# /etc/init.d/iscsi-target start

Perform a sanity check by connecting to the iSCSI target from a remote PC on the 10GE
network link. For further information, please refer to section Sanity Checks.

1.2 Installing RHEL6.4 on a Remote Storage over iSCSI
1. Reboot the diskless client and perform a PXE boot with FlexBoot.

This is not an iSCSI boot, rather a regular PXE initiated network deployment of RHEL6.4.
In the DHCP server configuration, the PXELINUX (pxelinux.0) and a RHEL 6.4
distribution media will be provided for network installation. For further information, please
refer to sections A.2DHCP Configuration for PXELINUX with FlexBoot and
pxelinux.cfg/default. The clients’ HDD was removed beforehand; therefore the RHEL
installer (A.K.A Anaconda) will ask to locate a HDD. The Anacaonda’s built-in iSCSI
discovery will be used to connect to the iSCSI target LUN partition. For further
information, please refer to:

https://access.redhat.com/site/documentation/en-US/Red_Hat Enterprise_Linux/6/html-si
ngle/Installation_Guide/index.html#ISCSI_disks

2. Select the Network Interface for the installation process once prompted (after the installer
is loaded and starts running on the client). Select the same interface which was used by
FlexBoot during PXE boot stage.

3. Select the type of Installation Media access. In this example, we use NFS, which also
requires us to enter the NFS server name, and the directory path to the installation media on
the NFS.

4. Select Specialized Storage Devices.

What type of devices wk your installation involve?

Basic Storage Devices
Installs or upgrades to typical types of storage devices. If you're not sure which option is right for you,
bly it

this bs p

Specialized Storage Devices
@ Installs or upgrades to enterprise devices such as Storage Area Networks (SANs). This option will aliow
you to add FCoE / ISCSI / 2FCP disks and to filter out devices the Instalier should ignore

5. Click on the + Add Advanced Target button.

Device Options % Add Advanced Target

$Back ) Next

0 device(s) (0 MB) selected out of 0 device(s) (0 MB) total.
Tip: Selecting a drive on this screen does not necessarily mean it will be wiped by the
~ installation process. Also, note that post-installation you may mount drives you did not
select here by modifying your /etc/fstab file.
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6. In the Advanced Storage Options window perform the following:
a. Select the Add iSCSI target option.
b. Check the Bind targets to network interfaces checkbox.

c. Click +Add drive button.

Advanced Storage Options

How would yo gmodify vour drive configuration?

s Add iSCSI target
¥ Bind targets to network interfaces

Add ot o

Active network interfaces: eth0

Cancel @

7. Enter the IP address of iSCSI target.

Optionally, you may choose to enter a customized Initiator Name and select the necessary
CHAP authentication of choice. Refer to SAN-Booting with FlexBoot in CHAP
Environment. In the example below, iSCSI Initiator Name is left with the default value
given by the installer and iSCSI discovery authentication is left with No authentication.

iSCSI Discovery Details
To use iSCSI disks, you must provide the address
of your ISCSI target and the iSCSI initiator name

you've configured for your host.

Canfigure Network

Target IP Address: | 12.7.6.30
(E7as RUNFI OIS TEY T han, 1994-05.com. domain: 01.65¢223

What kind of ISCSI discovery authentication do you wish to perform:

No authentication a

Cancel Start Discovery

8. Check the relevant Node Name to log in.

If as a result of the discovery, multiple Node Names are found, select the one that is
relevant to you.

iSCSI Discovered Nodes

Check the nodes you wish to log into:

Node Name Interface
¥l ign.2013-10.qalab.com:sqa030.prt9 etho
1qn.2013-10.qalab.com:5qa030.prt9 eth0
iqn.2013-10.galab.com:5qa030.prt9 etho
iqn.2013-10.qgalab.com:sqa030.prt9 etho
iqn.2013-10.qalab.com:sqa030.prt9 etho

Cancel Login

Mellanox Technologies Confidential
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9. Click Login.

A successful login is mandatory to proceed. A failure at this stage is probably a result of a

target or network configuration error and recovery/troubleshooting that is out of the scope
of this document.

iSCSI Login Results

Successfully logged in and attached the following nodes:
1qn.2013-10.galab.com:sqa030.prt9 via eth0

10.Make sure a new storage LUN appears in the Other AN Devices tab.

A successful LUN discovery is mandatory to proceed. A failure at this stage is probably a
result of a target or network configuration error and recovery/troubleshooting that is out of
the scope of this document.

Please select the drives you'd like to install the operating system on, as well as any drives k
you'd like to automatically mount to your system, below:

Basic Devices Firmware RAID  Multipath Devices Other SAN Devices ' Search
Filter By: v Show Only Devices Using:

identifier Capacity (MB) vendor Interconnect r

11.Click Next.

Revice Options <= Add Advanced Target

1 device(s) (20483 MB) selected out of 1 device(s) (20483 MB) total

Tip: Selecting & drive on this screen does not necessarily mean it will be wiped by the
~ installation process. Also, note that post-installation you may mount drives you did not
select here by modifying your Jetc/fstab file.

@ pack  Next

12.Select Fresh Installation and proceed with the Installation

At least one existing installation has been detected on your system. What would you like to do?

— __ Fresh Installation

Choose this option to Install a fresh copy of Red Hat Enterprise Uinux on your system. Existing software
and data may be rwritte: i { i

Upgrade an Existing Installation
Choose this option if you would like to upgrade your existing Red Hat Enterprise Linux system. This
option will preserve the existing data on your storage device(s).
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13.Select the Use All Space option.

Which Spe of installation would you like?

Use All Space

Removes ad partitions oo the selected devicess)  This Indudes paritions created by other cperating

. (] systemns.

Tips This option will remove data from the selected devicels). Make sure you have backups.

I Isting Linux Sy
Removes coly Linux arDBONS (Created from & Drevicns Unux InStallatien). Th 05es Rt remave other
PArTINONS you My Nave On your SI0rage deviceds) (such as VFAT or FAT32)

Tip: Tivs option wil remove data from the selected device(s). Make sure you have Dackups.

Shrink Current System

Shrinks exXISTNg PAITIIORS 10 Creste free space far the detault lyout

Use Free Space
Retaing your current dsta and partiions and Lses only the Lrpartitioned space on the selected device
(51 ASTUTIRG you have enough free space avadatie

Create Custom Layout

Manually Create your Own CUSIOM kYUt om the selected device(s) using our Parboning tool

Encrypt system
Reyiew and modify partitioning layout

14.Click Next and proceed with the Installation.

15.Select the Basic Server option.

This is only one of the options that can be chosen, not the mandatory one.

-

The default installation of Red Hat Enterprise Linux is a basic server install. You can
optionally select a different set of software now.

@ Basic Server
Database Server
Web Server
Identity Management Server
Virtualization Host
Desktop
Software Development Workstation
Minimal

Please select any additional repositories that you want ta use for software installation

¥ Red Hat Enterprise Linux

< Add additional software repositories. & Modify repository

You can further customize the softwa
management applicatiog

Selection now, or after install via the software

Customize later f° @ Customize now

16.Check the Customize Now checkbox.
17.Click Next.

4 Back w Next

4aBack wp Next

Rev 1}
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18.Select Infiniband Support and iSCSI Storage Client.

13

FCoE Storage Client
Servers ) . o oring u
Web Services <
Databases = 77 Dlate
System Management ¥ Large Systems Performance
Virtualization Legacy UNIX compatibility
Desktops Mainframe Access
Applications ¥ Network file system client
Development 13 Networking Tools
Languages < Performance Tools

¥ Perl Support
Printing client
Ruby Support
Scientific support
Security Tools
Smart card support

ggERvVaTad ools
¥ ISCSI Storage Client

Software designed for supporting clustering and grid connectivity using ROMA-based InfiniBand and iWARP fabrics.

BeE

Optional packages selected: 12 of 20

Optional packages

19.Click Next. Allow the installation to reach completion.

1.3 SAN-Booting the Diskless Client with FlexBoot

When the installation process is completed, the client will ask to reboot. At that point, the
DHCP server configuration for that client needs to be changed so that when it PXE boots
again, it will get the root-path IQN and LUN information from the DHCP server.

For further information, please refer to section DHCP Configuration for iSCSI Boot with
FlexBoot (PXE SAN Boot).

~ NOTE: Restart your DHCP service after changing the dhcp configuration file.

»o

o Reboot the system

Congratulations, your Red Hat Enterprise Linux installation is complete.

E Please reboot to use the installed system. Note that updates may be available to ensure the proper
functioning of your system and installation of these updates is recommended after the reboot.

o Reboot

\__ % Y,
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The expected result now is that the diskless PXE client will boot the newly installed
RHELG6.4 from the iSCSI storage, and become an operational environment, accessible from
any remote PC via ssh over 10GbE IP network

Mellanox Technologies Confidential
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Appendix A: Sanity Checks

A.l Sanity Check: iSCSI Login

From a remote PC (called sqa070 below) with 10GE network connection to the iSCSI target,

configure an iSCSI Initiator service and verify the correct target configuration by logging into

the target. For CHAP configuration, refer to SAN-Booting with FlexBoot in CHAP

Environment.

1. Install the initiator.
[root@sqa070 ~ ]1# yum install -y iscsi-initiator-utils

2. Configure the Initiator.
[root@sgal070 ~ ]# vim /etc/iscsi/iscsid.conf
node.startup = automatic
## Optional: for CHAP authentication, uncomment the following #lines
#discovery.sendtargets.auth.authmethod = CHAP
#discovery.sendtargets.auth.username = joe
#discovery.sendtargets.auth.password = secret
#node.session.auth.authmethod = CHAP
#node.session.auth.username = jack
#node.session.auth.password = l2charsecret
node.session.timeo.replacement timeout = 120
node.conn[0].timeo.login timeout = 15
node.conn[0].timeo.logout timeout = 15
node.conn[0].timeo.noop out interval = 10
node.conn[0].timeo.noop_out timeout = 15
node.session.initial login retry max = 10
node.session.cmds max = 128
node.session.queue depth = 32
node.session.iscsi.InitialR2T = No
node.session.iscsi.ImmediateData = Yes
node.session.iscsi.FirstBurstLength = 262144
node.session.iscsi.MaxBurstLength = 16776192
node.conn[0] .iscsi.MaxRecvDataSegmentLength = 131072
discovery.sendtargets.iscsi.MaxRecvDataSegmentLength = 32768
node.session.iscsi.FastAbort = No

3. Start the iSCSI Initiator service.
[root@sgal070 ~ ]# service iscsi start

4. Discover the iSCSI target host.
In the example below, the IP address 12.7.6.30 is the iSCSI target.
[root@sgal070 ~ ]# iscsid start
[root@sgqa070 ~ ]# iscsiadm -m discovery -t st -p 12.7.6.30
Starting iscsid: [ OK ]
12.7.6.30:3260,1 ign.2013-10.galab.com:sga030.prt9
Achieving a successful target discovery at this stage is mandatory for proceeding with the
process of iSCSI boot. A failure at this stage is probably a result of an erroneous target or
network configuration and troubleshooting that is out of the scope of this document.

5. Log into the target.
[root@sgqa070 ~ ]# iscsiadm -m node -p 12.7.6.30 -T
ign.2013-10.galab.com:sqa030.prt9 --login
Logging in to [iface: default, target: ign.2013-10.galab.com:sqa030.prt9,
portal: 12.7.6.30,3260] (multiple)

12 J
-
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A.2

Login to [iface: default, target: ign.2013-10.galab.com:sqa030.prt9, portal:
12.7.6.30,3260] successful.

A successful LUN login at this stage is mandatory for proceeding with the process of iSCSI
boot. A failure at this stage is probably a result of an erroneous target or network
configuration and troubleshooting that is out of the scope of this document.

6. Verify the remote partition appears to the initiator as a local HDD
[root@sgal070 ~ 1# fdisk -1

Disk /dev/sda: 500.1 GB, 500107862016 bytes

255 heads, 63 sectors/track, 60801 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
I/0 size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x000518f2

Device Boot Start End Blocks Id System
/dev/sdal = 1 131 1048576 83 Linux
Partition 1 does not end on cylinder boundary.

/dev/sda2 131 2681 20480000 83 Linux
/dev/sda3 2681 2936 2048000 82 Linux swap /
Solaris

Disk /dev/sdb: 21.5 GB, 21478670336 bytes

64 heads, 32 sectors/track, 20483 cylinders

Units = cylinders of 2048 * 512 = 1048576 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
I/0 size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x00000000

DHCP Configuration for PXELINUX with FlexBoot

The following DHCP configuration is presented as is, and may not work in all environments.

authoritative;
ddns-update-style none ;
ddns-updates off ;

allow bootp;
always-broadcast off ;
always-reply-rfcl048 off;
boot-unknown-clients on ;

option client-system-architecture code 93 = unsigned integer 16;
option vendor-encapsulated-options code 43 = string;
option vendor-class-identifier code 60 = string;

class "PXEClient" {
match if substring (option vendor-class-identifier, 0, 9) = "PXEClient";
option vendor-class-identifier "PXEClient";
option vendor-encapsulated-options 06:01:08 ;
option dhcp-parameter-request-list = concat (option
dhcp-parameter-request-1list,43);

}

subnet 12.7.0.0 netmask 255.255.0.0 {
option dhcp-server-identifier 12.7.6.30 ;
option domain-name "pxe030.mtl.com"
option domain-name-servers 12.7.6.30 ;
default-lease-time 86400 ; # 1 day
max-lease-time 86400 ;
option ntp-servers 12.7.6.30;

T,
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host sga070 {
fixed-address 12.7.6.70 ;
hardware ethernet 00:02:c9:32:e8:80 ;
next-server 12.7.6.30;
if option client-system-architecture = 00:00 { filename "pxelinux.0" ;

}
}
A.3 pxelinux.cfg/default

[root@sqa030 ~]# cat /var/lib/tftpboot/pxelinux.cfg/default
LABEL rh6.4x64 instl manual
MENU LABEL Manual Installation RHELG6.4

KERNEL RHEL6.4-x86 64-DVDl/images/pxeboot/vmlinuz

APPEND initrd=RHEL6.4-x86 64-DVD1l/images/pxeboot/initrd.img

A4 DHCP Configuration for iSCSI Boot with FlexBoot (PXE SAN

Boot)
Modify the following host declaration in your DHCP configuration file to allow PXE SAN
Boot
host sga070 {
filename "";
option root-path “iscsi:12.7.6.30::::igqn.2013-10.galab.com:sqa030.prt9";

fixed-address 12.7.60.70 ;
hardware ethernet 00:02:c9:32:e8:80 ;

™ Y,
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Appendix B:  SAN-Booting with FlexBoot in CHAP
Environment

For Successful SAN-Booting with FlexBoot in CHAP environment, the FlexBoot in use must
support passing CHAP credentials. Please note that FlexBoot v3.4.149 does not support such
operation. Hence, use FlexBoot to chain-load an UNDI software which supports passing
CHAP credentials. This can be achieved by using the UNDI software module from iPXE.org,
called undionly.kpxe . A Linux host is required to create undionly.kpxe.

1. Install the below prerequisite software to support necessary UNDI’s compilation.

[root@sgal030 ~]# yum install -y gcc binutils make perl

2. Download the UNDI sources from iPXE.org.

(For More info, visit http://www.ipxe.org/download)
[root@sqa030 ~]# git clone git://git.ipxe.org/ipxe.git

3. Edita command file named sanbootnchap.ipxe (the name is given as an example whereas
the .ipxe file extension is mandatory) with the following lines.

Make sure to enter your own values for username and password per your CHAP
configuration. For reasons of simplicity, and coherence with this document examples, we
gave our CHAP the username joe, and the password secret. Note that these CHAP settings
are going to be hardcoded into this module and any modification done to them will require
you to recompile the module after changing sanbootnchap.ipxe.

[root@sgqa030 ~]# cd ipxe/src
[root@sgal030 srcl# vim sanbootnchap.ipxe
#!ipxe

dhcp || dhcp || exit

set username joe

set password secret

echo ${root-path}

isset ${root-path} || exit

echo Booting from iSCSI tgt

sanboot --no-describe ${root-path}

4. Compile the undionly.kpxe module.

Refer to http://www.ipxe.org/howto/chainloading

[root@sgqa030 src]# make bin/undionly.kpxe EMBED=sanbootnchap.ipxe
5. Copy the bin/undionly.kpxe to your TFTP root directory (E.G.: /var/lib/tftpboot ).

6. Edit the client’s host declaration in the DHCP configuration file for chain-loading
undionly.kpxe.

The outcome of this procedure is to have FlexBoot download undionly.kpxe to the client’s
RAM, and then have undionly.kpxe authenticate iISCSI and login with the iSCSI target.

host sgqa070 {
next-server 12.7.6.30;
if option client-system-architecture = 00:00 { filename "undionly.kpxe" ;
}
fixed-address 12.7.60.70 ;
hardware ethernet 00:02:c9:32:e8:80 ;

if exists user-class and option user-class = "iPXE" {
option root-path

"iscsi:12.7.6.30::::1gqn.2013-10.galab.com:sqa030.prt9";
filename "”;

}
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}

For CHAP users: All the CHAP authentication lines mentioned as comments in the iSCSI
target and initiator configuration examples in sections Configuring the iSCSI Target
Machine, and Sanity Check: iSCSI Login must be uncommented beforehand, and during

RHEL installation, follow these steps:

iSCSI Discovery Details

To use iSCSI disks, you must provide the address
of your i5CSI target and the iSCSI initiator name
you've configured for your host.

Target IP Address: |12.7.6.30

iSCSI Initiator Name:
What kind of iSCSI discovery authentication do you wish to perform:

-

CHAP pair +

CHAP Usemame:fjoe
CHAP Password: | eseees|

cancel Start Discovery |

iISCSI Discovered Nodes

Check the nodes you wish to log into:

Node Name Interface
1qn.2013-10.qalab.com:sqa030.prtd p2pl

| cancel [ Lagin l

iSCS1 Nodes Login

what kind of iISCSI legin authentication do you wish to perform:

|_ CHAP pair 3

CHAP Usemame:[jae J
CHAP Password: [-.-.-. ]

Cancel Login |

iSCSI Login Results

successfully logged in and attached the following nodes:
iqn.2013-10.qalab.com:sqad30.prtd via p2pl
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