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ENFUZION FOR RENDER FARMS INSTALLATION AND CONFIGURATION GUIDE

1 Introduction

Welcome to EnFuzion for Render Farms!

This guide describes the process of installing and running EnFuzion on a render farm. This guide is organized
as follows:

e Chapter 1 - Introduction

e Chapter 2 - Overview of an EnFuzion Based Render Farm

In this chapter, basic EnFuzion concepts and terminology are introduced, along with a recommended
way to set up an EnFuzion based Render Farms.

e Chapter 3 - Installing EnFuzion3D v11 on the Windows Platform

This chapter describes the steps to install EnFuzion3D v11 on the Windows Platform.

e Chapter 4 - Installing EnFuzion3D v11 on the Linux Platform

This chapter describes the steps to install EnFuzion3D v11 on the Linux Platform.

e Chapter 5 - Installing EnFuzion3D v11 on the Mac OS X Platform

This chapter describes the steps to install EnFuzion3D v11 on the Mac OS X Platform.

e Chapter 6 — Setting up a Shared File Repository

The EnFuzion plug-ins for rendering packages require that all scenes files, texture files and other
project files are stored in a shared file repository, and that they are accessible by all the compute
nodes and from all the user submit computers. This chapter provides the information on how to set up
a shared file repository.

e Chapter 7 - Upgrading a Previous Installation of EnFuzion

This Chapter provides key information on how to upgrade an existing installation of EnFuzion. All
current users of EnFuzion should consult this chapter before performing an upgrade.

Please review this guide and follow all installation procedures closely.
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2 Overview of an EnFuzion Based Render Farm

In this chapter, basic EnFuzion concepts and terminology are introduced, along with a recommended way to
set up a render farm with EnFuzion.

21 Key Components of an EnFuzion Based Render Farm

A typical EnFuzion-based Render farm is illustrated in Figure 2-1.

EnFuzion Control Root
Computer

?

EnFuzion User \ / N
Submit Computers
EnFuzion Compute Nodes

Shared Repository File
Server

Figure 2-1: A typical EnFuzion Based Render Farms

Key components of an EnFuzion based render farm are as follows:

e EnFuzion User Submit Computers — These are desktop machines that artists use to create scenes.
You can have as many User Submit Computers as needed. Your EnFuzion license does not limit the
number of EnFuzion User Submit Computers you can have.

e EnFuzion Control Root Computer — Designate one machine per render farm to serve as the
EnFuzion Control Root Computer. This computer controls all EnFuzion activities on the render farm.
This machine is also where your EnFuzion license file is installed.

e EnFuzion Compute Nodes — These are the worker machines, dedicated or shared, that make up your
render farm, i.e. the machines that do the rendering. The maximum number of the EnFuzion Compute
Nodes you can have is set by your EnFuzion license file.
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e A Shared Repository File Server - EnFuzion plug-ins for rendering packages (e.g. Maya, After
Effects, XSI) require that all rendering project files are stored in a repository, which must be accessible
by all the Compute Nodes and by all the User Submit Computers. The Shared Repository File
Server is the computer which stores the repository of project files. EnFuzion imposes no restrictions
on the number of Files Servers and Shared Repositories. Multiple File Servers and Shared
Repositories can be configured in one render farm.

Please note that EnFuzion is flexible and it can be configured to work without a shared file repository. Please
contact Axceleon to find out how.

2.2 Heterogeneous Render Farm Support

EnFuzion3D v11 supports heterogeneous render farms. Tested and supported configurations are indicated as
Yes in the table below.

IMPORTANT: Please note EnFuzion cannot distribute rendering to a platform which is unsupported by your

rendering package. Please verify that the render package you use is supported on the OS platform that you
chose.

User Submit EnFuzion
Computers Control Root Compute Nodes
P Computer
Windows
Yes Yes Yes
(2000, XP, 2003 Server)
Linux
(Red Hat 7.3, Novell SUSE Yes Yes Yes
Linux 9 or newer)
Mac OS X
Yes Yes Yes
(10.3 or newer)

Table 2-1: EnFuzion3D v11 Supported Configurations
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2.3 How does EnFuzion work?

A typical multi-user, multi-compute node EnFuzion based render farm works as follows, as illustrated in Figure
2-2.

2. EnFuzion distributes

1. Users submit frames to frames to the render farm

EnFuzion

-~

gy
gy

D 3. EnFuzion manages rendering,

4. Users retrieve Results stores results and cleans up the
worker machines

Figure 2-2: How does an EnFuzion based render farm work?

2.4 Setting up an EnFuzion Based Render Farm - Summary of Steps

Key steps to setting up an EnFuzion based render farm are shown in the table below, where x marks the
required steps.

Control Root Compute User Submit Shar_ed Where to Find
Repository .
Computer Nodes Computers . Information
File Server
1. Install EnFuzion X X X -
This Guide
2. Configure a Shared i X X X
File Repository (Clients) (Clients) (Server)
3. Install Render
Package and - X X -
EnFuzion Plug-ins .
EnFuzion3D v11
Plug-in Guide
4. Test Your Render X X X X
Farm

Table 2-2: Key steps to setting up EnFuzion Based Render Farm
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This guide, the EnFuzion3D v11 Installation and Configuration Guide, provides the information on how to
accomplish steps 1 and 2 in the table above. The EnFuzion3D v11 Plug-in Guide provides the information on
steps 3 and 4.

2.5 Howdo l start?

Axceleon strongly recommends that all first-time users of EnFuzion follow the steps below, start simple and
gradually build up your EnFuzion render farm.

e Step 1: Set up a one-machine EnFuzion render farm, as shown in Figure 2-3. This machine will
serve as a User Submit Computer, an EnFuzion Control Root Computer and an EnFuzion
Compute Node at the same time.

Figure 2-3: A one machine EnFuzion Render Farm

e Step 2: Set up the designated EnFuzion Control Root Computer for your render farm. Install and
configure your real EnFuzion Control Root Computer.

Figure 2-4: Install and configure an EnFuzion Control Root Computer.
e Step 3: Set up a typical EnFuzion render farm cluster by adding more User Submit Computers and
EnFuzion Compute Nodes to the EnFuzion Control Root Computer which you set up earlier.

If you are setting up a heterogeneous render farm, make sure you install the correct EnFuzion executable for
the machines running on different operating system platforms.
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Figure 2-5: A Typical EnFuzion Render Farm

2.6 What to do next?

If you are a first-time EnFuzion user, please proceed to Chapters 3, 4 or 5 for instructions on how to install and
configure EnFuzion on your platform of choice.

If you are upgrading your current version of EnFuzion, please proceed to Chapter 7 Upgrading a Previous
Installation of EnFuzion .
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3 Installing EnFuzion3D v11 on the Windows Platform

This chapter describes the steps to install EnFuzion3D v11l on the Windows Platform. This chapter is
organized as follows:

e Installing a One-Machine EnFuzion Render Farm
e Getting Familiar with Your One-Machine Render Farm
¢ Adding More Machines to Your Render Farm

If you have been using an earlier version of EnFuzion3D v11 and wish to upgrade your installation, please go
to Chapter 7 Upgrading a Previous Installation of EnFuzion.

3.1 Installing and Configuring a One-Machine EnFuzion Render Farm

This section describes the steps to install EnFuzion3D v11 for the first time. This section provides the step-by-
step instructions to help you install and configure a one-machine EnFuzion render farm.

IMPORTANT: Axceleon strongly recommends all first time users to start here.

3.11 Before You Begin

e EnFuzion does not have any special installation requirements for hardware or software. Any Windows-
based system is suitable. However, please note that your choice of hardware will directly affect the
performance of your render farm.

¢ Identify the computer which you will set up as your one-machine render farm. The computer must have
sufficient disk space to hold EnFuzion files and user submission and log files. At least 30Mb of
available disk space is recommended.

e You will need a valid EnFuzion license key in the form of a file called enflicense.txt. If you do not
have a valid license key, please contact Axceleon at sales@axceleon.com.

e Administrative User Rights are required to install EnFuzion, although EnFuzion users do not need
Administrative User Rights to use EnFuzion once it is installed.

3.1.2 Create an enfuzion User Account

On Compute Nodes, EnFuzion needs a user account to run under. We recommend that you create a user
called enfuzion. Since you are setting up a one-machine render farm, this machine will serve as a Compute
Node and therefore it needs an enfuzion user account.
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Create an enfuzion user account on the machine you have identified as your one-machine render farm. You
can do so by following the directions from Microsoft for your version of the Windows operating system. We
suggest that you name this user account enfuzion and give it a valid password. The enfuzion user does not
need administrative user rights.

3.1.3 Installing EnFuzion from a Download Package

An EnFuzion download package for Windows users is hamed enfuzion-3d-setup-[version].[build#].zip (e.g.
enfuzion-3d-setup-9.0.05204.zip). Unzip the .zip file to extract the EnFuzion executable enfuzion-3d-setup-
[version].[build#].exe.

To install EnFuzion, click on enfuzion-3d-setup-[version].[build#].exe. The EnFuzion Setup Wizard window
should appear, as shown in Figure 3-1 below.

5 Setup - EnFuzion B.2 by Axceleon g|§|g

Welcome to the
EnFuzion Setup Wizard
Thiz will install EnFuzion 8.2 on vour computer.

Itiz recommended that you cloge all other applications before
continuing.

Click Mext to continue, or Cancel to exit Setup.

[ Mext > ][ Cancel

Figure 3-1: EnFuzion Setup Wizard
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3.1.4 Installing EnFuzion from a CD-ROM

Insert the EnFuzion software CD into your CD-ROM drive. The EnFuzion Setup Wizard window should
appear, as shown in Figure 3-1.

If the EnFuzion Setup Wizard window does not appear, choose Start 2Run and browse to locate the
enfuzion-3d-setup-[version].[build#].exe file on the EnFuzion CD. Click OK in the Run dialog box to begin
the installation.

3.1.5 Installing EnFuzion

Step 1: From the EnFuzion Setup Wizard window, start by clicking the Next button. When prompted to select
components to install, choose the option Test Install on One Computer, as shown in Figure 3-2.

i Setup - EnFuzion 8.2 by Axceleon g|§|®
Select Components N
‘wihich components should be installed? ~

Select the components you want to install; clear the components you do nat want ta
inztall Click Mest when vou are ready to continue,

[¥| EnFuzion erice on the Control Root
Compute Node 23MB
Uszer Submit Computer 29 MB

Current zelection requires at least 8.2 MB of disk space.

[ < Back ” Mext > ][ Cancel

Figure 3-2: Test Install on One Computer
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Step 2: Proceed by clicking the Next button and follow all the default values, which are preset to ensure the
easiest startup experience.

Step 3: When prompted to provide an EnFuzion License File, please browse to locate your enflicense.txt
file.

Step 4: As shown in Figure 3-3, next you will be prompted for the EnFuzion User Name and Password,
which will be used by the EnFuzion program on this machine. Enter the valid user name and password which
you have created earlier.

g Setup - EnFuzion 8.2 by Axceleon

EnFuzion User Account and Password WY
which uzer account can EnFuzion use on this compute node? n

Provide EnFuzion with the user account and password to uze on thiz compute node.
ake sure that the account exists and that it has a valid pazsword.

MOTICE: Setup will not create an EnFuzion user account for yau, IF yau have not pet
created an EnFuzion user account, please create an account before proceeding.

Uzer Mame:

erfuzion

Passwaord:

Passward Confirmation:

< Back ” et » ]’ Cancel ]

Figure 3-3: Provide EnFuzion User Name and Password

10
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Step 5: Next you will be prompted to tell your Compute Node how to connect to the EnFuzion Control Root
Computer as shown in Figure 3-4. For your one-machine render farm, the name of the EnFuzion Control
Root Computer should be localhost. Do not change the default Port number.

i Setup - EnFuzion B.2 by Axceleon

Configure Compute Node
How does this Compute Mode connect to the Control Root computer?

Frovide the netwark name or address of the Contral Root computer, Click Mesxt
to continue with the installation,

EnFuzion Contral Root Host:

Port for Mode Connections:
10103

Motice: The default port value 10103 rarely needs to be changed. Do not
change this walue without changing the default EnFuzion zervice port on the
Control Boot computer.

< Back ” Meut » ][ Cancel

Figure 3-4: Configure an EnFuzion Compute Node

Step 6: As shown in Figure 3-5, next you will be prompted to configure the User Submit Computer. Here
you will tell the User Submit Computer to submit jobs to the EnFuzion Control Root machine at the address
localhost and using the port 10102. Again, do not change the default port number. Click on Next to continue.

5! Setup - EnFuzion 8.2 by Axceleon

Configure User Submit Computer w Y
“What iz the address of the EnFuzion service on the Control Root computer? N

Frovide the network name or address of the Control Root computer. Click Mest
ta continue with the installation.

ErFuzion Service Host:

lnzalk

EnFuzion Service Port:
oz

Matice: The default port walue 10102 rarely heeds to be changed. Do not
change this value without changing the default EnFuzion service port on the
Control Root computer.

< Back ” M et > ][ Cancel

Figure 3-5: Configure an EnFuzion User Submit Computer

11
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Step 7: Click on Install to begin installation and configuration of EnFuzion for your one-machine render farm.

Step 8: After the installation completes, you

will be prompted to start EnFuzion on this machine. Check all the

boxes to start EnFuzion on this machine as shown in Figure 3-6 below, and click Finish.

5! Setup - EnFuzion 8.2 by Axceleon

EE®
Completing the
EnFuzion Setup Wizard

Setup has finished instaling and configuring EnFuzion an pour
compriter.

Click Finigh to perform the tasks below and exit Setup.

Heqister EnFuzion Control Foot service

Start EnFuzion Control Root service

Start EnFuzion Compute Mode

Connect a'web Browser to the EnFuzion Service

Figure 3-6: Start

EnFuzion on the one-machine render farm

Congratulations! You have just set up a one-machine EnFuzion render farm! Now you will see the EnFuzion
Web Interface which shows the status of your render farm, as shown in Figure 3-7.

A Cluster Summary - Microsoft Internet Explorer EEx
Fie Edt View Favortes Tools Help w
> d g] D D searn 5l Favores @ wedia ) = @ omp @
Searchthe Web Psearch +  Address @] hitpsfiocalhosti1010L fsummary html v B k> @@~
Y7 - 2 || searchweb | -|E3- @~ | @) shopping - COmail - @ my vahoo! [T Games - &9 Basketball - §"Personals - 0 Music - »

5% axceleon [Rgred

Updated: Fri May 13 22:12:56 2005
Cluster Summary

Home
Cluster my-1p2cv2bo2efl:10102

Cluster
may-Ip2 ev2Zbo2efl: 10102 Running 00:00:05 1

Nodes

Active Executing Tdle Busy Down
Nodes 1 0 10 0
Runs

Created Started Stopped Done Failed

Status Uptime Active Nodes Down Nodes Submitted Runs Completed Runs

~

EnFuzion 8.2 @

Root: my-Ip2cv2bo2ef1:10102
User: anonymous
Cluster Nodes Runs Accounting Execution Submit Results

0 a a

Rums 0 0 0 0 0
Messages
Time Object Message G
&) Done & Local intranet
Figure 3-7: One-machine render farm running
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If for any reason that the EnFuzion Web Interface did not start automatically, you can start it manually by
opening your web browser of choice and enter as the URL http://<EnFuzion Control Root>:10101.

Please reference the EnFuzion3D v11 Troubleshooting Guide at http://www.axceleon.com/3d/fag.htm if
you’re unable to open the EnFuzion Web Interface.

By completing all the steps in the previous sections, you have successfully setup and configured a one-
machine render farm.
3.1.6 Common Installation Problems

The most common installation problems can lead to the following symptoms at the end of the installation
process:

e Some or all of the required EnFuzion processes enfDispatcher, enfeye, enfNodeServer, and
enfStarterSvc are not running.

e You cannot connect to the EnFuzion Web Interface.
e The EnFuzion3D v11 Interface runs sluggishly.

Most common installation problems have to do with expired license key files, blocked port numbers and
antivirus software. Diagnostic tips and solutions for these problems can be found in the EnFuzion3D v11
Troubleshooting Guide at http://www.axceleon.com/3d/fag.htm. Please make sure to peruse the
Troubleshooting Guide on line, if you encounter any installation problems.

3.2 Getting Started with EnFuzion

This section takes you through a quick test drive of EnFuzion using the one-machine render farm that you have
installed and configured.

3.2.1 Understanding Your One-Machine Render Farm

By successfully completing the procedure in the previous sections, you have installed and configured a one-
machine EnFuzion render farm, as shown in Figure 3-8. In this render farm, the EnFuzion Control Root
Computer, the User Submit Computer and the EnFuzion Compute Node all reside in the same machine,
giving you a simple render farm configuration to learn and to explore EnFuzion features.

Figure 3-8: The One-Machine EnFuzion Render farm
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3.2.2 The EnFuzion Web Interface

The EnFuzion Web Interface, as shown in Figure 3-9, is intended mostly for render farm administrators to
monitor and control various aspects of the render farm operations. The EnFuzion User Manual provides a
complete description of the EnFuzion Web Interface. This interface is not intended for artists.

For now, we will use the EnFuzion Web Interface, only to verify that your one-machine render farm is up and
running.

Login as a user (not the enfuzion user), open a Web browser such as Firefox, and enter as the URL:

http://<EnFuzion Control Root Computer>:10101

For our one-machine render farm, the URL should be http://localhost:10101. Click on the Cluster link. You
will see the EnFuzion Web Interface as shown in Figure 3-9.

& Cluster Summary - Microsoft Internet Explorer

File  Edit Wiew Favoribes Tools  Help a"
@ Back - e - @ @ ,_;j /_ﬂ] Search \‘?:\? Favotites e Media @ DE{ - :\?, E é‘i » 7
Address |@ http: /flocalhost: 10101 jsummary. html V| Go Links &
Y_’ - P | jl Search Web ‘ - ] @‘lv ‘ ...attempting to retrieve buttons from Yahoa!...
s
Do rrorel ™ EnFuzion 8.2 e
Updated: Sat May 14 16:09:44 2005 Root: my-Ip2cvZbo2ef1 10102
Cluster Summary User: anonymaous
Home Cluster IModes Buns Accounting Execution Submit Eesults

Cluster my-lp2cv2hbo2efl1:10102

my- .
Ip2ev2holefl: 10102 R 80030291 0 0 0 J

Nodes

Nodes 1 0 1 0 0

Runs

Runs 0 0 0 0 0

[

@ Q Local inkranet

Figure 3-9: EnFuzion Web Interface
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From the Web interface you can see that:
e You have 1 Cluster, named after your computer
e You have 1 Node
¢ You have O Runs

Please reference the EnFuzion3D v11 Troubleshooting Guide at http://www.axceleon.com/3d/fag.htm if your
one-machine render farm is not running successfully.

Getting EnFuzion to Work with Your Rendering Packages

To get EnFuzion to work with your rendering packages of choice (e.g. Maya, After Effects) on your one-
machine render farm, you need to load the respective EnFuzion plug-ins for those rendering packages.
Directions for how to do this are in the Plug-in Guide, which you can download from the same location as
where you downloaded your EnFuzion software.

The Plug-in Guide will also introduce you to the primary user interface for artists to submit jobs, to monitor
their progress and to retrieve results.

Please proceed to the Plug-in Guide to continue.

3.3 Adding More Machines to Your Render Farm

This section describes how to expand from the one-machine render farm to a bigger EnFuzion render farm,
with a dedicated EnFuzion Control Root Computer, several User Submit Computers and several EnFuzion
Compute Nodes, as show in the Figure 3-10 below.

Proceed to expand your one-machine render only after you have completed all the steps in Sections 3.1 and
3.2 successfully. If you have not gotten EnFuzion to work successfully with your rendering package on your
one-machine render farm, please return to Section 3.2.

» ~ E\\

EnFuzion Control
Root Computer

EnFuzion User N / Y/
Submit Computers )
EnFuzion Compute Nodes

Shared Repository
File Server

Figure 3-10: A typical EnFuzion Render farms
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3.3.1 Before You Begin

e |dentify a computer that will be the EnFuzion Control Root Computer for your render farm. Since the
EnFuzion Control Root Computer controls all EnFuzion activities in a render farm, it is important that
the EnFuzion Control Root Computer runs continuously, and that it has sufficient disk space to hold
user input and output files.

e The EnFuzion Control Root Computer must have a fixed IP address. You cannot use DHCP to
allocate different IP addresses for the EnFuzion Control Root Computer.

e EnFuzion does not have any special installation requirements for hardware or software. Any Windows
based system is suitable for EnFuzion User Submit Computers and EnFuzion Compute Nodes.
However, please note that your choice of hardware will directly affect the performance of your render
farm.

¢ Administrative User Rights are required to install EnFuzion, although EnFuzion users do not need
Administrative User Rights to use EnFuzion once it is installed.

e You will need a valid EnFuzion license key in the form of a file called enflicense.txt. If you do not
have a valid license key, please contact Axceleon at sales@axceleon.com.

3.3.2 Summary of Steps

The recommended steps to building and testing a bigger EnFuzion render farm are as follows:
¢ Always start with a one-machine configuration, add more machines to it, and test as you go.

e Each render farm can have only one Control Root Computer. Make sure you do not have more than
one Control Root Computer.

e One at atime, add more Compute Nodes to your render farm. After each Compute Node is added,
make sure it is running by checking the Nodes page from the EnFuzion Web Interface.

e One at atime, add more User Submit Computers to your render farm. After each User Submit
Computer, make sure that you can successfully start the EnFuzion Web Interface from it.

e You must also install and license all the rendering packages you wish to use on each Compute Node,
and each User Submit Computer.

¢ Your render farm will not work until you have set up and configured your Shared File Repository.
You must read Chapter 6 Setting up a Shared File Repository and follow the directions therein to
set up a Shared File Repository.

e You must also read Chapter 15 Render Farm Administrator Guide in the Plug-in Guide for additional,
required configuration steps for Compute Nodes, and User Submit Computers.

The directions on installing and testing Windows based Control Root, Compute Nodes and User Submit
Computers are below. If you have a heterogeneous render farm, you can find directions on installing and
testing Linux and Mac OS X based components are in Chapter 4 and Chapter 5 respectively.

3.3.3 Installing EnFuzion from a Download Package

An EnFuzion download package for Windows users is named enfuzion-3d-setup-[version].[build#].zip (e.g.
enfuzion-3d-setup-9.0.05204.zip). Unzipped the .zip file to extract the EnFuzion executable enfuzion-3d-
setup-[version].[build#].exe.
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To install EnFuzion, click on enfuzion-3d-setup-[version].[build#].exe. The EnFuzion Setup Wizard windows
should appear.

If you plan to install EnFuzion Compute Nodes and User Submit Computers on many networked nodes, you
may want to place the enfuzion-3d-setup-[version].[build#].exe on a shared network drive for network
installation.

3.3.4 Installing EnFuzion from a CD-ROM

Insert the EnFuzion software CD into your CD-ROM drive. The EnFuzion Setup Wizard window should
appear.

If the EnFuzion Setup Wizard window does not appear, choose Start 2Run and browse to locate the
enfuzion-3d-setup-[version].[build#].exe file on the EnFuzion CD. Click OK in the Run dialog box to begin
the installation.

3.3.5 Installing and Configuring the EnFuzion Control Root Computer

Step 1: Select the machine that will be your EnFuzion Control Root Computer and note its IP
address.
Step 2: Located the EnFuzion executable from your download package or CD-ROM and click on the

enfuzion-3d-setup-[version].[build#].exe file to begin the installation. You will see the EnFuzion Setup
Wizard.

Step 3: Proceed by clicking the Next button. When prompted to select components to install, choose
the option EnFuzion Service on the Control Root Computer, as shown in Figure 3-11.

fio! Setup - EnFuzion B.2 by Axceleon

Select Components WY
which components should be installad? p
Select the components you want to install; clear the components you do not want to
install. Click Mext when pou are ready to continue.

v
34 ME
L] —ompule Node 23ME
[ User Submit Camputer 29mB
Current selection requires at least 4.0 MB of dizk space.
’ < Back ” Mext » ] [ Cancel l

Figure 3-11: Install and configure an EnFuzion Control Root Computer

Step 4: When prompted to select addition tasks you want the setup wizard to perform, choose
Register and Start EnFuzion Service as shown in Figure 3-12. This means that the setup wizard will
start the EnFuzion Control Root Computer running after it is installed.
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fio! Setup - EnFuzion B.2 by Axceleon

Select Additional Tasks W ¥
which additional tazks should be perfarmed? p
Select the additional tasks you would like Setup to perform while installing EnFuzion,
then click Mext.

EnFuzion Service on the Control oot
Reqister and Start EnFuzion Service
[ < Back ” Mest = l [ Cancel ]

Figure 3-12: Start EnFuzion Service on the Control Root Computer

Step 5: Browse to locate the EnFuzion license file when prompted. Click Next to proceed with the
installation.
Step 6: Finish the installation process by registering and starting the EnFuzion Root services, as the

default values suggest. Click Finish to conclude EnFuzion Control Root Computer installation, as shown
in Figure 3-13.

5! Setup - Enkuzion B.2 by Axceleon g|§”g|

Completing the
EnFuzion Setup Wizard

Setup has finizhed inztaling and configuring EnFuzion on wour
computer.

Click. Finish to perfarm the tasks below and exit Setup.

Reqister EnFuzion Control Root service
Start EnFuzion Control Root service

Figure 3-13: Register and Start EnFuzion Root service

Step 7: Verify that the EnFuzion Control Root Computer is working by using the Windows Task
Manager. You should see two new EnFuzion processes running, the enfDispatcher.exe and enfeye.exe.
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Step 8: You can also open the EnFuzion Web Interface to verify that your EnFuzion Control Root

Computer is running. Open your web browser of choice and type in the following URL, as shown in
Figure 3-14:

http://<IP Address of your Control Root Computer>:10101

Once the EnFuzion Web Interface is open, click on Cluster to see the status of your render farm.

2 Cluster Summary - Microsoft Internet Explorer E@E|
Fle Edt View Favorites Tools Help "
Qe ~ @ - d @ N /-‘: Search ;‘\'/ Favortes @ Medds {42 Y= il
address | @] hetp/flocalhost: 10101 fsummary. bl B ks ?
Y - 2| jlsear(hwEh |-]@i- | ...attempting to retrieve buttons from Yahoo! ..
-~
%% axceleon [PEe EnFuzion 8.2 &
Updated: Sat May 14 16:09:44 2005 Root: my-lp2cv2bo2ef1:10102
Cluster Summary User: anonymous
Home Chster Modes Buns Accounting Execution Submit Results

Cluster my-lp2cv2bolefl:10102

Active Dovwn Submitted Completed

Cluster Status Uptime Nodes Nodes Runs Runs

1y~
Ip2evibolefl: ooy Luene 0030291 0 0 0
Nodes

Active Executing Idle Busy Dovwn
Nodes 1 0 1 0 0

Runs

Created Started Stopped Done Failed
Runs 0 0 0 0 0

&) % Local intranet

Figure 3-14: The EnFuzion Web Interface

3.3.6 Installing and Configuring an EnFuzion Compute Node

Step 1: Create an enfuzion user on each Compute Node.

On Compute Nodes, EnFuzion runs under a user name of your choice. We recommend that you
create a user called enfuzion and give it a valid password. The enfuzion user does not need

administrative user rights. You can do so by following the directions from Microsoft for your version of
the Windows operating system.

You will need to do this for every Compute Node on your render farm. Please complete this step
before proceeding.

Step 2: Identify the first Compute Node you will install and configure. Start the EnFuzion setup wizard
as you have before. When prompted to select the component to install, select Compute Node as shown
in Figure 3-15. Click Next to continue.
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iie! Setup - EnFuzion 8.2 by Axceleon [ZII@[XI
Select Components N
‘which components should be installed? .

Select the components you want to install; clear the components you do not want to
inztall. Click Mext when pou are ready to continue.

| Cusztom installation v

I EnFuzion service on the Cohtrol Root
Compute Hode

L

Current selection requires at least 2.9 MB of disk space.
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Figure 3-15: Install and Configure an EnFuzion Computer Node

Step 3: Provide the user account and password information to the setup wizard for this EnFuzion
Computer Node, as shown in Figure 3-16.

15 Setup - EnFuzion B.2 by Axceleon

EnFuzion User Account and Password N
Which uzer account can EnFuzioh uze on thiz compute node? "

Provide EnFuzion with the uger account and pazsword to use on this compute node.
Make sure that the account exists and that it has a valid password,

MOTICE: Setup will ot create an EnFuzion uzer accaunt for you. If pou have nat pet
created an EnFuzion uzer account, please create an account before proceeding.

User Mame:

| enfuzion |

Pagzwiond:

Pagsword Confirmation:

< Back “ M ext > ]’ Cancel ]

Figure 3-16: Provide User Name and Password for a Compute Node

Step 4: Next, tell this Compute Node how to connect to your EnFuzion Control Root Computer.
Make sure to enter the correct IP address of the computer, which you have set up as the EnFuzion
Control Root Computer earlier. See Figure 3-17.
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il Setup - EnFuzion B.2 by Axceleon

Configure Compute Node W
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Frovide the network. name or addrezs of the Control Root computer. Click Hext
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ErFuzion Control Root Host:
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Motice: The default port value 10103 rarely needs to be changed. Do not
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Cantral Foot camputer.

< Back ” Mest = ll Cancel

Figure 3-17: Configure the Compute Node with Control Root computer address

Step 5: Complete the installation and ask the setup wizard to start the EnFuzion Compute Node
service upon completion of installation.

Step 6: Note that your Computer Node has been configured to automatically connect to the EnFuzion
Control Root Computer after the installation is completed, and after each time you boot/restart the
machine. Verify that the Compute Node is connected successfully to the EnFuzion Control Root
Computer using the EnFuzion Web Interface, as shown in Figure 3-18. You may have to wait for up to
two minutes for the Compute Nodes to connect to the EnFuzion Control Root Computer.
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2 Cluster, Summary - Microsoft Internet Explorer
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Figure 3-18: Confirm the new Computer Node is running

3.3.7 EnFuzion Node Start-up Script for Windows-based Compute Nodes

EnFuzion requires users to supply a Node Start-up Script for each Windows-based Compute Node.
EnFuzion executes this Node Start-up Script each time a Compute Node is started or restarted, and
causes the Compute Node to mount your Shared File Repository. Failure to provide a Node Start-up
Script for a Compute Node may cause rendering to fail on that node. Please refer to Chapter 6 for
information on how to set up a Shared File Repository.

An EnFuzion Node Start-up Script must be named startup.bat, and it must be placed in the
[EnFuzion_Installation_Directory]/bin directory on each Compute Node. The script must conform in
syntax to a Windows batch file. An example startup.bat is provided in the
[EnFuzion_lInstallation_Directory]/bin directory. Please modify this file to adapt it for your environment.

After you make any changes to a startup.bat file on a Compute Node, you must restart the EnFuzion
Node Service on that Compute Node. To do this, choose Windows Start =All
Programs ®*EnFuzion ®*Compute Node Utilities, from there, choose

--> Stop EnFuzion Node Service,
--> Register EnFuzion Node Service, and finally
--> Start EnFuzion Node Service

There is no equivalent to startup.bat on Mac OS X and Linux platforms.

3.3.8 Installing and Configuring a User Submit Computer

Step 1: Identify the first User Submit Computer you will install and configure.

Step 2: Start the EnFuzion setup wizard as you have before. When prompted to select the component
to install, select User Submit Computer, as shown in Figure 3-19. Click Next to continue.
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05 Setup - EnFuzion B.2 by Axceleon
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Figure 3-19: Install and Configure an EnFuzion User Submit Computer

Step 3: Start the EnFuzion setup wizard as you have before. When prompted to select the component
to install, select User Submit Computer. Click Next to continue.

Step 4: When prompted to provide EnFuzion Service Host address, provide the IP address of your
EnFuzion Control Root Computer, as shown in Figure 3-20.

5 Setup - EnFuzion 8.2 by Axceleon

Configure User Submit Computer N
‘what is the address of the EnFuzion service on the Control Root computer? n

Provide the network. name or address of the Control Root computer. Click Mest
to continue with the installation.

EnFuzion Service Host:
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EnFuzion Service Port:

[10102 |

Matice: The default port value 10102 rarely needs to be changed. Do not
change this value without changing the default EnFuzion service port on the
Control Root computer.

[ < Back ” et ][ Cancel ]

Figure 3-20: Provide Control Root Computer address to a User Submit Computer

Step 5: Continue and finish installation by clicking on Next. At the end, a web browser will be started for
you.
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Please reference the EnFuzion3D v11 Troubleshooting Guide at http://www.axceleon.com/3d/fag.htm if
you’re unable to open the EnFuzion Web Interface.

3.4 Uninstalling EnFuzion
This section provides information on how to uninstall EnFuzion from the User Submit Computers, the Control
Root Computer and the Compute Nodes. Please note that there is no need to uninstall EnFuzion prior to an
upgrade, unless you are specifically told otherwise by Axceleon.
To uninstall EnFuzion on the User Submit Computers:

e Choose Windows=>» Start=»All Programs=» EnFuzion=>» Uninstall EnFuzion.

To uninstall EnFuzion on the Control Root Computer:

e Choose Windows=>» Start=» All Programs=>»EnFuzion=>»Control Root Utilities=»Stop EnFuzion Root
Service,

e Choose Windows=>Start=>All Programs =»EnFuzion=>»Control Root Utilities=»Unregister EnFuzion
Root Service, and

e Choose Windows=> Start=>»All Programs=>»EnFuzion=>»Uninstall EnFuzion.
To uninstall EnFuzion on the Compute Nodes:

e Choose Windows=>» Start=>All Programs =»EnFuzion=>Compute Node Utilities=» Stop EnFuzion Node
Service,

e Choose Windows=>» Start=»All Programs =»EnFuzion=> Compute Node Utilities =»Unregister EnFuzion
Node Service, and

e Choose Windows=> Start=>»All Programs=»EnFuzion=»Uninstall EnFuzion.

3.5 What Next

Render farm administrators and artists alike should proceed to the Plug-in Guide from here.
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4 Installing EnFuzion3D v11 on the Linux Platform

This chapter describes the steps to install EnFuzion3D v11 on the Linux Platform. This chapter is organized as
follows:

e Installing a One-Machine EnFuzion Render Farm
e Getting Familiar with Your One-Machine Render Farm
¢ Adding More Machines to Your Render Farm

If you have been using an earlier version of EnFuzion3D v11 and wish to upgrade your installation, please go
to Chapter 7 Upgrading a Previous Installation of EnFuzion.

4.1 Installing and Configuring a One-Machine EnFuzion Render Farm

This section describes the steps to install EnFuzion3D v11 for the first time. This section provides the step-by-
step instructions to help you install and configure a one-machine EnFuzion render farm.

IMPORTANT: Axceleon strongly recommends all first time users to start here.

411 Before You Begin

e EnFuzion does not have any special installation requirements for hardware or software. Any Linux-
based system is suitable. However, please note that your choice of hardware will directly affect the
performance of your render farm.

¢ Identify the computer which you will set up as your one-machine render farm. The computer must have
sufficient disk space to hold EnFuzion files and user submission and log files. At least 30Mb of
available disk space is recommended.

e You will need a valid EnFuzion license key in the form of a file called enflicense.txt. If you do not
have a valid license key, please contact Axceleon at sales@axceleon.com.

4.1.2 Installing and Configuring a One-Machine EnFuzion Render Farm

This section describes how to install and configure a one-machine EnFuzion render farm. This is the
recommended starting point for all new EnFuzion users.

An overview of steps to install a one-machine render farm is as follows:

e Create an enfuzion user account
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e Install and configure the EnFuzion Control Root Computer, the Compute Node, and the User
Submit Computer, all on the same machine.

o Verify your installation

Detailed instructions on how to install and configure your one-machine render farm are in the sections below.

4.1.3 Create an enfuzion User Account

An enfuzion user account is required by EnFuzion. At run-time, the Control Root Computer uses this account
to execute EnFuzion processes, and the Compute Nodes use this account to execute EnFuzion processes
and rendering applications.

While this user account can have any name of the user’s choice, we recommend that you create a user called
enfuzion, and give it a valid password.

e Login as the root super user by executing:
su
<provide root password>

e Create the enfuzion user account by executing:
adduser enfuzion

e Specify a password for the enfuzion user by executing:
passwd enfuzion
<specify enfuzion password>

Supply a password when prompted. This completes the steps to create an enfuzion user.

4.1.4 Installing and Configuring the EnFuzion Control Root Computer

The steps to installing and configuring the EnFuzion Control Root Computer are as follows.

¢ Make sure that you have created an enfuzion user account on the EnFuzion Control Root Computer.
See Section 4.1.3 for directions.

e On the Control Root Computer, login as the enfuzion user:
su - enfuzion
<provide password for the enfuzion user>

Please make sure to include the “—* after su to change the working directory to the enfuzion user
home directory.
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e Copy the EnFuzion installation package to a location under the enfuzion user’s home directory. The
EnFuzion installation package format for Linux is enfuzion*linux*.tar.gz.

e Unpack the EnFuzion installation package using the following command:
tar zxvf enfuzion*linux*.tar.gz
e Change your working directory to the unpacked EnFuzion installation package:
cd enfuzion*linux*
e Execute the install-root script to install the EnFuzion files for the Control Root Computer:
./install-root
EnFuzion files will be installed in the $SHOME/enfuzion directory.
¢ |Install the EnFuzion license key. Obtain a file with an EnFuzion license key and copy it to the EnFuzion
config directory. The file with the EnFuzion license key must be named enflicense.txt. The location of
the config directory is $SHOME/enfuzion/config:
cp enflicense.txt SHOME/enfuzion/config
This completes the installation of the EnFuzion package and the license key on your Control Root Computer.
The remaining step of configuring the Control Root Computer is to set up EnFuzion as a service, so that it is
started automatically.
¢ Change your working directory to the unpacked EnFuzion installation package:
cd enfuzion*linux*
e On the Control Root Computer, login as the root super user
su
<provide root password>
Execute the install-service script to install the EnFuzion service:
./install-service
e To start EnFuzion, reboot the computer or execute:

/etc/init.d/enfuzion start
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4.1.5 Installing EnFuzion on an EnFuzion Compute Node

The steps to installing and configuring an EnFuzion Compute Node are as follows. The steps must be
repeated on each Compute Node in your render farm.

e Make sure that you have created an enfuzion user account on the EnFuzion Compute Node. See
Section 4.1.3 for directions.

e Onthe Compute Node, login as the enfuzion user:
su - enfuzion
<provide password for the enfuzion user>

Please make sure to include the
home directory.

after su to change the working directory to the enfuzion user

o |f the EnFuzion installation package has not yet been copied to a location under the enfuzion user’s
home directory, copy the EnFuzion installation package. The EnFuzion installation package format for
Linux is enfuzion*linux*.tar.gz.

o |f the EnFuzion installation package has not yet been unpacked, unpack the EnFuzion installation
package using the following command:

tar zxvf enfuzion*linux*.tar.gz
e Change your working directory to the unpacked EnFuzion installation package:
cd enfuzion*linux*
e Execute the install-node script to install the EnFuzion files for the Compute Node:
./install-node
EnFuzion files will be installed in the $SHOME/enfuzion directory.

This completes the installation of the EnFuzion package on your Compute Node. The remaining step of
configuring the Compute Node is to set up EnFuzion as a service, so that it is started automatically.

e Change your working directory to the unpacked EnFuzion installation package:
cd enfuzion*linux*

e Login as the root super user
su
<provide root password>

e Execute the install-svcnode script to install the EnFuzion service:

./install-svcnode <root host>
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The <root_host> is the name or IP address of the EnFuzion Control Root Computer. If the Control
Root Computer and the Compute Node are the same computer, the <root_host> can be localhost.

e To start EnFuzion Compute Node, reboot the computer or execute:

/etc/init.d/enfnode start

4.1.6 Installing EnFuzion on an EnFuzion User Submit Computer

The steps to installing and configuring an EnFuzion User Submit Computer are as follows. The steps must be
performed on each User Submit Computer by each user that will be submitting jobs from that computer.

e Login as a user on an EnFuzion User Submit Computer that will submit jobs from that computer:
su - <submit user>
<provide password for the submit user>

Please make sure to include the
home directory.

after su to change the working directory to the enfuzion user
e Copy the EnFuzion installation package to a location under the <submit_user> home directory. The
EnFuzion installation package format for Linux is enfuzion*linux*.tar.gz.
e Unpack the EnFuzion installation package using the following command:
tar zxvf enfuzion*linux*.tar.gz
e Change your working directory to the unpacked EnFuzion installation package:
cd enfuzion*linux*
o Execute the install-submit script to install the EnFuzion files for the User Submit Computer:
./install-submit <root host>
The <root_host> is the name or IP address of the EnFuzion Control Root Computer. If the Control Root
Computer and the User Submit Computer are the same computer, the <root_host> can be localhost.

EnFuzion files will be installed in the $SHOME/enfuzion directory.

Congratulations! You have just set up a one-machine EnFuzion render farm! Proceed to the next section to
test your installation.

4.1.7 Verifying Your Installation

To verify your installation, open a Web browser such as Firefox, enter as the URL:

http://< Control Root Computer>:10101
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For our one-machine render farm, the URL can be http://localhost:10101

From the EnFuzion Web Interface, click on Cluster. You should see that your cluster is Running, as shown
in Figure 4-1.

From the Web interface you can see that:
e You have 1 Cluster, named after your computer
e You have 1 Node

e You have 0 Runs

If you do not see the Web page, please see the section below titted Common Installation Problems.

) Cluster Summary - Mozilla Firefox

Fle Edit Yiew Go Bookmarks Tools  Help Q

QII - L: - l@ @ | http:/imy-lpZcwzbozef1:10101/summaty. html % @ Go @,

Do marel™ EnFuzion 8.2 &

Updated: Sun Aug 21 20:02:42 2005 Root: my-lp2cv2bo2ef1:10102
Cluster Summary User: anonymous
Home Cluster Nodes Funs Accounting Ezeculion Submit Results

Cluster my-lp2cv2Zbo2ef1:10102

Chuster Status Uptime Active Down Submitted  Completed

Nodes Nodes  Runs Runs
my-lp2ev2bolefl: 10102 Running 14,06 34:58 1 1 0 0
Nodes
Active  Executing Idle Busy Down

Nodes 1 0 1 0 1
Runs

Created Started StoppedDone Failed
Runs 0 0 0 0 0

Done

Figure 4-1: One-machine render farm running

By completing all the steps in the previous sections, you have successfully setup and configured a one-
machine render farm.

4.1.8 Common Installation Problems

The most common installation problems can lead to the following symptoms at the end of the installation
process:

e Some or all of the required EnFuzion processes enfdispatcher, enfeye, enfnodeserver are not
running

e You cannot connect to the EnFuzion Web Interface
e The EnFuzion3D v11 Interface runs sluggishly

Most common installation problems have to do with expired license key files, blocked port numbers and
antivirus software. Diagnostic tips and solutions for these problems can be found in the EnFuzion3D v11
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Troubleshooting Guide at http://www.axceleon.com/3d/fag.htm. Please make sure to peruse the
Troubleshooting Guide on line.

4.2 Getting Started with EnFuzion

This section takes you through a quick test drive of EnFuzion using the one-machine render farm that you have
installed and configured.

4.2.1 Understanding Your One-Machine Render Farm

By successfully completing the steps in the previous sections, you have installed and configured a one-
machine EnFuzion render farm, as shown in Figure 4-2. In this render farm, the EnFuzion Control Root
Computer, the User Submit Computer and the EnFuzion Compute Node all reside in the same machine,
giving you a simple render farm configuration to learn and explore EnFuzion services.

Figure 4-2: The One-Machine EnFuzion Render farm

Upon a successful installation and starting of EnFuzion on Linux, you should have the following processes
running:

¢ enfdispatcher
o enfeye
e enfnodeserver
Please see Chapter 7 for instructions on how to manually start EnFuzion processes. Please reference the

EnFuzion3D v11 Troubleshooting Guide at http://www.axceleon.com/3d/fag.htm if you’re unable to start
the EnFuzion processes.

4.2.2 The EnFuzion Web Interface

The EnFuzion Web Interface is intended mostly for render farm administrators to monitor and control various
aspects of the render farm operations. The EnFuzion User Manual provides a complete description of the
EnFuzion Web Interface. This interface is not intended for artists.

For now, we will use the EnFuzion Web Interface, only to verify that your one-machine render farm is up and
running.

Login as a user (not the enfuzion user), open a Web browser such as Firefox, and enter as the URL:

http://< Control Root Computer>:10101
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For our one-machine render farm, the URL should be http://localhost:10101. Click on the Cluster link. You
will see the EnFuzion Web Interface as shown in Figure 4-3.

=) Cluster, Summary - Mozilla Firefox

Fle Edt Yiew Go Bookmarks Tools  Help

qil - E:> - g @ |D htkp:f fry-lp2cvzbozef 1:10101 fsummaryy. html Vl @ Go “Q,, ‘

Do rore™ EnFuzion 8.2 &

Updated: Sun Aug 21 20:02:42 2005 Root: my-Ip2cv2bo2ef1:10102
User: anomymous

Cluster Summary

Home Cluster Nodes Funs Accounting Execution Submit Results

Cluster my-lp2cvZbo2ef1:10102

my-lp2ev2bolefl: 10102 Running 14,06.34:58 1 1 0 0
Nodes
Nodes 1 0 1 0 1
Rung
Runs 0 0 0 0 0
~

Figure 4-3: EnFuzion Web Interface
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From the Web interface you can see that:
e You have 1 cluster, named after your computer; its status is running
e You have 1 node; its status is idle
e You have 0 Runs

Please reference the EnFuzion3D v11 Troubleshooting Guide at http://www.axceleon.com/3d/fag.htm if
your one-machine render farm is not running successfully.

4.2.3 Getting EnFuzion to Work with Your Rendering Packages

To get EnFuzion to work with your rendering packages of choice (e.g. Maya, XSI) on your one-machine render
farm, you need to load the respective EnFuzion plug-ins for those rendering packages. Directions for how to
do this are in the Plug-in Guide, which you can download from the same location as where you downloaded
your EnFuzion software.

The Plug-in Guide will also introduce you to the primary user interface for artists to submit jobs, to monitor
their progress and to retrieve results.

Please proceed to the Plug-in Guide to continue.

4.3 Adding More Machines to Your Render Farm

This section describes how to expand from the one-machine render farm to a bigger EnFuzion render farm,
with a dedicated EnFuzion Control Root Computer, several User Submit Computers and several EnFuzion
Compute Nodes, as show in Figure 4-4.

Proceed to expand your one-machine render only after you have completed all the steps in Sections 4.1 and
4.2 successfully. If you have not gotten EnFuzion to work successfully with your rendering package on your
one-machine render farm, please return to Section 4.2.

EnFuzion Control
Root Computer

EnFuzion User \ / /
Submit Computers
EnFuzion Compute Nodes

Shared Repository
File Server

Figure 4-4: A typical EnFuzion Render farm
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4.3.1

4.3.2

Before You Begin

Identify a computer that will be the EnFuzion Control Root Computer for your render farm. Since the
EnFuzion Control Root Computer controls all EnFuzion activities in a render farm, it is important that
the EnFuzion Control Root Computer runs continuously, and that it has sufficient disk space to hold
user input and output files.

The EnFuzion Control Root Computer must have a fixed IP address. You cannot use DHCP to
allocate IP different IP addresses for the EnFuzion Control Root Computer.

EnFuzion does not have any special installation requirements for hardware or software. Any Linux
based system is suitable for EnFuzion User Submit Computers and EnFuzion Compute Nodes.
However, please note that your choice of hardware will directly affect the performance of your render
farm.

Identify all the EnFuzion Compute Nodes and all the User Submit Computers on your render farm.

You will need a valid EnFuzion license key in the form of a file called enflicense.txt. If you do not
have a valid license file, please contact Axceleon at sales@axceleon.com.

Summary of Steps

The recommended steps to building and testing a bigger EnFuzion render farm are as follows:

Always start with a one-machine configuration, add more machines to it, and test as you go.

Each render farm can have only one Control Root Computer. Make sure you do not have more than
one Control Root Computer.

One at a time, add more Compute Nodes to your render farm. After each Compute Node is added,
make sure it is running by checking the Nodes page from the EnFuzion Web Interface.

One at a time, add more User Submit Computers to your render farm. After each User Submit
Computer, make sure that you can successfully start the EnFuzion Web Interface from it.

You must also install and license all the rendering packages you wish to use on each Compute Node,
and each User Submit Computer.

Your render farm will not work until you have set up and configured your Shared File Repository.
You must read Chapter 6 Setting up a Shared File Repository and follow the directions therein to
set up a Shared File Repository.

You must also read Chapter 15 Render Farm Administrator Guide in the Plug-in Guide for additional,
required configuration steps for Compute Nodes, and User Submit Computers.

The directions on installing and testing Linux based Control Root, Compute Nodes and User Submit
Computers are in Section 4.1. If you have a heterogeneous render farm, you can find the directions on
installing and testing Windows and Mac OS X based components are in Chapter 3 and Chapter 5
respectively.

4.4

Uninstalling EnFuzion

This section provides information on how to uninstall EnFuzion from the User Submit Computers, the Control
Root Computer and the Compute Nodes.
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Please note that there is no need to uninstall EnFuzion prior to an upgrade, unless you are specifically told
otherwise by Axceleon.

To uninstall EnFuzion on the User Submit Computers:

o Delete the enfuzion directory from the computer user’'s home directory, i.e. the ~/enfuzion directory.
To uninstall EnFuzion on the Control Root Computer:

o Kill the processes called enfdispatcher and enfeye.

e Delete the enfuzion directory from the enfuzion user’s home directory.

e Delete the /etc/init.d/enfuzion file.
To uninstall EnFuzion on the Compute Nodes:

¢ Kill the processes called enfnodeserver.

o Delete the enfuzion directory from the enfuzion user’'s home directory.

e Delete the /etc/init.d/enfnode file.

4.5 What Next

Render farm administrators and artists alike should proceed to the Plug-in Guide from here.
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5 Installing EnFuzion3D v11 on the Mac OS X Platform

This chapter describes the steps to install EnFuzion3D v11 on the Mac OS X Platform. This chapter is
organized as follows:

Installing an One-Machine EnFuzion Render Farm
Getting Familiar with Your One-Machine Render Farm
Adding More Machines to Your Render Farm

If you have been using an earlier version of EnFuzion3D v11 and wish to upgrade your installation, please go
to Chapter 7 Upgrading a Previous Installation of EnFuzion.

5.1 Installing and Configuring a One-Machine EnFuzion Render Farm

This section describes the steps to install EnFuzion3D v11 for the first time. This section provides the step-by-
step instructions to help you install and configure a one-machine EnFuzion render farm.

IMPORTANT: Axceleon strongly recommends all first time users to start here.

511 Before You Begin

¢ EnFuzion does not have any special installation requirements for hardware or software. Any Mac OS
X-based system is suitable. However, your choice of hardware will directly affect the performance of
your render farm.

o |dentify the computer which you will set up as your one-machine render farm. The computer must have
sufficient disk space to hold EnFuzion files and user submission and log files. At least 30Mb of
available disk space is recommended.

¢ You will need a valid EnFuzion license key in the form of a file called enflicense.txt. If you do not
have a valid license key, please contact Axceleon at sales@axceleon.com.

5.1.2 Installing and Configuring a One-Machine EnFuzion Render Farm

This section describes how to install and configure a one-machine EnFuzion render farm. This is the
recommended starting point for all new EnFuzion users.

The steps to install a one-machine render farm are as follows:

e Create an enfuzion user account
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e Install and configure the EnFuzion Control Root Computer, the Compute Node, and the User
Submit Computer, all on the same machine.

o Verify your installation
Detailed instructions on how to install and configure your one-machine render farm are in the sections below.

5.1.3 Create an enfuzion User Account

An enfuzion user account is required by EnFuzion. At run-time, the Control Root Computer uses this account
to execute EnFuzion processes, and the Compute Nodes use this account to execute EnFuzion processes
and rendering applications.

While this user account can have any name of the user’s choice, we recommend that you create a user called
enfuzion and give it a valid password. The enfuzion user needs administrative user rights during the
installation process. After EnFuzion is installed, administrative rights can be removed.

Create an enfuzion user account with the Systems Preferences->System->Accounts menu. This account
should have following characteristics:

e Name: enfuzion
e Password: <specify password>

e Allow user to administer this computer (Note the admin user rights can be removed once you'’re
finished with the installation process.)

The enfuzion user account should be used for the installation of the EnFuzion on the Control Root Computer
and the Compute Node. A regular user account should be used for EnFuzion on the User Submit Computer.

514 Installing EnFuzion on the Control Root Computer

The steps to install and configure the EnFuzion Control Root Computer are as follows:

e Make sure that you have created an enfuzion user account on the EnFuzion Control Root Computer.
See Section 5.1.3 for directions.

e Login as the enfuzion user.
e Copy the EnFuzion installation package to the enfuzion user’s Desktop or home directory. The
EnFuzion installation package for Mac OS X is called enfuzion-3d.<version>-darwin.<version>-

ppc32.tgz.

¢ Double click on the installation package to unpack it. This will create a directory with the installer
programs.

e |Install the EnFuzion Control Root Computer by running the InstallRoot application, as shown in
Figure 5-1.
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| _enfuzion-3d.9.0.12702-darwin.7.0-ppc32 = h
Q i

@ Network ; e e
= g » »
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Pictures

% 4 items, 50.06 GB available %

Figure 5-1: The EnFuzion Installer Programs

e When you are prompted to install the EnFuzion license key file, select the enflicense.txt file sent to
you by Axceleon.

Upon a successful installation of the Control Root Computer, you should see the EnFuzion Web Interface,

as shown in Figure 5-2.
— = Cluster Summary = )
E € hitp://localhost: 10101 /summary.html "rQ' Google

—Amal_ on eBay Yahoo! News(82)v %.—
2 axceleon PHGEEE EnFuzion 9.0 =
Updated: Fri Dec 22 20:46:04 2006 Root: mini2.local:10102
Cluster Summary User: anonymous
Home Cluster Nodes Runs Accounting Execution Submit Results
Cluster mini2.local:10102
mini2.local: 10102 Running 00:00:01 0 0 0 0
Nodes
Nodes (0 0 0o 0 0 =
4

Figure 5-2: Control Root, as Seen from the EnFuzion Web Interface

38



ENFUZION FOR RENDER FARMS INSTALLATION AND CONFIGURATION GUIDE

If you do not see the Web page, please see the section below titted Common Installation Problems.

Please make sure this step is successful before you continue to the next installation step.

5.1.5 Installing EnFuzion on an EnFuzion Compute Node

The steps to install and configure an EnFuzion Compute Node are as follows:

e Make sure that you have created an enfuzion user account on the EnFuzion Compute Node. See
Section 5.1.3 for directions.

e Login as the enfuzion user.

e Copy the EnFuzion installation package to the enfuzion user’s Desktop or home directory. The
EnFuzion installation package for Mac OS X is called enfuzion-3d.<version>-darwin.<version>-
ppc32.tgz.

e Double click on the installation package to unpack it. This will result in a directory with the installer
programs.

e Install the EnFuzion Compute Node by running the InstallINode applications, as shown in Figure 5-1.

e You will be prompted to configure the Compute Node by telling it the network address of the EnFuzion
Control Root Computer. You must supply a valid static network address for the Control Root
Computer. For the one-machine test configuration, you can simply enter localhost.

e Upon a successful installation of a Compute Node, it should connect to the Control Root Computer
automatically. You can verify this from Nodes page from the EnFuzion Web Interface, as shown in
Figure 5-3.

e Reboot the Compute Node after installation.

[Fatalal Nodes

j [Z]  http://localhost:10101/nodelist.html - ’Qv Google

[0  Apple (45) Amazon eBay Yahoo! News (103}~

5% axceleon EGSERE EnFuzion 9.0 ¢
Updated: Fri Dec 22 21:22:10 2006 Root: mini2.local:10102
Nodes User: anonymous
Home Cluster Nodes Runs Accounting Execution Submit Results

Nodes
D Host Status Uptime Executing Idle Busy Downtime . it E e D Wength
Bl mini2 local Idle  00:00:19 0% 100% 0% 00:00:00 2 0 0 0.000

Node Control

(start) (Terminate ) (Remove ) ((Add)

L]

Figure 5-3: Compute Node Running, as Seen from the EnFuzion Web Interface

39



ENFUZION FOR RENDER FARMS INSTALLATION AND CONFIGURATION GUIDE

If you do not see the Web page, please see the section below titted Common Installation Problems.
Please make sure this step is successful before you continue to the next installation step.

5.1.6 Installing EnFuzion on an EnFuzion User Submit Computer

The steps to install and configure an EnFuzion User Submit Computer are as follows:
e Login as a user (e.g. yourself), and not the enfuzion user.

e Copy the EnFuzion installation package to your Desktop or home directory. The EnFuzion installation
package for Mac OS X is called enfuzion-3d.<version>-darwin.<version>-ppc32.tgz.

e Double click on the installation package to unpack it. This will result in a directory with the installer
programs.

o Install the User Submit Computer by using the InstallSubmit application, as shown in Figure 5-1.

e You will be prompted to configure the User Submit Computer by telling it the network address of the
EnFuzion Control Root Computer. You must supply a valid static network address for the Control
Root Computer. For the one-machine test configuration, you can simply enter localhost.

Upon a successful installation of a User Submit Computer, the EnFuzion3D v11 application should start
automatically, as shown in Figure 5-4.

o060 EnFuzion for Render Farms

Active Runs: 0 Jobs: Waiting 0, Executing 0, Done 0, Failed 0 duled 0 ¥ AutoUpdate

Run ID Submission | User Status | Uptime Finish In | Priority | Application | Pools Waiting Executing | Done Failed | Reschedu

C ) T

Completed Runs: 0 Jobs: Waiting 0, Done 0, Failed 0, Rescheduled 0 Show My Runs Show Recent Runs ¥ AutoUpdate

Runip & Submission | User Status Submitted | Completed | Uptime Waiting Done Failed | Rescheduled | Job Lenath | Total Time

Welcome to EnFuzion for Render Farms! 3

Figure 5-4: The EnFuzion Render Farms Interface
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If this application starts but runs very sluggishly, it usually means that it is not able to connect to the Control
Root Computer. If this happens, please reference the EnFuzion3D v11 Troubleshooting Guide at
http://www.axceleon.com/3d/faq.htm for more debugging tips.

5.1.7 Common Installation Problems

The most common installation problems can lead to the following symptoms at the end of the installation
process:

e Some or all of the required EnFuzion processes enfdispatcher, enfeye, enfnodeserver are not
running

e You cannot connect to the EnFuzion Web Interface

e The EnFuzion3D v11 Interface runs sluggishly
Most common installation problems have to do with expired license key files, blocked port numbers and
antivirus software. Diagnostic tips and solutions for these problems can be found in the EnFuzion3D v11

Troubleshooting Guide at http://www.axceleon.com/3d/fag.htm. Please make sure to peruse the
Troubleshooting Guide on line.

5.2 Getting Started with EnFuzion

This section takes you through a test drive of EnFuzion using the one-machine render farm that you have
installed and configured.

5.2.1 Understanding Your One-Machine Render Farm

By successfully completing the steps in the previous sections, you have installed and configured a one-
machine EnFuzion render farm, as shown in Figure 5-5. In this render farm, the EnFuzion Control Root
Computer, the User Submit Computer and the EnFuzion Compute Node all reside in the same machine,
giving you a simple render farm configuration to learn and to explore EnFuzion features.

Figure 5-5: The One-Machine EnFuzion Render farm

5.2.2 The EnFuzion Web Interface

The EnFuzion Web Interface is intended mostly for render farm administrators to monitor and control various
aspects of the render farm operations. The EnFuzion User Manual provides a complete description of the
EnFuzion Web Interface. This interface is not intended for artists.

For now, we will use the EnFuzion Web Interface, only to verify that your one-machine render farm is up and
running.

Login as a user (not the enfuzion user), open a Web browser such as Safari, and enter as the URL:

http://<EnFuzion Control Root Computer>:10101
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For our one-machine render farm, the URL should be http://localhost:10101. Click on the Cluster link. You
will see the EnFuzion Web Interface as shown in Figure 5-2 above.

From the Web interface you can see that:
e You have 1 Cluster, named after your computer; its status is running
e You have 1 node; its status is idle
e You have 0 Runs

Please reference the EnFuzion3D v11 Troubleshooting Guide at http://www.axceleon.com/3d/fag.htm if your
one-machine render farm is not running successfully.

5.2.3 Creating a Shared Test Directory for Your First Render Test

If you are a Mac OS X user and you are running your first render test on a one-machine test render farm, you
must first create a Shared Test Directory on your machine. This directory will contain all the project files,
scene files and texture files for your test. It will also contain the rendered images.

The steps to creating a Shared Test Directory are as follows. Please do this before proceeding to the next
section.

o Create a directory in /Users/Shared, for example /Users/Shared/EnFuzionShared.

e Share this directory by allowing Owner, Group and Others to have Read & Write Access, as shown in
Figure 5-1.

e Make sure to choose Apply to enclosed items...

® O O EnFuzionShared Info

|‘I"’ EnFuzionShared Zero KB
==~ Modified: Today at 10:02 PM
¥ General:

Kind: Folder

Size: Zero KB on disk (Zero bytes)
Where: /Users/Shared
Created: Today at 10:02 PM
Modified: Today at 10:02 PM

Color label: (x| @ © e e
 Locked
P More Info:
b Name & Extension:
806 |~ Shared () P Preview:
|<—| ’ﬁ‘ ‘?‘ Q v Ownership.& Permissions:
- — You can | Read & Write I+
@ Network = = -
=1 Macintosh HD [ [ ‘ ¥ Details:
__ LEXAR MEDIA 2 1= b 1= Owner: | test B
@ Desktop Alias Autodesk GarageBand Demo Sg Access: | Read & Write =
@ test A
/A Applications g 3 — Group: | wheel >
Documents | | Ad - [ Read & Wri &
[ Movies s > ccess: | Rea rite n
& Music repository EnFuzionShared ) = _
Plctiras —_——————t——— — o Others: Read & Write v
: Sitems, 49.5CR GvATABIE T — 7 I" Apply to enclosed items... \

Figure 5-6: Create a Shared Test Directory
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This Shared Test Directory for your one-machine render farm serves as your temporary Shared File
Repository. As you expand beyond your one-machine render farm, please refer to the EnFuzion3D v11
Installation and Configuration Guide for more details on sharing files over the network and on setting up a
Shared File Repository.

5.24 Getting EnFuzion to Work with Your Rendering Packages

To get EnFuzion to work with your rendering packages of choice (e.g. Maya, After Effects) on your one-
machine render farm, you need to load the respective EnFuzion plug-ins for those rendering packages.
Directions for how to do this are in the Plug-in Guide, which you can download from the same location as
where you downloaded your EnFuzion software.

The Plug-in Guide will also introduce you to the primary user interface for artist to submit jobs, to monitor their
progress and to retrieve results.

Please proceed to the Plug-in Guide to continue.

5.3 Adding More Machines to Your Render Farm

This section describes how to expand from the one-machine render farm to a bigger EnFuzion render farm,
with a dedicated EnFuzion Control Root Computer, several User Submit Computers and several EnFuzion
Compute Nodes, as show in Figure 5-7.

Proceed to expand your one-machine render only after you have completed all the steps in Sections 5.1 and
5.2 successfully. If you have not gotten EnFuzion to work successfully with your rendering package on your
one-machine render farm, please return to Section 5.2.

EnFuzion Control
Root Computer

?

EnFuzion User \ / . /
Submit Computers
EnFuzion Compute Nodes

Shared Repository
File Server

Figure 5-7: A typical EnFuzion Render farm

5.3.1 Before You Begin

o |dentify a computer that will be the EnFuzion Control Root Computer for your render farm. Since the
EnFuzion Control Root Computer controls all EnFuzion activities in a render farm, it is important that
the EnFuzion Control Root Computer runs continuously, and that it has sufficient disk space to hold
user input and output files.

e The EnFuzion Control Root Computer must have a fixed IP address. You cannot use DHCP to
allocate different IP addresses for the EnFuzion Root Computer.
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e EnFuzion does not have any special installation requirements for hardware or software. Any Mac OS X
based system is suitable for EnFuzion User Submit Computers and EnFuzion Compute Nodes.
However, please note that your choice of hardware will directly affect the performance of your render
farm.

¢ Identify all the EnFuzion Compute Nodes and all the User Submit Computers on your render farm.

e You will need a valid EnFuzion license key in the form of a file called enflicense.txt. If you do not
have a valid license key, please contact Axceleon at sales@axceleon.com.

5.3.2 Summary of Steps

The recommended steps to building and testing a bigger EnFuzion render farm are as follows:
e Always start with a one-machine configuration, add more machines to it, and test as you go

e Each render farm can have only one Control Root Computer. Make sure you do not have more than
one Control Root Computer.

e One at atime, add more Compute Nodes to your render farm. After each Compute Node is added,
make sure it is running by checking the Nodes page from the EnFuzion Web Interface. Reboot
each Compute Node after the installation.

e One at atime, add more User Submit Computers to your render farm. After each User Submit
Computer, make sure that you can successfully start the EnFuzion Web Interface from it.

e You must also install and license all the rendering packages you wish to use on each Compute Node,
and each User Submit Computer.

¢ Your render farm will not work until you have set up and configured your Shared File Repository.
You must read Chapter 6 Setting up a Shared File Repository and follow the directions therein to
set up a Shared File Repository.

e You must also read Chapter 15 Render Farm Administrator Guide in the Plug-in Guide for
additional, required configuration steps for Compute Nodes, and User Submit Computers.

The directions on installing and testing Mac OS X based Control Root, Compute Nodes and User Submit

Computers are in Section 5.1. If you have a heterogeneous render farm, you can find the directions on
installing and testing Windows and Linux based components are in Chapter 3 and Chapter 4 respectively.

5.4 Uninstalling EnFuzion

This section provides information on how to uninstall EnFuzion from the User Submit Computers, the Control
Root Computer and the Compute Nodes.

Please note that there is no need to uninstall EnFuzion prior to an upgrade, unless you are specifically told
otherwise by Axceleon.

To uninstall EnFuzion on the User Submit Computers:

o Delete the enfuzion directory from the computer user’'s home directory. For example, for a user called
bob, you need to delete the /Users/bob/enfuzion directory.

To uninstall EnFuzion on the Control Root Computer:
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e Using the Activity Monitor, locate the processes called enfdispatcher and enfeye, and choose Quit
Process to stop both processes.

o Delete the enfuzion directory from the enfuzion user’'s home directory, i.e. the
/Users/enfuzion/enfuzion directory.

o Delete the /Library/Startupltems/EnFuzion directory.
To uninstall EnFuzion on the Compute Nodes:
e Using the Activity Monitor, locate the process called enfnodeserver and use Quit Process to stop it.

o Delete the enfuzion directory from the enfuzion user’s home directory, i.e. the
/Users/enfuzion/enfuzion directory.

o Delete the /Library/Startupltems/EnFuzionNode directory.

5.5 What Next

Render farm administrators and artists alike should proceed to the Plug-in Guide from here
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6 Setting up a Shared File Repository

The EnFuzion plug-ins for rendering packages require that all scene files, texture files and other project files
are stored in a Shared File Repository, and that they are accessible by all the Compute Nodes and from all
the User Submit Computers. This chapter provides the information on how to set up a Shared File
Repository.

6.1 File Sharing with Samba
SMB is the default file sharing protocol implemented by Windows. Samba is the most commonly used file
sharing program which mimics the SMB protocol on Linux and Mac OS X platforms. Samba, therefore, allows
machines which run Linux and Mac OS X to share files with Windows machines using the SMB protocol.
Most likely you already have Samba and SMB because:

e Samba is distributed with most Linux and Mac OS X software distributions

e You have SMB by default on Windows

The instructions and examples in this guide show you how to set up and configure file sharing with SMB and
Samba. If you wish to use another file sharing protocol such as NFS, please contact Axceleon.

For more information on Samba or to download it, please visit www.samba.org.

6.2 Setting up a Shared File Repository - Summary of Steps

Recall that a typical EnFuzion render farm consists of the following parts as shown in Figure 6-1 below.

46


http://www.samba.org/

ENFUZION FOR RENDER FARMS INSTALLATION AND CONFIGURATION GUIDE

EnFuzion Control
Root Computer

EnFuzion User \ /
Submit Computers

SMB Clients EnFuzion Compute Nodes
Shared Repository/ SMB Clients
File Server
SMB Server

Figure 6-1: Typical EnFuzion Render Farm

To set up the Shared File Repository, you need to do the following:
¢ Configure the SMB Server which runs on the Repository/File Server machine
e Configure the SMB Clients, which run on the Submit Computers and the Compute Nodes
On heterogeneous render farms, the SMB Server and Clients run on different operating systems. Please see

below for instructions on how to configure SMB Servers and Clients on Windows, Linux and Mac OS X
platforms.

6.3 Configuring File Sharing on Windows Based Computers
This section provides the information on configuring Windows machines for SMB based file sharing, including:
e How to enable file sharing on a Windows SMB Server, and

e How to configure Windows based SMB Clients on User Submit Computers and the Compute
Nodes

Please see below for details.

6.3.1 Configuring a Windows SMB Server for File Sharing
The steps to configure a Windows based SMB Server for file sharing are as follows:
Step 1: Open a Windows Explorer window by choosing Windows Start-> My Computer.
Step 2: Locate the directory which contains all of your scenes, texture files and other project files. Right Click on
this directory, choose the Sharing and Security option to open the files Properties dialogue window, as

shown in Figure 6-2.

Step 3: Also shown in Figure 6-2, from the Sharing tab:
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e Choose Share this folder on the network, and provide a Share name, and

e Choose Allow network users to change my files

Step 4: Click OK to finalize. From the Windows Explorer, you can see the directory marked as shared as shown,

kralR eposit

ary

with the symbol of a hand.

CentralRepository Properties

General | Shaiing | Customize

Local sharing and security

- To share this folder with other uzers of this computer
._-)E only, drag it to the Shared Documents folder.

Tomake this folder and its subfolders private so that
only you have access, select the following check box.

Metwoark sharing and security

_-g To share this folder with both network users and ather
S“'S uzers of this computer, select the first check box below
and type a share name.

Share thiz folder on the network

Share name: | CentralReposzitary

[ &llow netwark users ta change my files

Learm more about gharing and security.

[ u] H Cancel ][ Apply

Figure 6-2: File Properties Dialogue

48



ENFUZION FOR RENDER FARMS INSTALLATION AND CONFIGURATION GUIDE

6.3.2 Configuring a Windows Based SBM Client on an EnFuzion User Submit Machine

On a Windows based User Submit Computer you do not need to do anything to enable a SMB Client.

Once a SMB Server has been properly configured, verify that you can access shared files in your Shared File
Repository by selecting Windows->Start->My Network Places on the User Submit Computer.

6.3.3 Configuring a Windows Based SMB Client on an EnFuzion Compute Node

On a Windows based Compute Node you do not need to do anything to enable a SMB Client.

Once a SMB Server has been properly configured, verify that you can access shared files in your Shared File
Repository by selecting Windows->Start->My Network Places on the Compute Node.

6.3.4 For AllWindows Users Only
For all-Windows users, it is possible to start without a central Shared File Repository. For the render package
you use, you can simply share your entire Project Directory on your own computer, including the Image
Directory.
Remember to explicitly enable the following while setting up sharing of your Project Directory:

e Share this folder on the network

¢ Allow network users to change my files

This enables all Compute Nodes to read Scene files from your shared drive and write the rendered Images
back.

6.4 Configuring File Sharing on Linux Based Computers

This section provides the information on configuring Linux machines for SMB based file sharing, including:
¢ How to enable file sharing on a Linux based SMB Server, and
e How to configure Linux based SMB Clients on User Submit Computers and the Compute Nodes

Please see below for details.

6.4.1 Configuring a Linux SMB Server

The steps to enable file sharing on a Linux SMB Server are beyond the scope of this guide. Please contact
your systems administrator or contact Axceleon if you have questions on how to set up a Linux server for file
sharing.

6.4.2 Configuring a Linux Based SMB Client on an EnFuzion Compute Node

To configure a SMB Client on a Linux based Compute Node, please follow the steps below:
Step 1: Login as a root super user and create a mount point with the following command:
mkdir -p /mnt/<share name>

Step 2: Create a share description in the /etc/fstab file on the Compute Node by adding the following line to
the file:
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//<server name>/<share name> /mnt/<share name> smbfs \
username=enfuzion, password=<password>,uid=enfuzion,gid=enfuzion 0 O

Example: We have a Shared File Repository located on the machine
//192.168.0.160/SharedRepository. We wish to mount this Shared File Repository from an EnFuzion
Compute Node, using the directory /mnt/SharedRepository.

To accomplish this, create a /etc/fstab file on the Compute Node and add the following line:

//192.168.0.160/SharedRepository /mnt/SharedRepository smbfs
\ username=enfuzion, password=enfuzion,uid=enfuzion,gid=enfuzion 0 0

Step 3: Mount the new share with the following command:
mount /mnt/<share name>

Step 4: Confirm the SMB mount with the following steps:

e Login as enfuzion

e From a command prompt, type: cd /mnt/<share_name>, and confirm that files can be read from and
written to the Shared File Repository.

6.4.3 Configuring a Linux SMB Client on an User Submit Computer

To configure the SMB Client on a Linux based User Submit Computer, please follow the steps below:
Step 1: Login as a root super user and create a mount point with the following command:
mkdir -p /mnt/<share name>

Step 2: Create a share description in the /etc/fstab file on the Compute Node by adding the following line to
the file:

//<server name>/<share name> /mnt/<share name> smbfs \
username=enfuzion, password=<password>,uid=enfuzion,gid=enfuzion 0 O

Step 3: Mount the new share with the following command:
mount /mnt/<share name>

Step 4. Confirm the SMB mount with the following steps:
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e Log in using your normal user login, (not as the enfuzion user)

e From a command prompt, type: cd /mnt/<share_name>, and confirm that files can be read from and
written to the Shared File Repository.
6.5 Configuring File Sharing on Mac OS X Based Computers

This section provides the information on working with Mac OS X and SMB based file sharing, including:
e How to enable file sharing on a Mac OS X based SMB Server, and

¢ How to configure Mac OS X based SMB Clients on User Submit Computers and the Compute
Nodes

e How to configure NFS based file sharing on Mac OS X

Please see below for details.

6.5.1 Configuring a Mac OS X Based SMB Server

The steps to configure a Mac OS X based Samba SMB Server for file sharing are beyond the scope of this
guide. Please contact your systems administrator or contact Axceleon if you have questions on how to set up
a Mac OS X based server for file sharing.

6.5.2 Configuring a Mac OS X Based SMB Client on an EnFuzion Compute Node

To configure a SMB Client on a Mac OS X based Compute Node, please follow the steps below:
Step 1. Create a mount point. Open the Terminal application and type the following command:

mkdir -p /mnt/<share name>

Example: We have a Shared File Repository located on the machine
\\192.168.0.160\SharedRepository. We wish to configure a Mac OS X based Compute Node to
mount this repository in the directory /mnt/SharedRepository. Create a mount point with the following
command:

mkdir -p /mnt/SharedRepository

Step 2: Create a share description file fstab on the Compute Node. Open the Terminal application and
type the following command to create the file:

echo <server name>:/<share name> /mnt/<share name> \
url==smb://enfuzion:<password>@<server name>/<share name>,uid=enfuzio
n,gid=enfuzion \ 0 0 > fstab

Example: We have a Shared File Repository located on the machine
\\192.168.0.160\SharedRepository. We wish to configure a Mac OS X based Compute Node to
mount this repository in the directory /mnt/SharedRepository. Create an fstab file with the following
line:

echo 192.168.0.160:/SharedRepository /mnt/SharedRepository \
url==smb://enfuzion:enfuzion@192.168.0.160/SharedRepository,
uid=enfuzion,gid=enfuzion \ 0 0 >fstab
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Step 3: Load the share description to Netinfo with the following command in the Terminal:

niload fstab . < fstab
Step 4: Reboot the machine.
Step 5: Confirm the SMB mount with the following steps:
e Login as enfuzion

e Navigate to the /mnt/SharedRepository directory and confirm that you can read and write files in the
directory.

6.5.3 Configuring a Mac OS X SMB Client on an User Submit Computer
On a Mac OS X based User Submit Computer, you do not need to do anything to enable the SMB Client.

Once a SMB Server has been properly configured, you can connect to the SMB Server with the steps below:
e Select Finder->Go->Connect to Server... to open the Connect to Server dialogue window.
¢ Inthe dialogue window, enter:
smb://<Name of the SMB server>/<share name>

Example: We have a Shared File Repository located on the machine with the IP
192.168.0.160/SharedRepository, which is running as a SMB Server.

To mount the Shared File Repository from a User Submit Computer, select Finder->Go->Connect
to Server... to open the Connect to Server dialogue window. In the dialogue window, enter:

smb://192.168.0.160/SharedRepository
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6.5.4 Configuring Mac OS X Based NFS Server

The simplest way to configure NFS on an Mac OS X based system is using the NFS Manager utility. You can
download the NFS Manager utility from http://www.bresink.com/osx/NESManager.html.

Using the NFS Manager, the steps to configuring an NFS Server on a Mac OS X based system are as follows:
e |Install and start NFS Manager

Select NFS Shares

e Click on the Lock and provide administrator's credentials
e Click on Add Entry
e Select... the folder to share
e Select Any computer (no restrictions)
e Under Options, specify Treat all users as user enfuzion
e Leave all other options unchecked
e Click OK
e Click Activate Changes...
After you configure the NFS Server, test it by doing the following:
e In NFS Manager, select List Remote NFS Shares...
e Inthe Server field, type localhost
e Under Folder, there should be the shared folder
e Under Options, it should say mapall=enfuzion

This completes the configuration of the NFS Server on a Mac OS X based system. This configuration must be
done once on the machine that is used as a file server.

6.5.5 Configuring a Mac OS X Based NFS Client on an EnFuzion Compute Node

The simplest way to configure NFS on a Mac OS X based system is using the NFS Manager utility. You can
download the NFS Manager utility from http://www.bresink.com/osx/NFSManager.html.

Using the NFS Manager, the steps to configuring a NFS Client on a Mac OS X based system are as follows:
e Open NFS Manager
o Verify that the NFS Server is operational
e Select Computer:List Remote NFS Shares...

e Enter Server name, press List
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An NFS share name should be shown

o Define an NFS Client

e Click on the main NFS Manager dialog

e Click on the Lock and enter credentials

e Select NFS Entry (menu at the top):New Connection
o Enter NFS Server, NFS Share

e Unselect Connect as read-only folder

e Click OK, which closes the dialog

e Click Activate Changes... (in the main dialog)

¢ Quit NFS Manager

The NFS share should appear as another entry in the left column in the Finder. This configuration must be
done once on each render node.

6.5.6 Configuring a Mac OS X Based NFS Client on an User Submit Computer

Please contact your system administrator on how to access a NFS server from User Submit Computers.
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7 Upgrading a Previous Installation of EnFuzion

This Chapter provides key information on how to upgrade an existing installation of EnFuzion. All current users
of EnFuzion should consult this chapter before performing an upgrade. Key topics addressed in this chapter
are:

Planning an EnFuzion upgrade

e Updating your EnFuzion license file

e Re-hosting your EnFuzion Control Root Computer

e Managing different versions of EnFuzion

e Start/stop EnFuzion services

e Choosing between the EnFuzion Setup Wizard and the EnFuzion command-line setup program
e How to install EnFuzion using the command line setup program

e Upgrading your EnFuzion installation

7.1 Planning an EnFuzion Upgrade

To plan for an orderly upgrade of EnFuzion on your render farm, please note the following recommended
steps:

e Stop EnFuzion services associated with your current version of EnFuzion. For more detail on this,
please see the section below titled Start/Stop EnFuzion Services.

e Back up your current EnFuzion installation directory.

e |tis not necessary to uninstall an older version of EnFuzion before updating it.

e Install a new version of EnFuzion on the EnFuzion Control Root Computer, all the User Submit
Computers and all the Compute Nodes. We recommend that you always install EnFuzion at the

same location so that your new installation will be able to find your user files at their default locations.

e The EnFuzion services associated with the new version of EnFuzion should be started by default
during the installation process. If for any reason (blocked ports, anti-virus programs) the EnFuzion
processes fail to start, you can manually start the necessary EnFuzion processes after you resolve the
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problems. To see how to manually start EnFuzion services, please see the section below titled
Start/Stop EnFuzion Services.
7.2 Updating Your EnFuzion License File

EnFuzion license files are version dependent. When you upgrade your version of EnFuzion, please contact
Axceleon at support@axceleon.com to obtain a new license file.

7.3 Re-hosting Your EnFuzion Control Root Computer

Your EnFuzion license file is tied to your EnFuzion Control Root Computer, or more specifically, its IP
address. If you plan to re-host your EnFuzion Control Root Computer, you will need a new EnFuzion license
fle. To obtain a new EnFuzion license file for your new server, please contact Axceleon at
support@axceleon.com and provide us with the IP address of your new Control Root Computer.

74 Managing Different Versions of EnFuzion

You should not mix EnFuzion services from different versions. Before installing and running a new version of
EnFuzion on your render farm, you should stop EnFuzion services on all the machines that ran an older
version of the software. Once you have successfully upgraded your installation, you can then start the
EnFuzion services associated with the new version of the software.

7.5 Start/Stop EnFuzion Services

¢ On the Windows platform, the EnFuzion Root Service consists of two processes, enfDispatcher.exe
and enfeye.exe. The EnFuzion Node Service has 2 processes, enfNodeServer.exe and
enfStartersvc.exe.

To manually start or stop EnFuzion services on the Windows platform, follow the steps below:

EnFuzion Services

(Windows) Start Service Stop Service

e Start =All Programs =
: : EnFuzion = Control Root
EnFuzion Root Service: Utilities = Register EnFuzion

Root Service e Start Al Programs 2

EnFuzion =» Control Root

Utilities =» Stop EnFuzion Root
e Start All Programs 2 Service

¢ enfeye.bin.exe EnFuzion = Control Root
Utilities =» Start EnFuzion Root
Service

» enfDispatcher.exe

e Start All Programs 2
EnFuzion =» Control Root

EnFuzion Node Service: Utilities = Register EnFuzion
Node Service e Start All Programs 2

EnFuzion =» Control Root

Utilities =» Stop EnFuzion Node
e Start =®All Programs = Service

e enfStartersvc.exe EnFuzion =» Control Root
Utilities =» Start EnFuzion Node
Service

o enfNodeServer.exe

Table 7-1: Start/Stop EnFuzion on Windows platform
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e On the Linux platform, the EnFuzion Root Service consists of two main processes, enfdispatcher
and enfeye.bin. The EnFuzion Node Service has one main process, enfnodeserver.

To manually start or stop EnFuzion services on the Linux platform, use the following commands:

Table 7-2: Start/Stop EnFuzion on Linux platform

e On the Mac OS X platform, the EnFuzion Root Service consists of two main processes,
enfdispatcher and enfeye.bin. The EnFuzion Node Service has one main process, enfnodeserver.

To manually start or stop EnFuzion services on the Mac OS X platform, use the following commands in
the Terminal application:

Table 7-3: Start/Stop EnFuzion on Mac OS X platform

You can also use the Activity Monitor application to kill the processes instead of the command line in
the Terminal.
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7.6 Upgrading your EnFuzion Installation

On the Windows platform, the graphical installer will prompt you to upgrade your installation of EnFuzion if an
older release is detected on your machine. You should install the new version of EnFuzion at the same
location as your old version so that all of your user configurations files will be used by the new version of
EnFuzion. The new EnFuzion configuration files will be created with a .new extension. You can decide when
you want to upgrade to the new version of configuration files.

On the Linux and Mac OS X platform, to upgrade your EnFuzion version, simply install the new version at the
location of the older version. EnFuzion will preserve your user configuration files. The new EnFuzion
configuration files will be created with a .new extension. You can decide when you want to upgrade to the new
version of configuration files.

7.7 Choosing Between the EnFuzion Setup Wizard and the EnFuzion
Command Line Setup Program

Prior to version 8.2 service pack 1, EnFuzion was installed with a command line setup program on all
platforms. The command line setup program provides experienced users with added flexibility and control. It is
also batch friendly, allowing users to install EnFuzion from user command line scripts. The command line
setup program is still provided with EnFuzion 8.2 and later releases.

With EnFuzion 8.2 service pack 1 and later releases, Windows users have an additional option of using the
new EnFuzion Setup Wizard. The new Setup Wizard brings a graphical and intuitive way of installing EnFuzion.

The EnFuzion Setup Wizard and the command line setup program are functionally identical; they both install
EnFuzion. However, there are some differences between the two, due to backward compatibility constraints.

While choosing between the two installation/upgrade methods, please note the following:

o Regardless how release N was installed, you can always safely upgrade to release N+1 using the
graphical setup wizard.

e You can always upgrade your EnFuzion installation using the same method as you originally used to
install it.

e It is not safe to upgrade an EnFuzion installation using the command line setup program if it was
originally installed using the graphical setup wizard. In this case, you should uninstall the old version
first before installing the new version with the command line installer.

7.8 Install EnFuzion Using the Command Line Setup Program

Please refer to the EnFuzion User Manual for a complete description on how to use the command line setup
program for all platforms.

7.9 Additional Information

For addition information on EnFuzion, please refer to the EnFuzion User Manual. For technical support,
please contact Axceleon at support@axceleon.com.
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