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About This Manual

This manual describes the system management node (SMN) for SGI Altix UV 1000
and SGI Altix UV 100 series systems.

Obtaining Publications

You can obtain SGI documentation in the following ways:

See the SGI Technical Publications Library at: http://docs.sgi.com. Various formats
are available. This library contains the most recent and most comprehensive set of
online books, release notes, man pages, and other information.

You can also view man pages by typing man title on a command line.

Related Publications and Other Sources

007-5694-001

This section describes documentation you may find useful, as follows:

SGI Foundation Software 2.2 Start Here

Provides information about the SGI Foundation Software 2.2 release that supports
SGI differentiated server solutions.

SGI Management Center Installation and Configuration

This guide is intended for system administrators. It describes how to install and
configure the SGI Management Center. A companion manual, SGI Management
Center System Administrator’s Guide, describes general cluster administration.

SGI Altix UV CMC Controller Software User’s Guide

Describes how to use the controller commands on your chassis manager controller
(CMC) to monitor and manage SGI Altix UV 100 and SGI Altix UV 1000 systems.

SGI Altix UV 1000 System User’s Guide

This guide provides an overview of the architecture and descriptions of the major
components that compose the SGI Altix UV 1000 system. It also provides the
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About This Manual

standard procedures for powering on and powering off the system, basic
troubleshooting information, and important safety and regulatory specifications.

= SGI Altix UV 100 System User’s Guide

This guide provides an overview of the architecture and descriptions of the major
components that compose the SGI Altix UV 100 system. It also provides the
standard procedures for powering on and powering off the system, basic
troubleshooting information, and important safety and regulatory specifications.

Conventions

The following conventions are used throughout this document:

Convention

comand

manpage(X)
variable

user input

[]

Reader Comments

Meaning

This fixed-space font denotes literal items such as
commands, files, routines, path names, signals,
messages, and programming language structures.

Man page section identifiers appear in parentheses after
man page names.

Italic typeface denotes variable entries and words or
concepts being defined.

This bold, fixed-space font denotes literal items that the
user enters in interactive sessions. (Output is shown in
nonbold, fixed-space font.)

Brackets enclose optional portions of a command or
directive line.

Ellipses indicate that a preceding element can be
repeated.

If you have comments about the technical accuracy, content, or organization of this
publication, contact SGI. Be sure to include the title and document number of the
publication with your comments. (Online, the document number is located in the

viii
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front matter of the publication. In printed publications, the document number is
located at the bottom of each page.)

You can contact SGI in any of the following ways:
= Send e-mail to the following address:
techpubs@sgi.com

= Contact your customer service representative and ask that an incident be filed in
the SGI incident tracking system.

= Send mail to the following address:

SGI

Technical Publications
46600 Landing Parkway
Fremont, CA 94538

SGI values your comments and will respond to them promptly.






Chapter 1

System Management Node Software Installation
and Operation

This chapter describes the system management node (SMN), how to install software
on the SMN, and software operation. It covers these topics:

= "System Management Node Software Requirements" on page 1

= "System Management Node" on page 2

= "System Management Node Software Installation" on page 10

= "SGI Management Center Software Installation” on page 20

= "Installing SLES 11 SP1 and SGI Foundation 2.2 Software" on page 23
= "Installing and Configure RHEL 6" on page 26

= "Updating Firmware" on page 29

An SMN is generally required for SGI Altix UV 1000 series systems and are optional
with SGI Altix UV 100 systems.

System Management Node Software Requirements
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The SMN requires the following software components:

= SUSE Linux Enterprise Server 11 Service Pack 1 (SLES 11 SP1) or Red Hat
Enterprise Linux 6 (RHEL 6)

e SGI Foundation Software 2.2

= SGI System Management Software bundle

Note: SGI Management Center (SMC) software is optional for provisioning, installing,
configuring, operating, and monitoring SGI Altix UV 1000 and 100 series systems.
The SGI Management Center System Administrator’s Guide provides information on
using the GUI to administer your Altix UV system.




1: System Management Node Software Installation and Operation

System Management Node

Both Altix UV 100 and 1000 system individual rack units (IRUs) use an embedded
chassis management controller (CMC). The CMC communicates with both the
blade-level board management controllers (BMCs) and the system management node
(SMN). These components are generically known as the system control network.
Remote administration requires that the SMN be connected by an Ethernet connection
to a private or public Local Area Network (LAN).

The SMN can run SGI Management Center software. The SGI Management Center
System Administrator’s Guide provides information on using the GUI to administer
your Altix UV 100 or Altix UV 1000 system.

For information on the CMC, see SGI UV CMC Controller Software User’s Guide, SGI
Altix UV 100 System User’s Guide, or SGI Altix UV 1000 System User’s Guide.

This chapter describes the system management node and covers the following topics:
= "System Control Network Overview" on page 2
= "System Management — Physical Connections” on page 4

= "System Management Node Command Line Interface" on page 5

System Control Network Overview

The system control network configuration of your server will depend on the size of
the system and control options selected. Typically, an Ethernet LAN connection to the
system controller network is used.

The SMN is a separate stand-alone server installed in the SGI Altix UV 1000 rack (see
Figure 1-1 on page 3). The SMN can be installed at the top of a UV rack or in one of
the four 1U slots between the individual rack units (IRU), as shown in Figure 1-4 on
page 11. The SMN acts as a gateway and buffer between the Altix UV system control
network and any other public or private local area networks. The Altix UV system
control network will generally include the following three areas:

e The system management node (SMN)
= The chassis management controllers (CMC) boards - one or two per IRU

= The individual blade-based board management controllers (BMC) - report to the
CMCs

2 007-5694-001
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Warning: The SGI Altix UV system control network is a private, closed network. It
e should not be reconfigured in any way to change it from the standard SGI Altix UV
factory installation. It should not be directly connected to any other network. The
Altix UV system control network is not designed for and does not accommodate
additional network traffic, routing, address naming (other than its own schema), or
DHCP controls (other than its own configuration). The Altix UV system control

network also is not security hardened, nor is it tolerant of heavy network traffic, and
is vulnerable to Denial of Service attacks.

System System  Main
Slim DVD-ROM drive LEDs reset power

N — AN

98¢ =

00000 00000000000000°° | CO0O0O00000000000000°° | COCOCOOCCOOO00000000°° | COCOCOOOOOOOCO0COO0s  °
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Figure 1-1 System Management Node Front and Rear Panels

In all Altix UV 1000 servers all the system controller types (SMNs, CMCs and BMCs)
communicate with each other in the following ways:



1: System Management Node Software Installation and Operation

= System control commands and communications are passed between the SMN and
CMCs via a private dedicated Gigabit Ethernet. The CMCs communicate directly
with the BMC in each installed blade by way of the IRU’s internal backplane.

= All the CMCs can communicate with each other via an Ethernet "string"
configuration network.

= In larger configurations the system control communication path includes a private,
dedicated Ethernet switch.

An Ethernet connection directly from the SMN to a local private or public Ethernet

allows the system to be administered directly from a local or remote console via the

SGI Management Center interface (most often installed on the SMN). Note that there

is no direct inter-connected system controller function in the optional expansion PCle

modules.

For more detailed information on the SMN, see "System Management Node Ethernet
Ports" on page 32.

System Management — Physical Connections

Each IRU contains a chassis management controller (CMC). Each CMC has seven
Ethernet connectors that connect internally to the 48-port Ethernet switch (see Figure
1-2 on page 4).

..........................................................
() [) [ o LX) CLJ
() o ° [J )
[ ] (] [ J
EXT1 EXT2 SMN SBK CMCO CMCt CONSOLE

Figure 1-2 Chassis Management Controller

The Ethernet ports are used as follows:

4 007-5694-001



SGI® Altix® UV System Management Node Administrator’s Guide

* EXT2 (100 Mb)
* SMN (1 Gigabit)
* SBK (1 Gigabit) —> VLAN - SBK

- CMCO (1 Gigabit) }
- CMCL1 (1 Gigabity _J YLAN-CMC

« EXTO (100 Mb)
« EXT1 (100 Mb) }VLAN EXT

Figure 1-3 CMC Ethernet Port Usage

The CMCO0 and CMCL1 jacks are used to connect all the CMCs in a ring.

The SBK jack is used to interconnect building blocks into another ring. Up to four
building blocks may be interconnected creating a Super block (SBK). Using only the
SBK jacks on the CMCs for these connections, connect a cable from a CMC in the first
building block to a CMC in the second building block. Then select another CMC in
the second building block and connect it to a CMC in the third building block (or
back to a CMC in the first building block in the case of only two building blocks). To
minimize network hops, its recommended that the two connections within a building
block be in different racks (for redundancy) and that the two racks be adjacently
cabled with respect to the CMC ring.

One system management node (SMN) is required for each system. Systems with more
than one partition or more than one building block will require a GigE switch.
Systems with more than one Super Block will require two GigE switches.

The SMN should be connected to the SMN jack in a CMC that also has an SBK
connection. The SMN requires a GigE switch to support connections to two different
Super Blocks.

The EXT[0,1,2] jacks are used for connections from the smart door controller, and so
on. The SMN jack can be used for other in-rack devices if its available and all SMNs
in the configuration are already connected. Only the primary CMC SMN ports are to
be used.

System Management Node Command Line Interface

The UV command line interface is accessible by logging into either a system
maintenance node (SMN) or chassis management controller (CMC).

007-5694-001 5
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Log in as r oot , when logging into the CMC, similar to the following:

# ssh root @ostname- cntc
SA Chassis Manager Controller, Firmvare Rev. 1.1.11

CMC: r 1i 1c>
Login as sysco, when logging into the SMN, similar to the following:

# ssh - X sysco@v-system- smm
sysco@yst em smm: ~/ hw>

Once a connection to the SMN or CMC is established, various system control
commands can be entered.

SMN Specific CLI Commands

The following CLI command options are available specifically for the SMN:

-h|--help This help message.

hh| --hel p This help message + CLI help message.

-q| - - qui et No diagnostic message.

-S| --system Select UV system. If only one system is present, this

one is selected. Otherwise, this option is mandatory.

-S| --show depth Show nodes at depth >= 1 using optional supplied
pattern. Default pattern=*

-t]--target One target in one of the two following formats:

a. rack[/slot[/blade]]
b. r{1.}[{sli{1..2}[{b]nH0..15}]]

Note: This format is NOT for uvcl i only.

Examples:
r 1i 02 =rack 1, slot 2
r 2i 1b4 = rack 2, slot 1, blade 4

Select the target from the CLI command itself, or, if not available, using the -t option.

6 007-5694-001



SGI® Altix® UV System Management Node Administrator’s Guide

The following are examples of uvcl i commands:

uvcli --help This help.

uvcli --leds --help Help on | eds command.

uvcli |eds r1lilb4 Show leds on BMC located at rack
1, slotl, blade 4.

uvcli -t 1/1 | eds Show leds on all BMCs in rack 1,
slot 1.

uvcli --leds -v rlil Same as previous command but
more verbose

uvcli -S 1 Show all system serial numbers.

uvcli -S 1 '*/part*’ Show all system partitions.

List of Valid CLI Commands Used With the System Management Node (SMN)

power command
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The following list of available CLI commands are specifically for the SMN:

aut h Authenticate SSN/APPWT change
bi os Perform BIOS actions

brc Access the BMC shell

cnc Acess the CMC shell

config Show system configuration
consol e Access system consoles

hel p List available commands

hel Access hardware error logs

hwef g Access hardware configuration variable
| eds Display system LED values

| og Display system controller logs
power Access pwer control/status

Enter <cmd> - - hel p Get help statement for ind

The power command, previosly available on the chassis management controller
(CMC), can now be run from the SMN command line. When a power command is
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issued, it checks to see if the individaul rack units (IRUs) are powered on; if not on,
the power command powers up the IRUs and then the blades in the IRU are powered

on.

To see a help statement for the power command, perform the following:

uv45-sm: ~ # power --help

usage: power [-vcow] on|up [bnt] [TARGET]...

clear EFl variables (systemand partition targets only)

on| up turn power on

brec turn aux power on

-v, --verbose ver bose out put

-c, --clear

-0, --override override partition check
-w, --watch wat ch boot progress

usage: power [-vo]

of f| down [bnt] [TARGET]...

of f | down turn power off

brrc turn aux power off

-v, --verbose ver bose out put

-0, --override override partition check

usage: power [-vchow]

reset [bnt|iobnt] [TARGET]...

clear EFl variables (systemand partition targets only)

reset system reset

bre| i obnt BMC reset

-v, --verbose ver bose out put

-c, --clear

-h, --hold hol d reset high

-0, --override override partition check
-w, --watch wat ch boot progress

usage: power [-vhow] cycle [bnt] [TARGET]...

cycle cycl e power off on

brc cycl e aux power

-v, --verbose ver bose out put

-h, --hold hol d reset high

-0, --override override partition check
-w, --watch wat ch boot progress

usage: power [-v10ud]

st at us
-v, --verbose

[status] [TARCGET]...

show power status
ver bose out put
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-1, --on show only bl ades with on status
-0, --off show only bl ades with off status
-u, --unknown show only bl ades with unknown status

-d, --disabled

usage: power [-ov]

show only bl ades

nm | debug [ TARGET]. ..

with di sabl ed status

nm | debug i ssue NM
-0, --override override partition check
-v, --verbose ver bose out put

usage: power [-v] margin [high|low norn]

mar gi n

hi gh| | ow nor n
-v, --verbose

usage: power on|off|cycle|reset
bl ade sl ot

all | c|

usage: power --help

--help

[ TARGET] . . .

power margin contro

margin state

ver bose out put

all|c|on]off|cycle|reset control aux power or BMC reset

di splay this help and exit

uvcon Command
Use the uvcon command to open a console to an Altlix UV system.
To see a help statement for the power command, perform the following:

uv45-sm: ~ # uvcon --help

usage: uvcon [-bnd23] [--sm=] [--cnc=] [--steal] [--spy] [--Kill] [--dunp] [--notty] [--clear] [--nocac
--sm= SMN host nane

--cnec= CMC host nane

-b, --baseio speci fi es basei o bnt consol e

-n, --nornal speci fi es nbnt consol e (normal channel)
-d, --debug speci fi es nbnt consol e (debug channel)
-2, --chan2 speci fi es nbnt consol e (channel 2)

-3, --chan3 speci fi es nbnt consol e (channel 3)

- -steal steal the console

--spy spy the consol e

--kill kill all other uvcon sessions

- - dunp dunp the cached consol e, exit

--notty di sables tty interventions

007-5694-001 9
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--clear cl ear cached out put

--nocache don’t return cached out put

--help di splay this help and exit

[:] TARGET consol e target

Not e: When tty nmode is enabled, use "CTRL-]' 'q to exit.

For more detailed information on the commands available from the SMN or CMC
and how to use them, see the SGI Altix UV CMC Controller Software User’s Guide.

System Management Node Software Installation
Figure 1-4 on page 11 shows one rack of an SGI Altix UV system.
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Power Supplies Power Supplies

Compute Blades

Router Fans

Individual
Rack Unit
(IRU)

System Management Node

1U (1/O) Expansion Slots

Compute Blades

| 3 Individual
Router Fans 'f' ) ) Rack Unit

(IRU)

Boot Disk Riser

Base I/O Riser

Figure 1-4 SGI Altix UV 1000 System Rack
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12

The system management node (SMN) is either located in the top 1U slot between the
individaul rack units (IRUs) or at the top of the rack.

Procedure 1-1 Installing Software on the System Management Node (SMN)

To install SLES 11 software images on the system admin controller, perform the

following steps:

1. Turn on, reset, or reboot the SMN. The power on button is on the right of the
SMN, as shown in Figure 1-5 on page 12.

H:[‘I

DVD Power
v [ ]
=-C_ 1[N [T T T s
[TTTTTI = ;2282300
)00000000000000000000 ,, | 200000000000000000000 ., | 200000000000000000000 ., [ 20000000000000000000Q  ,
OO0 T 4Pt 4 4444400000044+ 4400 4444299900044 4 444400400 4409900004440 4 44044+ 49.0]

LT

Figure 1-5 System Management Node Power On Button and DVD Drive

i

2. Insert the SLES 11 Service Pack 1 DVD in the DVD drive on the left of the SMN

as shown in Figure 1-5 on

page 12.

3. Once installation of software on the system management node is complete,

remove the DVD from the

DVD drive.

4. After the reboot completes, you will eventually see the YaST2 - firstboot@Linux
Welcome screen, as shown in Figure 1-6 on page 13. Select the Next button to

continue.
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Hle  Edit Wiew Terminal Tabhs Help

here are a few more steps to take before your system is ready to use.
aST will now guide you through some basic configuration. Click Mext
to continue.

[Help] [Abort]

Figure 1-6 YaST?2 - firstboot@Linux Welcome Screen
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Note: The YaST2 Installation Tool has a main menu with sub-menus. You will be
redirected back to the main menu, at various times, as you follow the steps in this
procedure.

You will be prompted by YaST2 firstboot installer to enter your system details
including the root password, network configuration, time zone, and so on.

. From the Hostname and Domain Name screen, as shown in Figure 1-7 on page

14, enter the hostname and domain name of your system in the appropriate
fields. Make sure that Change Hostname via DHCP is not selected (no x should
appear in the box). Note that the hostname is saved to / et ¢/ host s in step 10,
below. Click the Next button to continue.

13
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Hle  Edit Wiew Terminal Tahs Help

[Help] [Abort]

Figure 1-7 Hostname and Domain Name Screen

Note: The mostly used keys are Tab and Shi ft + Tab to move forward and
backward in modules, the arrow keys to move up and down or left and right in
lists, the shortcuts (press Al t + highlighted letter) and Ent er to execute the

selected action or activate a menu item.

You can use Ctrl L to refresh the YaST screen as necessary.

6. The Network Configuration Il screen appears, as shown in Figure 1-8 on page 15.
Select Change and a small window pops up that lets you choose Network
Interfaces... or Reset to Defaults. Choose Network Interfaces.
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Hle  Edit Wiew Terminal Tahs Help

BOOO3ESZLAN Gigabit Ethemet Controller (Copper)
Not configured yet.

BOOO3ESZLAN Gigabit Ethemet Controller (Copper)
Not configured yet.

Figure 1-8 Network Configuration Il Screen

7. From the Network Settings screen, as shown in Figure 1-9 on page 16, configure
the first card under Name to establish the public network (sometimes called the
house network) connection to your SGI Altix UV system. To do this, highlight the
first card and select Edit.

007-5694-001 15
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16

Hle  Edit Wiew Terminal Tahs Help

Retwork Settings
rwervies—Hostname/ONS—ROOELLA—— — — — — — —
I

| | Hame

NEL
|
|
|
|
SOOOZESA AN Gigabit Ethemet Controller (Copper) (Mot connected)

I
| T 00:30:48: 7c:02:cd
[The device is not configured. Press Edit to configure.

[Add][Edit]
EEEEEEE—E—————

[Help] [Cancel]

Figure 1-9 Network Settings Screen

Note: In SLES11, this screen is also where we will come back to in order to set up
things like the default route and DNS. You can see all of those menu choices just
to the right of Overview in Figure 1-9 on page 16.

. The Network Card Setup screen appears, as shown in Figure 1-10 on page 17.

SGI suggests using static IP addresses and not DHCP for admin nodes. Select
Statically assigned IP Address. Once selected, you can enter the IP Address,
Subnet Mask, and Hostname.

Note: You must use a fully qualified hostname (host + domain), such as,
mysystem-admin.domainname.mycompany.com.

These are the settings for your admin node’s house/public network interface. You
will enter the default route, if needed, in a different step. Select Next to continue.
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Hle  Edit Wiew Terminal Tahs Help

Retwork Card Setup
rEneral—A

B R e

() No IP
(x) Dyna

[Cancel]

Figure 1-10 Network Card Setup Screen

9. At this point, you are back at the Network Settings screen as shown in Figure
1-11 on page 18. At this time, select Hostname/DNS. In this screen, you should
enter your house/public network hostname and fully qualified domain names. In
addition, any name servers for your house/public network should be supplied.

Please select (ensure an x is in the box) for Write hostname to /etc/hosts. Do not
select OK yet.

007-5694-001 17
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Hle  Edit Wiew Terminal Tahs Help

Retwork Settings
—Hostnamse: TS Fom e

[omain Search—m78 —M———
I
I
I
I

[Cancel]

Figure 1-11 Network Settings Screen

10. Select Routing shown in Figure 1-12 on page 19 and enter your house/public
network default router information there. Now you can select OK.
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Retwork Settings
riwe rview—Hostname/ ONS—Ro0rtnp———"m8 — — — ——————————————————

Default Gateway

Edit  VWiew Terminal Tabhs Help

[ 1 Enable IP Forwarding

[Cancel]

Figure 1-12 Network Settings Routing Screen

11.
12.

13.

14.

15.

16.

You are now back at the Network Configuration Il screen, Click Next.

In the Clock and Time Zone screen, you can enter the appropriate details. Select
Next to continue.

In the Password for the System Administrator "root™ screen, enter the password
you wish to use. This password will be used throughout the cluster, not just the
admin node. Select Next to continue.

In the User Authentication Method screen, most customers will want to stick
with the default (Local). Select Next to continue.

In the New Local User screen, you can just select Next (and say Yes to the
Empty User Login warning). Select Next to continue.

In Installation Completed, select Finish.

19
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17. After you have completed the YaST first boot installation instructions, login into
the system admin controller. You can use YaST2 to confirm or correct any
configuration settings.

18.

Note: The SGI System Management Node Software 1.1 Release Notes are
available on SGI SupportFolio https://support.sgi.com/login.

Using YaST2 or manually using the r pmcommand, from the
SGI-System-Management-Node-Software-1.1 ISO, install the following:

rpm-i noarch/sgi-sm-rel ease- 1. 1-sgi 701r 3. sl es11. noarch. rpm

rpm-i x86_64/nonit-5.0.3-1sgi 701r 1. sl es11. x86_64. rpm

rpm-i x86_64/nonit-sgi-rules-5.0.3-1sgi 701r1. sl es11. x86_64.rpm

rpm-i x86_64/sysco-uv-1libs-1.0-20100520. 1219sgi 701r1. sl es11. x86_64.rpm
rpm-i x86_64/sgi-gather-sm-uv-1.1-sgi 701r1. sl es11l. x86_64.rpm

rpm-i x86_64/sysco-uv-1.1-20100520. 1219sgi 701r 1. sl es11. x86_64. rpm

SGI Management Center Software Installation

For information on how to install SGI Management Center (SMC) software, see the
SGI Managment Center Installation and Configuration guide available at
http://docs.sgi.com. In particular, see Chapter 1, “Installing SGI Management
Center” and “Install Management Center Payload” section in Chapter 4, “Creating
Payloads and Images”.

SMC Installation Overview
A quick overview of installation and initial configuration is, as follows:

1. Add an entry to the / et ¢/ host s file. The entry for "host" must be there, as
follows:

172.21.0.1 adnin. default. domai n adm n host | oghost
2. Install the following packages:

e pyxm (SLES 11 SP1 Media)

= apache-1 og4cxx (from the SGI MC — AP ISO)
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= Prerequisites: (SGI MC Media)

db46-4.6.21-0. 1sgi 701r 1. sl es11. x86_64.rpm

ice-3.3.0-sgi 701r1. sl es11. x86_64.rpm

ice-java-3.3.0-sgi 701r1. sl es11. x86_64.rpm
ice-1ibs-3.3.0-sgi 701r1. sl es1l. x86_64.rpm
java-1.6.0-sun-1.6.0.17-sgi 701r 1. sl es11. x86_64.rpm
java-1.6.0-sun-fonts-1.6.0.17-sgi 701r1. sl es11l. x86_64.rpm
libdb_java-4_6-4.6.21-0.1sgi 701r1. sl es11. x86_64. rpm

nkel f1 mage-2. 7-0. 1sgi 701r1. sl es11l. x86_64. rpm

= Main packages (SGI MC Media)

sginc-1.1.0-sgi 701r1. sl es1l. x86_64.rpm
sgi nc-server-1.1.0-sgi 701r1. sl es11. x86_64. rpm
shout - 0. 1-sgi 701r 1. sl es11. x86_64.r pm

= TFTP packages:

tftp (SLES 11 SP1 Medi a)
sginc-tftp
sgi nc-tftpboot

or

atftp (SLES 11 SP1 Medi a)
sginc-atftp
sgi nc-tftpboot

Note: If in doubt, just use tft p

e Start shout, as follows:

# /etc/init.d/ shout start
# chkconfig shout on

. Request a SGI Altix UV enabled LK license for SGI MC from SGI. Put the

contents in / et c/ | k/ keys. dat .

. Restart the sgi nt daemon, as follows:

# /etc/init.d/ ngr restart
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5. Make sure the following daemons are enabled to run at boot time:

dhcpd
ntp
tftp or atftp

Start the following services:

ntp
tftp or atftp

6. Open the SGI MC GUI and make the following configuration changes:

= Go to Edit -> preferences. In General network preferences change the subnet
to 172.21.0.0 netmask 255.255.0.0

= Still in General network preferences, make sure the log server and ntp server
are that of the Management Network for the SMN (usually 172.21.0.1).

e Set the NTP server to 127.0.0.1

= Put a check mark in Direct PXE Boot and keep EFI Boot checked as well.

Creating a New Payload from a Tarball

22

This section describes how to create a new payload called "SSI-payload", as follows:

1. Create a payload directory, as follows:

# nkdir -p /opt/sgi/sgint/inmagi ng/ root/ payl oads/ new payl oad

. Create a payload profile, as follows:

# cd /opt/sgi/sginc/imging/ root/ payl oads/ new payl oad
and then edit the payload.profile to look similar to the following:

#SGE Managenment Center Payl oad
#Tue May 25 17:34:17 CDT 2010

architect ure=x86_64 name=new payl oad descri pti on=New payl oad
for an SSI

In the Management Center GUI, refresh the Imaging pane. Open the payload and
check it in.
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The following set of instructions is based on an install using the physical product
media. For other installation methods, see the product release notes.

For an overview of SLES11 SP1 installation, see the SUSE Linux Enterprise Server 11
Installation Quick Start (i nst al | qui ck. pdf). This document provides a quick
overview of how to run through the default installation of SLES walking you through
a number of installation screens. For detailed installation instructions, see the SUSE
Linux Enterprise Server 11 Deployment Guide (depl oynent . pdf)

Note: Documentation for SUSE Linux Enterprise Server 11 SP1 is located on your
system in the / docu/ en directory.

Procedure 1-2 Intall SLES 11 SP1 and SGI Foundation Software 2.2

To install SUSE Linux Enterprise Server 11 (SLES11) SP1 from the DVD media and
SGI Foundation Sotftware 2.2 as an add-on product, perform the following steps:

1. Insert the SLES 11 SP1 Installation DVD in the DVD drive and reboot your system.

2. Follow the steps in the SUSE Linux Enterprise Server 11 Installation Quick Start.
When you get to the Installation Mode screen, as shown in Figure 1-13 on page
24, click the button next to Include Add-On Products from Separate Media and
then click Next to continue.
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Figure 1-13 SLES11 Installation Mode Screen

3. From the Media Type screen, shown in Figure 1-14 on page 25, click the button to
the left of CD.
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Figure 1-14 SLES11 Media Type Screen

4. The Insert the add-on product CD dialog box appears. Insert the SGI
-Foundation-x86_64 CD into the drive and click the Continue button and then
Next to proceed.

5. From the Add-On Product Installation screen, as shown in Figure 1-15 on page
26, click on SGI-Foundation-x86_64 1-6 cd:///.Directory and click the Add button
and then Next to proceed

6. Follow the SLES11 SP1 instructions to complete the installation.
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Figure 1-15 SLES11 SP1 Add-On Product Installation Screen Showing SGI Foundation

Installing and Configure RHEL 6

This section describes how to install Red Hat Enterprise Linux 6 on the system
management node.

Installation instructions for Red Hat Enterprise Linux 6 (RHEL 6) and SGI
Performance Suite 1.0 software are contained in the product release notes in a file
named README. TXT that is available in / docs directory on the CD media.

These instructions assume that you have a VGA display or that you are able to
remotely display X11 graphics. If you do not have a VGA display, you should
connect from your workstation to the target server with the following command:

% ssh - X root @ar get -server
Procedure 1-3 Installing RHEL 6 Software on the System Management Node

To install RHEL 6 software images on the system management node, perform the
following steps:
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. Insert the product media and enter the following command to mount it:

% nount /dev/cdrom mt

. Run the following command and follow the examples provided:

%/ mt/create-yumconfig-file

Additional installation instructions are provided in the release notes file.

. Add the | PADDR, NETMASK, and NETWORK values appropriate for the public

(house) network interface to the
[ etc/sysconfi g/ network-scripts/ifcfg-ethO file similar to the
following example:

| PADDR=128. 162. 244. 88
NETMASK=255. 255. 255. 0
NETWORK=128. 162. 244.0

. Create the / et ¢/ sysconfi g/ net wor k file similar to the following example:

[root @ocal host ~]# cat /etc/sysconfig/ network
NETWORKI NG=yes

HOSTNAME=my- syst em admi n

GATEWAY=128. 162. 244. 1

. Create the / et ¢/ resol v. conf file similar to the following example:

[root @ocal host ~]# cat /etc/resolv.conf
search donai n- nanme. myconpany. com
nameserver 137.38.224. 40

nanmeserver 137.38.31. 248

nanmeserver 137.38.225.5

. Add the IP address of the house network interface and the name(s) of the admin

node to / et c/ host s file similar to the following example:

# echo "128. 162. 244. 88 ny-system adm n. domai n- nanme. nyconpany. com ny- syst em admi

. Set the admin node hostname, as follows:

# host nane ny-system admn
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28

8.

10.

11.

Force the invalidation of the host cache of nscd with the nscd(8) command on
the host s file, as follows:

# nscd -i hosts
Restart the following services (in this order), as follows:

# letc/init.d/ network restart
# /etc/init.d/ rpcbind start
# /letc/init.d/ nfslock start

Set the local ti nezone. The ti nezone is set with /etc/ | ocal ti ne, a
timezone definition file. The ti mezone defined in / et ¢/l ocal ti ne can be
determined, as follows:

# strings /etc/localtinme | tail -1
CST6CDT, MB. 2. 0, ML1. 1.0

Link the appropriate t i nezone file from directory / usr/ shar e/ zonei nf o to
/etc/local tinme. For example, setti nezone to Pacific Time / Los Angeles, as
follows:

# /bin/cp -1 [usr/share/ zonei nfo/ PST8PDT /etc/ | ocal tine.$$
# /bin/my /etc/localtine.$$ /etc/localtinme

Confirm the ti nezone, as follows:

# strings /etc/localtinme | tail -1
PST8PDT, M3. 2. 0, ML1. 1.0

Set network time configuration. By default, the configuration in / et ¢/ nt p. conf
directs requests to public servers of the pool . nt p. or g project. Use public
servers from the http://www.pool.ntp.org/Zen/ project:

server 0.rhel.pool.ntp.org
server 1.rhel.pool.ntp.org
server 2.rhel.pool.ntp.org

You may need to modify this nt p configuration file to point at a time server on
your network. Please do not remove any entries that serve the cluster networks.
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For example, to direct requests to, for example, my.corp.mycompany.com,
comment/delete the pool entries and insert the local entry, as follows:

# Use public servers fromthe pool.ntp.org project.

# Pl ease consider joining the pool (http://ww.pool.ntp.org/join.htm).
#server 0.rhel.pool.ntp.org

#server 1l.rhel.pool.ntp.org

#server 2.rhel.pool.ntp.org

server my.corp. nyconpany.com

Restart the nt p server, as follows:

# /etc/init.d/ ntpd restart

Make sure you have registered with the Red Hat Network (RHN). If you have
not yet registered, run the following command:

% /usr/ bin/rhn_register

A set of commands is available from the system management node (SMN) to update
Altix UV firmware. The general syntax for the tool is, as follows:

flashXXX [-r] <image nane> <CMC host/IP> [... <CMC host/I P>

There are three firmware flashing commands based on the general syntax, above:

fl ashcnt
fl ashbnt

f1 ashi obnt

These tools have the following in common:

These tools are run from the SMN.

The commands update the specified image, but will not reboot the updated BMCs
or CMCs. When you specify the - r option, the updated BMCs/CMCs are
reset/rebooted so that the firmware update takes effect immediately.
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= The flash tools now flash the entire system, not just the CMC specified on the
command line. When flashing multi-IRU systems you must specify only one CMC
hostname.

= Each of the tools now supports a - ?| - - hel p option which describes the available
options.

= For SGI service personnel, when updating these images where the firmware
archive is not directly accessible (from an SMN or at a customer site), simply
download the firmware binary and flash tool onto the SMN (or service laptop for
updates on sites without SMNSs) and run the flash tools as indicated below.

To update the system firmware, perform the following:

1. Obtain the latest firmware from SGI SupportFolio at https://support.sgi.com or
from SGI site personnel.

2. To flash all of the CMCs in your system, perform the following:
$ flashcnt -r cnt. bi n* <CMC host nane/ | P>

3. To flash the compute node BMCs in your system, perform the following:
$ flashbnt -r uvbnt. bi n* <CMC host nane/ | P>

4. To flash the the BaselO BMCs in your system, perform the following:

$ flashiobnt -r uvbasei o. bi n* <CMC host nane/ | P>
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System Network Addressing

This chapter describes the internal system management network addressing scheme
for Altix UV 1000 and Altix UV 100 series systems.

It covers the following topics:

"System Network Addressing Overview" on page 31

= "System Management Node Ethernet Ports" on page 32

= "Altix UV CMC IP Address Assignment" on page 33

= "Multiple Altix UV Partitions or Systems on a Single SMN" on page 33
= "Non Altix UV 100 or UV 1000 Systems on the SMN" on page 34

System Network Addressing Overview
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The SGI Altix UV hostname assignment is based on the rack and u position of the
blade or other component. The rack/u position must be uniform across all Altix UV
systems that are attached to an system management node (SMN). In other words, a
single Altix UV 1000 system that encompasses multiple racks will have racks numbers
1to N in increments of 1, and u positions (upos) within each rack will range from 1
to 42, with an increment of 3 (there is an exception where upos 2 is also present). In
the case of multiple Altix UV 100 systems, each Altix UV 100 is assigned a unique
rack/upos in the same manner, so all Altix UV 100 systems are identifiable in this way.

The system management node (SMN) has three dedicated Ethernet ports to connect to
the Altix UV systems, specifically, for the system control network and the primary
BaselO of each partition. There is one Ethernet port on the SMN that is to be attached
to the customer network. The connections described in this manual are very specific.
Sites are not allowed to also attach other unrelated customer equipment to these
dedicated networks because this would interfere with Altix UV system management
network.

The SMN detects and then assigns hostnames, IP addresses, and name binding for the
Altix UV systems and any additional systems that have a dedicated BMC port

connection to the single system image (SSI) segment. For more information, see "SMN
et h1" on page 32 and "Multiple Altix UV Partitions or Systems on a Single SMN" on
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page 33. Because the Altix UV rack/upos convention for identification is used and
the network connections are very specific, guidelines must be adhered to carefully.

System Management Node Ethernet Ports

SMN et hl

32

The SMN is a SuperMicro SuperServer 6016T-URF 1U server, with two Gigabit
Ethernet (GigE) ports residing on the motherboard, and two additional Ethernet ports
provided via an adapter card. The ports are designated et hO through et h3. The

et hO port is attached to the customer network. Its address is not assigned by the
SMN software stack. Customers assign the IP address of the et hO port. The ports

et hl through et h3 are dedicated to the system management network. To distinguish
the SMN Ethernet ports from other ports on BaselO blades or CMCs, the port is
suffixed with "smm", for example et hOsmm.

You can get product specification information and other documentation for the
SuperMicro 6016 T-URF server at http://www.supermicro.com/ or at
http://docs.sgi.com/. Search on the title SuperServer 6016 T-URF User’s Manual or on
the part number 860-0498-001.

et hlsmm is the port for the private network known as the SSI network. This is a
dedicated, known path between the SGI Management Center (SMC) application and
each kernel instance, or single system image (SSI). If an Altix UV system is
partitioned, each partition requires at least one BaselO blade, and the primary BaselO
of each partition is connected to the SMN. et h1smn is also the network that connects
the BaselO baseboard management controller (BMC) to the SMN. This network is also
used to attach non Altix UV system BMCs, such as, SGI Atlix XE series systems, the
SGI C1103-TY12 system, SGI Altix UV 10, and SGI Rackable series systems, to the
SMN, to allow the SMC a means to control these non Altix UV systems.

The IP address for et h1sm is 172.21.0.0/16 with starting address 172.21.1.1. Within
this range, a convention is followed to designate 172.21.1-128.x for BaselO Ethernet
and 172.21.129-254.x for non Altix UV BMCs.
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SMN et h2

SMN et h3

et h2smm is the port for the private network known as the primary CMC network.
The Altix UV 100 and Altix UV 1000 systems with multiple CMCs are very
specifically configured into a small network, and the SMN is a peer on this network.

The range of IP addresses for devices attached to et h2smm is 172.19.0.0/16 with
starting address 172.19.1.1.

et h3smm is the port dedicated to the secondary CMC network. The secondary CMC
capability is currently not implemented. However, the IP space is still reserved.

The range of IP addresses for devices attached to et h3smm is 172.20.0.0/16 with
starting address 172.20.1.1.

Altix UV CMC IP Address Assignment

The chassis management controllers (CMCs) are given IP addresses based on their
location in the racks. The address is determined, as follows:

172. {19 20}. r h. rruuuuuu

Where:
< ’rh’is the lower 8 bits of the rack humber.
= ’rr’is the upper two bits of the rack number, shifted down 2. Rarely used.

e ’uuuuuu’ is the upos (6 bits)

Multiple Altix UV Partitions or Systems on a Single SMN
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A single Altix UV system may be partitioned and have multiple kernels running. The
BaselO blade from each partition must have its et h0 and BMC ports attached to the
system management node (SMN). To accommodate the additional cabling, a GigE
switch is needed.
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In a similar way, a single SMN can be configured to manage multiple Altix UV100
and Altix UV 1000 systems. One GigE switch is used for the SSI network, another
switch for the CMC network.

The smmconf i g tool performs disovery and address assignment in both of these
configurations, if the cabling is connected per the guideline and the multiple Altix UV
100 and Altix UV 1000 systems have their CMCs uniquely designated with the
rack/upos method.

Non Altix UV 100 or UV 1000 Systems on the SMN

34

In addition to managing Altix UV 100 and Altix UV 1000 systems, the SMN can also
provide system management for other systems, such as the Altix UV 10, Altix XE
systems, and so on. For these class of systems, the only connection to the SMN
required is the BMC port from the motherboard to the SSI network. As described
previously, the SSI network 172.21.0.0/16 is used to connect the UV BaselO et h0
ports and the BaselO BMC ports. The non Altix UV systems connect their BMC ports
to this network and will be assigned addresses from the 172.21.129-254.x range.
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Chapter 3

System Configuration from the SMN

This chapter walks you through steps to use KVM to enable remote console access
from the system management node (SMN) to an SGI Altix UV 100 or an SGI Altix UV
1000 system. It covers the following topics:

= "Enabling a Remote Console" on page 35

= "Changing Configuration Settings" on page 47

= "Determining the IP Address of the BaselO BMC" on page 49
= "Accessing the SGI KVM BIOS Setup Utility" on page 50

= "Enabling BaselO VGA" on page 53

= "Booting Using iSCSI Protocol" on page 54

Enabling a Remote Console

Note: The enabling a remote console feature is currently NOT available. A new
BaselO firmware image will be released in the near future to enable this capability.

This section describes how to use KVM to enable remote console access.
Procedure 3-1 Enabling a Remote Console
To enable a remote console to your SGI Altix UV system, perform the following steps:
1. Establish a network connection to the SMN, as follows:
# ssh -X sysco@v-system sm
The password set out of the factory is sysco.
2. From the SMN, launch the Mozilla Firefox web browser, as follows:

sysco@yst em smm: ~/ hw>fir ef ox
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3. Enter the IP address of the BaselO node baseboard management controller (BMC),

similar to the following:

http://192.168. 1. 200

To determine the IP address of the BaselO node BMC, see "Determining the IP

Address of the BaselO BMC" on page 49.

4. The BMC login screen appears, as shown in Figure 3-1 on page 36. Login as r oot

with the password super user.
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P b e 2 e
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Lagn

ATTRErican
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Figure 3-1 BMC Login Screen

5. The System Information screen appears, as shown in Figure 3-2 on page 37.

Click on the Remote Control tab.

36
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Figure 3-2 BMC System Information Screen

6. The Remote Control screen appears, as shown in Figure 3-3 on page 38. Click on

the Console Redirection button.
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Figure 3-3 BMC Remote Control Screen

7. The Console Redirection screen appears, as shown in Figure 3-4 on page 39.
Click on the Launch Console button.
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Figure 3-4 BMC Remote Control Console Redirection Screen

8. A Java application under Firefox will open. Select Execute Java Web Start file
(default) from the pop-up menu, as shown in Figure 3-5 on page 40. You may
need to enable pop-ups for this address for the Firefox browser first.
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Figure 3-5 Select Execute Java Web Start file (default) Pop-up Menu

9. You will then get a screen about The web site’s certificate cannot be verified. Do
you want to continue?, as shown in Figure 3-6 on page 40. Click the Yes button
to continue. You can also click the checkbox to keep it from showing up later.

£HH Waming - Security |E IE

The web site's certificate cannot be verified. Do
you want to continue?

Mame: 172.21.0.255%

Publisher: AM|

L] Abways trust content from this publisher.

| : : -
l.\!/.l The certificate cannot be wverified by a trusted source More Infor mation.

Figure 3-6 Web site Warning-Security Screen
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10. You will then get a screen about The application’s digital signature cannot be
verified. Do you want to run the application?, as shown in Figure 3-7 on page
41. Click the Run button to continue. You can also click the checkbox to keep it

from showing up later.

1 Ill'ﬁ Waming - Security

The application's digital signature cannot be
verified. Do you want to run the application?

Marme: IWiewer
Publisher: ami

L] Abways trust content from this publisher.

; Run l Cancel

| The digital sigrature cannot be verified by 3 trusted source
\ ] : : : More Infor mation.
et Qnlby run if you trust the arigin of the application, =

Figure 3-7 Application Warning-Security Screen

11. The JViewer KVM redirection window appears with a Shell> prompt, as shown
in Figure 3-8 on page 42.
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Figure 3-8 KVM JViewer Shell Prompt Screen

12. From the Shell> prompt issue the following commands, as shown in Figure 3-9
on page 43:

Shel | >f s0O
fsO:\>cd efi
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fs0O:\efi>cd SuSE
fsO:\efi\SuSe>elilo

I!Pﬁ aweifl

Video Keyboard Mouse Options Device VideoRecord SoftKeyboard Help

5 (null) .
~§ (0x0, G0 , SHDC? L GPT . 1126080

GPT . FC51B06
1DA-3B15
lemoua
DB

Isf:\> cd efi
fs0:efi> od SuSE

Fs0 el iNSuSE> elilo_

VM Remote Console stared...

Figure 3-9 Booting the Operating System from the JViewer Shell> Prompt Screen
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Note: This example shows booting SLES11 SP1. Alternatively, you could boot
RHEL 6 at the Shell> prompt.

13. The operating system login screen appears. At the prompt enter init5, as shown
in Figure 3-10 on page 45.
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Video Keyboard Mouse Options Device VideoRecord Sofikeyboard Help

Helcome to SUSE Linux Enterprisze Server 11 5F1  (xB6 b4) Eernel . 0. PTF-def

ault (ttyl).

syin: root

login: Hed Aug 18 12

You he new mail

DT 018 on co

: root was originally imaged with im bd-prope uu-f=H

EVM Remote Console stared...

found here:
wio.htnl

> an urgent a

appropriate

found here:

Figure 3-10 JViewer Operating System Login Screen

Note: To see the SUSE graphics screen you want system run level 5.
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14. The SUSE Linux Enterprise Server 11 (x86_64) login screen appears, as shown in
Figure 3-11 on page 46. Log in as root user

P vidwen|1 722100 255] - 2 dps [=al =
Yiden Keyboard Mogse Options Device Videofecord Sofikeyboard Help

‘BUSE Linux Enterprise Server 11 [(<B6_&4)

g S-Sy

Usemams

£5 Resuan Blseut Down | | Cancel fLagin

4 *
E¥M Remote Consale started..

Figure 3-11 SUSE Linux Enterprise Server 11 (x86_64) Login Screen

15. The SUSE Linux Enterprise Server 11 (x86_64) desktop appears, as shown in
Figure 3-12 on page 47.
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b iewe]1 7231 0.255] - 0 dps [=io_[=

Yideo Keyboard Mouse Options Device VideoEecord Sofikeyboard Help

4 *
EWM Remote Console staried..

Figure 3-12 SUSE Linux Enterprise Server 11 (x86_64) Desktop Screen

Changing Configuration Settings

From the Configuration tab shown in Figure 3-13 on page 48, you can access various
configuration setting pages. For example, you can configure fixed network settings
under the Network Settings page.

Under the Mouse Mode Settings page, the Absolute setting should be selected for
both Linux and Windows operating systems on the host. Older Linux distributions
required Relative mouse mode. SGI Altix UV systems use Absolute mouse mode.
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The remainder of the configuration pages are security related and may be of use to

you if you connect the BaselO BMC to your house network rather than the system
management node.

]_‘-I Mozilla Fralos = @uvd5-3mne [=lml [«
=

Eile Edt ‘iew Hegtory Bookmarks Tools Help

s v €y (8 mipan72 21,0255 e, e 2,

w| e

B heost Visited~ [ Hovell~  @Getting Started Bl Latest Headimes~  [EMozilla Firetox

I‘ & hitp T2 20 0. 2550nde . hmil &

IMEEARAC ¢ HWﬂEﬂr—-"'

0 2008 Armarican Masgaiserds Ine

. Y

System Informa
Thia saclisn conams gansda
930
Firmmerare Busld Time 2 Aug 11 2010 11
&, Refresh Page
g Logaat
| Dene

Figure 3-13 Configuration Tab

48

007-5694-001



SGI® Altix® UV System Management Node Administrator’s Guide

Determining the IP Address of the BaselO BMC

This section describes how to determine the IP address of the BaselO BMC.

By default, the external Ethernet port on the BaselO BMC is configured to use DHCP.
In the case that it is connected to an SMN, the SMN will serve it an IP address
mapped to a known host name.

Procedure 3-2 Determining the IP address of the BaselO BMC without an SMN
To determine the IP address of the BaselO, perform the following steps:
1. Login to the CMC, as follows:

ssh root @ost nane-cnt
SA Chassis Manager Controller, Firmvare Rev. 1.1.11

CMC: r 1i 1c>

2. Run the i odcon command on the CMC to get to the node BMC ’bnt0’, as
follows:

CMC: r 1i 1c> i odcon
Starting Basel O BMC debug consol e on node BMC ' bntQ’
*** Use CTRL-X to exit this console ***

SE@ W BMC, Firmmare Rev. 1.1.11
3. Log into the console as root, as follows:

r1i 1b0i | ogin: root
Passwor d:

SE@ W BMC, Firware Rev. 1.0.0

r1i 1b0i >
4. Run theifconfig ethl command to obtain the i net addr, as follows:

r1i 1b0i > i fconfig ethl
et hl Li nk encap: Et hernet HwAaddr 08: 00: 69: 15: C1: 2B
i net addr:172.20.255.254 Bcast:172.20.255.255 Mask: 255.255.0.0
UP BROADCAST RUNNI NG MULTI CAST MTU: 1500 Metric:1
RX packet s: 331167 errors: 0 dropped: 0 overruns: 0 frane: 0
TX packets: 596190 errors: 0 dropped: 0 overruns: 0 carrier:0
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col l'i sions: 0 txqueuel en: 1000
RX bytes: 22075035 (21.0 M B) TX bytes: 742617052 (708.2 M B)
Interrupt:1

5. Enter CTRL- X to exit the console.

6. The output also displays the MAC address as the HWaddr . You can use this
information to configure a known MAC to IP address/host name mapping in
your DHCP server.

Procedure 3-3 Determining the IP address of the BaselO BMC with an SMN
To determine the IP address of the BaselO, perform the following steps:
1. Establish a network connection to the SMN, as follows:
# ssh -X sysco@v-system sm
The password set out of the factory is sysco.

2. Perform the following command to find the IP address of the BaselO BMC, as
follows:

sysco@v-sys-sm: ~/ hw> cntlist -a

# File: /var/lib/dhcp/db/dhcpd. | eases

# U D | P Address

d \ 001\ 010\ 000i \ 025\ 300\ 237 172.21. 0. 255

Accessing the SGI KVM BIOS Setup Utility

This section describes how to access the SGI KVM BIOS setup utility software
residing on the BaselO blade.

Procedure 3-4 Accessing the SGI KVM BIOS Setup Utility
To access the SGI KVM BIOS setup utility software, perform the following steps:
1. Perform steps one through 11 in Procedure 3-1 on page 35.

2. When the Linux Shell> prompt appears enter exit, as shown in Figure 3-14 on
page 51.
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YVidea Eeyboard Mogse Options Device VideoRecord Sofkeyboard Help
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x0

Allas {mll)

 skip startup-nsh. anyg other key to continee

Figure 3-14 KVM JViewer Shell Prompt with exi t Command Screen

3. The SGI KVVM screen appears, as shown in Figure 3-15 on page 52.
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Lantrenin SLSLF KM Console - uv-spider L amenicas. sqgi.cem

CIrlAiF] | ChialiF? - CInAHFT | MFﬂl H‘F?l AIFR | ANFS MF]Q' ARF11 | &HF12 |

Hit [Bpacel for Bool Mea

Comsoie{hionm) DEs0p Size is 500 = GO0 Fps: B In: 4 KB Our 84 Bys i =

Figure 3-15 SGI KVM Console Startup Screen

After the SGI KVM Console software completes loading, the BIOS setup utility
appears, as shown in Figure 3-16 on page 53.
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Figure 3-16 BIOS Setup Utility

Enabling BaselO VGA

The “Enabling Basel0” section of the SGI Altix UV Software Install Guide walks you

through steps to enable BaselO video graphics array (VGA) on an SGI Altix UV 100
or an SGI Altix UV 1000 system.
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Booting Using iSCSI Protocol

The “Booting Using iSCSI Protocol” section of the SGI Altix UV Software Install Guide
walks you through steps to boot an SGI Altix UV system using iSCSI protocol.
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