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Abstract—This paper deals with an embedded module for
automation of thermographic inspection. The module captures
video streams from an infrared camera and from a visible image
camera and performs an image processing to detect faults. The
protocols used to capture the image streams and the image
processing are discussed. The results, with the faults highlighted,
are sent through an synthetic image stream to a supervision
station.

I. INTRODUCTION

Power lines can wear out because of several factors, which
can result in high power loss or even complete power faults
caused by broken lines. Emergency repair procedures are
high costly, motivating the development of systems capable
of detecting damaged lines in a predictive manner. Power
line inspection robots have been proposed to overcame the
problems associated to human inspection, such as the tedious
task and the resulting fatigue of operators. This paper proposes
an embedded module for robotized inspection of power lines
by using thermographic and visual images.

That module receives images from a thermographic camera
and from a visible image camera, process them to detect faults
and send the images and diagnostics to a remote monitoring
station. Robotic systems for power line inspections have been
proposed with research focusing on the locomotion system [1],
[2], as well as on methods for fault detection [3], [4]. As the
proposed module will be embedded in a robot, dimensional,
weight and power consumption requirements become very
important. It is a paradox, but even with the robot operating in
active lines, the power available to the robot is limited, since it
should operate from batteries or power obtained by induction
from the power line itself. However, the methods to obtain
power from the line itself can provide only about a hundred
Watts [5].

This paper is organized as follows: in section II, the
hardware for thermographic and visual image capture and
processing is described. Section III presents the processing
of the thermographic images to detect hot-spots and abnormal
conditions in the power line, while section IV shows the details
of the capture of the video streams from the thermographic

camera. The software implementation of the system is de-
scribed in section V and section VI presents some results and
concluding remarks.

II. HARDWARE

The thermographic camera is a FLIR A320, which send
images through an Ethernet connection using RTSP (Real-
Time Streaming Protocol) [6]. Table I shows the stream
formats supported. All formats are 16 bits per pixel.

TABLE I
STREAMS SUPPORTED BY FLIR A320 CAMERA.

Encoding Resolution
MPEG4 640 × 480
MPEG4 320 × 240
MPEG4 160 × 120
FCAM 320 × 240
FCAM 160 × 120
RAW 320 × 240
RAW 160 × 120

Note that the MPEG4 640 × 480 format is an interpolated
resolution, as the sensor resolution is 320 × 240. The FCAM is
a Flir proprietary format for raw data. Streams in RAW format
can be either raw data from the camera sensor or a radiometric
image, calibrated in Kelvin. The measurement range is from
0oC to 350oC with an accuracy of ±2oC. The temperature
resolution can be set to be either 0.1 Kelvin or 0.01 Kelvin.
In this work, a 320 × 240 RAW radiometric stream with
resolution of 0.1 Kelvin was used. The frame rate is 9 Hz.

The processing module is a BeagleBoard-xM, which uses
an ARM processor due to its good ratio between processing
power and power consumption, which also motivates its use in
cell-phones, PDAs and tablets. Another important point is that
the ARM processor is well supported by the Linux operating
system, which can be easily customized for a low footprint
in memory and system resources. The OpenEmbedded cross-
compilation framework [7] is used to generate a customized
version of the Linux Ångström distribution [8]. The visible
spectrum camera is a Logitech C2010, which uses an USB
connection.
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After the processing of the thermographic and visual im-
ages, the embedded inspection module generates another RTSP
stream with the results of the image processing, as shown
in figure 1, where the detected faults and their locations are
evidenced. That stream is received in a monitoring station. The
Live555 library is used to receive and transmit RTSP streams.

Fig. 1. System hardware.

III. THERMOGRAPHIC IMAGE PROCESSING

Each frame from the thermographic camera is processed to
detect faults on the transmission line. The image processing
is based on the Thermography Anomaly Detection Algorithm
(ITADA) [9] to detect hot-spots and classify the fault.

The ITADA algorithm is based on statistical and morpholog-
ical methods. The first step is to segment the image in lower
and high temperature areas, named the background and the
foreground of the image, respectively. Only the foreground is
further processed in search for hot-spots since it represents the
power line. The background is discarded as it represents the
surrounding environment and not the power line. The image
segmentation is done by thresholding. The threshold value
T ∗

t is determined dynamically for each frame by using the
Otsu method [10], which maximizes the variance between the

pixels belonging to the foreground and those belonging to the
background:

σ2
W = ωb(µb − µt)2 + ωf (µf − µt)2 (1)

T ∗
t = arg max

Tt

σ2
W (2)

where:
σ2

W : variance;
ωb: probability of a pixel belonging to the background;
ωf : probability of a pixel belonging to the foreground;
µb: mean of background pixel values;
µf : mean of foreground pixel values;
µt: mean of all pixel values;
Given the thermographic image α(x, y), the foreground

γ(x, y) is given by:

γ(x, y) =

{
α(x, y) if β(x, y) = 1
0 otherwise

(3)

where the foreground mask β(x, y), is given by:

β(x, y) =

{
1 if α(x, y) ≥ T ∗

t

0 otherwise
(4)

Then, the hot-spots are detected based on the hottest pixels
of the foreground. First, the hottest pixels in foreground image
are searched for, resulting in a seed image:

Ω0(x, y) =

{
1 if α(x, y) = Tmax

0 otherwise
(5)

with

Tmax = max
x,y

γ(x, y) (6)

Tmin = min
x,y

γ(x, y) (7)

The hot-spots are obtained by growing the seed im-
age Ω0(x, y) in recursive dilation operations with an 8-
neighborhood mask B:

Ωk(x, y) = (Ωk−1(x, y)⊕B) ∩ C(x, y) (8)

with the constraint C given by:

C(x, y) =

{
1 if Tmax − 0.6(Tmax − Tmin)
0 otherwise

(9)

Hence, a neighbor pixel belongs to the hot-spot if its tem-
perature is greater than Tmax−0.6(Tmax−Tmin). Dilation op-
erations are recursively performed until convergence to stable
hot-spot regions such that Ωk(x, y) = Ωk−1(x, y) = Ω∗(x, y).
Small hot-spots are regarded as a consequence of noise and
are discarded. Therefore, the dilation operations makes the
method more robust and less sensitive to noise, as the hot-spot
detection requires local support of many pixels. Furthermore,
the dilation avoids the segmentation of a hot-spot in two or
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more due to noise. Each connected region in Ω∗(x, y) is a
hot-spot Ai(x, y), with i = 1 · · ·Nh.

The mean temperature of each hot-spot Thoti is used to
detect faults in the cable and is given by:

Thoti =
1
Di

∑
x

∑
y

γ(x, y)∀(x, y) ∈ Ai(x, y) (10)

with
Di =

∑
x

∑
y

Ai(x, y) (11)

Each hot-spot temperature Thoti
is compared to the mean

temperature of the foreground without the detected hot-spots
Tref , which represents the cable temperature under normal
conditions. The reference temperature is computed based on
the foreground without the hot-spots:

ρ(x, y) = β(x, y) ∩ Ω∗(x, y) (12)

where ·̄ denotes the complement of ·.
The reference temperature mask ρ(x, y) has a total number

of pixels given by:

Nref =
∑

x

∑
y

ρ(x, y) (13)

Then, the reference temperature can be computed as:

Tref =
1

Nref

∑
x

∑
y

γ(x, y)if ρ(x, y) = 1 (14)

Hot-spots are classified according to table II based on the
percent raise of its average temperature Thot1 with respect to
the reference temperature Tref [9]:

∆T i =
Thoti − Tref

Tref
(15)

TABLE II
HOT-SPOT CLASSIFICATION.

Condition ∆T i

Normal ∆T i < 9%
Attention 9% ≤ ∆T i < 90%
Fault 90% ≤ ∆T i

The determination of the threshold value for image seg-
mentation is the most demanding step in terms of computing
resources, as the optimization is performed by exhaustive
search. The variances should be computed by supposing that
the threshold value is each point in histogram of 16 bit data.
That means to compute the variances of the foreground and
background 65536 times for each frame. In order to reduce
the computing time, an auxiliary histogram is built by using
only the most significant byte of each data. That way, a
256 time smaller histogram is obtained, which is used to
compute an approximation of the optimal threshold value. This
approximate value is used as a initial point for a local search
for the optimal point in the full histogram.

IV. IMAGE RECEPTION AND TRANSMISSION

The stream from the thermographic camera is in the format
defined by RFC4175 RTP Payload Format for Uncompressed
Video [11]. The uncompressed format is ideal for image
processing, as there are not distortions introduced by the
compression and there is no time spent decompressing the
image. After the image processing and fault detection, the
inspection module transmits the results using the MPEG4
format, which is a compressed format, in order to reduce
the required bandwidth and to enable the visualization in any
standard media player such as VLC or Mplayer. The results
from the inspection module are used just for visualization
and not for processing. Hence, there is no need to transmit
uncompressed video. However, in both cases, the stream is
transmitted as a RTP (Real Time Protocol) [12] frame. Figure
2 shows the protocol stack.

Fig. 2. Protocol stack.

The Real Time Streaming Protocol (RTSP) [6], is used to
control the transmission of the streams through the commands:

• OPTIONS: list the supported optional commands
• DESCRIBE: list the streams available by the camera
• SETUP: set one RTP session using a specific stream
• GETPARAMETER: get parameters like frame rate and file

format
• PLAY: start to send the streams
• PAUSE: pause the sending of streams
• TEARDOWN: close the RTP session
Hence, the user can control the stream transmission much

like a DVD player. Figure 3 shows the state machine of the
RTSP protocol.

The Session Description Protocol (SDP) [13] is used
to describe the desired session parameters such as such
as session name, media name, address and connection
information. The SDP protocol is used in the setup phase.
In this phase, the server describes the available streams
to the client, which then configures the parameters for the
desired stream. Figure 4 shows the SDP description for
the RAW 320 × 240 stream used in this work. The SDP
session description begins at the line which starts with v=0.
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Fig. 3. RTSP state machine.

Notice the line starting with a=rtpmap: which starts the
description of the desired stream. The stream is described by
a=rtpmap:103 raw/90000, a=framesize:103
320-240 and a=fmtp:103 sampling=mono;
width=320; height=240; depth=16.

RTSP/1.0 200 OK
CSeq: 2
Date: 24 May 2012 12:58:17 GMT
Content-Type: application/sdp
Content-Length: 402
Content-Base: rtsp://10.1.32.1/
v=0
o=- 0 0 IN IP4 10.1.32.1
s=IR stream
i=Live infrared
t=now-
c=IN IP4 10.1.32.1
m=video 13124 RTP/AVP 103
a=control:rtsp://10.1.32.1/sid=103
a=framerate:30
a=rtpmap:103 raw/90000
a=framesize:103 320-240
a=fmtp:103 sampling=mono; width=320; height=240; depth=16

Fig. 4. SDP description for the RAW 320 × 240 stream.

V. SOFTWARE IMPLEMENTATION

The software executing in the inspection module is divided
in three modules running as daemons, as shown in figure 5:

• receiver: receives images from the thermographic
camera.

• detector: captures images from the visual camera,
acquires the images from the receiver and detects host-
spots and faults, generating a synthetic images with the
hot-spots and fault data.

• transmitter: Transmits the stream of synthetic im-
ages generated by the detector.

There is not a specific daemon for the capture of visual
camera images because the camera supports the UVC format,
which has an available driver in the Linux kernel. However,
the camera image is represented in the YUV model. The image
is converted to the RGB model by (16)-(18).

R = 1.164(Y − 16) + 1.596(V − 128) (16)
G = 1.164(Y − 16)− 0.813(V − 128)

−0.391(U − 128) (17)
B = 1.164(Y − 16) + 2.018(U − 128) (18)

Fig. 5. Data flow.

The modular system architecture allows for an easy replace-
ment of the receiver or transmitter modules, should
another stream format be more convenient. The communica-
tion and data transfer between the modules is done by shared
memory, thus avoiding to copy images. The read and write
operations are synchronized by semaphores.

The liveMedia library from the live555 project [14] is used
to decode the RTP (Real-Time Protocol) [12] received stream
and to encode the RTP stream to be transmitted. The architec-
ture of this library defines the abstract FramedFileSource
and MediaSink classes, representing a generic source or
sink of streams. However, in the implementation of the live55
library, those classes are derived to implement only the
ByteStreamFileSource and FileSink classes. Those
classes implement stream read and write operations from
(magnetic media) files. Due to the low performance, limited
by the file system, that is not a good solution for sharing
streams between tightly coupled tasks as the implemented by
the inspection module daemons.

In order to use shared memory based communication, the
abstract classes of the liveMedia library were derived in
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two new classes, ShmSink, to receive a stream through
shared memory and ByteStreamShmSource to send the
stream through shared memory. The ShmSink class is used
by the receiver daemon to receive streams from the
thermographic camera through shared memory, while the
ByteStreamShmSource class is used to to send the stream
to the transmitter daemon through shared memory. Note
that those new classes are extensions of the classes from the
liveMedia library which as not changed in any way, ensuring
the compatibility and correctness of the stream handling.

The receiver daemon receives a stream from the thermo-
graphic camera an sends the data to the detector daemon.
An RTSP session with the camera is initiated, then, the appro-
priate stream (RAW data without compression) is selected. The
received RTP frames are sent to the detector daemon. The
frames are sent with the headers defined by RFC4175 and there
is no direct correspondence between each RTP frame and each
image frame. The detector daemon should concatenate the
RTP frames to assembly an image frame to be processed.

The detector daemon, processes the image and generates
a stream with the results, which is transmitted by the remote
monitoring station by the transmitter daemon.

A requirement for the development of the inspection module
was that the monitoring station should be required to execute
any proprietary software, in order to enable any computer to be
used as a monitoring station. Therefore, the stream with results
is transmitted in MPEG4 format, which can be visualized by
using any conventional player such as VLC or Mplayer. The
conversion of the video stream to the MPEG4 format is done
by using the libavcodec library [15].

Even if the processed stream is transmitted to the remote
monitoring station, for debugging purposes it is convenient to
view the images while they are still in the processing module.
Hence the detector has a optional graphical interface based
on the GTK library [16], which can be used to see the
generated stream before transmission to the monitoring station.
Figure 6 shows such an interface. The upper left corner of the
figure shows the thermographic image, while the lower left
images shows the detected foreground. The upper right image
shows the detected hot-spot and the lower right image shows
an image in the visible spectrum. The text in the bottom of
the window shows the classification of the hot-spot.

VI. CONCLUSION

Experimental results are shown in figure 7, where a the
screen of the monitoring computer running the VLC player
can be seen. A damage in the cable was mechanically forced,
thus reducing its section. A high current power source was
used to simulate the high currents seen in real power lines.

The system was able to efficiently detect faults, producing
a real time report for the operator where the detected faults
are highlighted. The requirements of low power consumption
and small dimensions were satisfied, as well.
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