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chitecture. It contains a collection of short technicalcées about past and present
processors, medias, busses and protocols. The articlesbiesn written by the stu-
dents of the autumn 2006 offering of the course in Computehitecture.

Introduction

This is the proceeding of the ten year anniversary Studemk$kop in Computer Ar-
chitecture. The first year it was web based only, but the fotig nine years we have
been blessed (some might say cursed) with oral presengéamwell. In the year 2000
we gave up on the web based proceedings and printed a boekdnsthe combina-
tion of both oral presentations and a printed proceedingokas such a success that
we have continued in that manner ever since.

The structure of the book has changed only slightly sindeykeer, mainly because
of fewer non-processor submissions. This proceeding m#rithan ever before —
due to a declining student enrolment — but the material isc&l s ever and well
worth reading. With this note we leave you to it.

September 2006
Program committee: Andersson and Agren

A Note on Trademarks and Registered Trademarks

All brand names or product names referred to in this work heeproperty of their
respective holders, and their use here should not be seeri@ation of current trade-
mark laws. The program committee takes no responsibilityues of such names
without further references.
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1. ARM/TDMI

1.1 Introduction

The ARM7TDMI is a general purpose 32-bit microprocessds. dased on the RISC
architecture but not as heavily as for example the MIPS msme To support the needs
of the many systems that use the ARM7TDMI and the ARM familgéneral, some
ideas from the CISC architecture have been implementediteceecode size, which
is of great importance to small battery driven systems. & vedeased in 1995 and its
core is very similar to its predecessor ARM6’s core, howetvBas many extentions
which, until its release, no other ARM processor had [1, 3]:

The 'Thumb’ 16-bit instruction set.

JTAG Debug Module which controls the scan chains.
The EmbeddedICE debugging hardware support.
64-bit results in multiplication.

These four features stand for, in order, the letters T, D, Mlan the processor name.
It also incorporates all the key traits general to all ARMgessors which have evolved
since the ARM1 in 1985 [3]:

¢ Fixed length 32-bit ARM instructions.

e Load-Store architecture which only allows load, store awdpsoperations to
access data from the memory.

e Conditional execution of all instructions.

e The combining of an ALU operation with a shift operation iriregde clockcycle.

1.1.1 ARM family history

The company that developed the first ARM was Acorn Computéds It had pre-
viously developed a highly regarded and very popular mizngguter for the BBE.
When designing its successor several commercial micregsmes were considered but
the CISC processors in 1983 were even slower than the cootamypstandard mem-
ory parts. They were lacking in so many areas where the BBGontiad excelled,
so they came to the conclusion that they had to build their miamoprocessor. Such
endeavours had cost the CISC producers several houndreasmsfears to engineer
a design, something Acorn simply could not afford. They facthainufacture a better
processor with a fraction of the design effort and with novjires experience in custom
chip design.

It seemed impossible until they found a paper from Berkeleyeétsity about a
RISC processor which had been designed by a few post-geastidents in under a
year and still was competitive with the leading commerci@roprocessors. Many
aspects of this microprocessor were adopted and the Ac&@@ Rlachine 1 was born.
It was the first commercial RISC processor. In 1990 the compeadvanced RISC

1British Broadcasting Corp.
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4 CHAPTER 1. ARM7TDMI

Machine was founded to expand the use of ARM processorsdautsiAcorn’s own
products. From then on the acronym ARM stood for AdvancedR\&chine, just
like the new company which was developing and marketing]it [3

1.2 Overview

Here follows an overview of some of the most important sydtaits of the ARM7TDMI;
some implementations are also covered.

1.2.1 Instruction formats

The ARM7TDMI features two operating states: the ARM 32-hitruction state and
the Thumb 16-bit instruction state. Switching between th&one with the BX in-
struction which branches and sets the T-bit in the (ﬂ?‘ﬁ;ﬂicating Thumb-mode.
Switching between modes does not alter the content of thisteeg, rO-r7 in Thumb-
mode are the same registers as r0-r7 in ARM-mode. The Thustiuation set is a
subset of the most commonly used 32-bit ARM-instructions [3

In ARM-mode data processing instructions use three adsesge source adresses
and one result register whereas in Thumb-mode one of thesoegisters is also the
result register. All instructions in ARM-mode can be set arditional; this feature
does not exist in Thumb-mode where only branches can betoomali As the instruc-
tions in Thumb-mode are only 16-bits, a branch and link hag Maited range. This
is solved by combining two operations giving it a 22-bit Relative offset. This isn'ta
problemin ARM-mode where the standard branch and link R&tive offset is 24 bits.
Another feature not available in Thumb-mode is the 64-lsitttemultiplication which
in ARM-mode use two 32-bit result registers whos concaitmeis the 64-bit result.
When the processor is in Thumb-mode the Thumb instructiebsrgnslated to their
corresponding 32-bit ARM instruction without performarnass [1, 3].

1.2.2 Registers

The ARM7TDMI has 37 registers, these consist of 31 geneugbqse 32-bit registers

and 6 status registers. However in normal execution modelghyeneral-purpose and
one or two status registers are available. Interrupts ¥amgple, take the processor into
another operating mode where other registers are als@bl@dnd, in the example, re-
served for interrupt handling. In Thumb-state howeveryddl 32-bit registers and one
status register are available. Access to the other registeestricted, however special
versions of the MOV, CMP and ADD operations can access thesorime ways [1].

2CPSR stands for “Current Program Status Register” and istie status register.
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ANDERSRANES 5

1.2.3 Implementations

The ARM family can be found in all sorts of products from sneaatfibedded solutions
such as smartcards with flash memory to large products likeesthip avionic3. But
the biggest category is mobile systems such as smartphBbéss, personal media
players, personal GPSs, portable gaming devices and nanmialle phones. Over
75 % of all devices in the mobile systems market are ARM podietee ARM7TDMI
can be found mainly in mobile systems for which it has beeigdesl, with low power
consumption and high code density, but also printers anslarking hardware. Some
of the more famous include:

e Members of the Apple iPod family.
e CCTV network cameras.
e Nintendo Gameboy Advance SP.

Most mobile systems and low power devices today however asedon newer ver-
sions of the ARM core such as the ARM9, ARM11 and Intel XScale [

1.3 Memory

Memory inthe ARM7TDMI is viewed as a linear array of bytes.t®& stored in 32-bit
words, 16-bit halfwords and 8-bit bytes. Words are alignedtdyte boundaries and
halfwords on even byte boundaries. The ARM7TDMI can be caonéid to use 'big-
endian’ memory organization but ’little-endian’ is the delt setting. The standard
ARM7TDMI core carries no on-chip cache. There are howevad €Rips, aimed at
higher performance applications, where the core sharesliten area with cache such
as the ARM700 with an 8 KB cache holding both instructions daia [3].

1.3.1 Bus

For accessing the memory, be it a cache or the main memory, ARMII uses a
von Neumann type 32-bit unified bus for both instructions dath. As previously
noted, only load, store and swap operations can accessrdatalfe memory through
the bus [1].

1.4 Pipeline

A 3-stage pipeline is used in the ARM7TDMI. All instructioase executed in the
following steps:

1. Fetch
2. Decode
3. Execute

3SpaceShipOne, winner of the Ansari X-prize in 2004, carsigsnics powered by an ARM729T Pro-
cessor [2, 4].
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6 CHAPTER 1. ARM7TDMI

In the fetch step the instruction is fetched from the mematlyee as a 32-bit ARM
instruction or as a 16-bit Thumb instruction. In the decoip she first action is to
decompress the instruction if it's in the Thumb format. Theand action is decoding
the registers used in the instruction. In the execute stgistegs are read from the
register bank, ALU and shift operations are performed astyl@egisters are written
back to the register bank [1].

1.5 Performance

The ARM7TDMI core consists of 74209 transistors on a 5%wilicon chip. It has
a variable clock frequency of up to 40 MHz. When running staddARM 32-bit
instructions the execution speed is 36 MIPS. It draws at ®@sh\W which concludes
an instruction to power ratio of 450 MIPS/W.

Thumb code is normally only 65 % the size of the same code ibiBARM in-
structions and runs 160 % faster than ARM instructions mgfriom a 16-bit memory
system. This makes it ideal for running on systems low on mgwhich can be
viewed as a performance edge on certain systems [3].

1.6 References

[1] ARM LTD. ARM7TDMI Technical Reference Manuadipl ed., Nov. 1, 2004.
Also available antt p: /7 www. ar m conl pdf s/ DDI 0210C 7/tdm r4pl trm pdilk

[2] ARM LTD. ARM. Web site, Sept. 27, 200€nt t p: /7 wwv. ar m cony date visited
given.

[3] FURBER, S. ARM System Architecturdddison-Wesley, 1996.

[4] X PRIZE FOUNDATION. Ansari X Prize. Web page, Sept. 27, 2006.
Nt tp: /7 Www. Xprize. or g/ Xpri zes/ ansari_x_prize. htni}, date visited given.
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2. DEC Alpha 21164

2.1 Introduction

The DEC Alpha 21164 was released on the 19th of SeptemberaiiPi$ also known
as the EV5. Its predecessors were the EV45 (DEC Alpha 21084#gh the EV5
based its core on. The model name 21164 stands for that itheagit to be a pro-
cessor of the 21st century, the 1 for it being the second géinamrocessor of its type
(where 21064 was the first) and the last two digits implied ithaas a 64-bit CPU [1].

One specific feature of the EV5 was considered revolutigriairyas the first mi-
croprocessor to have a large secondary cache on chip [7].

As for operating systems the processor supports [2]:

e Microsoft Windows NT
e OSF/1
e OpenVMS

2.2 Processor overview

Here a thorough overview of the processor will be given. Tihisudes the different
parts and how they work together.

The DEC Alpha 21164 is a 64-bit processor based on the RISi@itacture [3].
RISC is an acronym for Reduced Instruction Set Computemstnuiction set that has
more or less been a standard since 1982 [4].

In the processor, registers are of 64-bit length and all tis¢ructions of 32-bit
length. Since the DEC Alpha 21164 is of a load and store archite all data manip-
ulation is done between registers. It's able to issue fostrirctions or less each clock
cycle [3].

2.2.1 Components of the processor

The processor can be broken down into the following majorpaments. These com-
ponents will be described further in the upcoming sectioge that these abbrevia-
tions will be used while mentioning the components [3].

The IBox, which is the instruction fetch/decode unit andhictaunit.
The Ebox, which is the integer execution unit.

The Fbox, which is the floating-point execution unit.

The Mbox, which is the memory address translation unit.

The Cbox, which is the cache control and bus interface unit.
The Dcache, which is the data cache.

The Icache, which is the instruction cache.

The Scache, which is the second-level cache.

The Bcache, which is the optional external cache.
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8 CHAPTER 2. DEC ALPHA 21164

2.2.2 1box

Simply said the Ibox manages all the instructions that ané¢ teethe Ebox, Fbox and
Mbox. More precisely it handles the execution order and makee that only an
instruction with available resources is being executed [3]

To manage the execution order described above, the lboxsfgnoups of four
instructions. It checks the available resources for thé fiingr instructions, if all has
the required resources then they’re all executed. If natlg &sues instructions up to
the one that doesn’t have the required resources. The Ibesnidtaontinue to the next
group until all of the four instructions in the current graugve been issued. This is to
keep the instruction issue order [3].

To predict the outcome of a branch instruction the Ibox hasediption logic unit.

If a branch instruction is issued the lbox looks in the Icackleich for every branch
instruction has a 2-bit history value. This value represdin¢ outcome state of that
instruction [2].

2.2.3 Ebox

This unit is used by the processor for handling integers.olrtgmt integer operations
that are supported by the Ebox include but are not limite@}o [

Addition

Multiplication

Bit manipulation

Barrel shifting, a process to shift the order of bits in a @yotanner [5].

The Ebox has two integer pipelines, which allows it to parftwo separate integer
operations in one cycle [3].

Furthermore the Ebox includes a 64-bit integer registerdilgo knows as the IRF
with 40 entries. It contains the 32 integer registers whclhised within the Alpha
architecture [3].

2.2.4 Fbox

To calculate with floating-point values the processor zd#i the Fbox. It can handle
the following formats [3]:

Longword integer format in floating-point unit
Quadword integer format in floating-point unit
Two IEEE floating-point formats

Three VAX floating-point formats

Like the Ebox the Fbox has a register file called the floatingHpregister file
(FRF) [3].
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2.2.5 Mbox

The main feature of the Mbox is to translate virtual memorgiradses into physical
memory addresses. It contains the following components [3]

e Data translation buffer
e Miss address file
e Write buffer address file

Two or fewer virtual memory addresses are received evelig ¢sam the Ebox. As
a response the Mbox uses the data translation buffer in twdierd the corresponding
physical memory address [3].

2.3 Cbox

The Cbox is the unit in the 21164 that handles the caches didtiformation about
data, i.e. the caches other than the Icache (which is hadlatie Ibox). In the
following sections the purposes of the different data cactich the Cbox handles,
will be described [3].

2.3.1 Dcache

The Dcache, which is 8 kilobytes large, is the primary datheawith a block size of
32 bytes [3].

2.3.2 Scache

The Scache, which has a size of 96 kilobytes, holds infownadbout both instruc-
tions and data. That is due to it being the secondary cachedibr the Icache and
the Dcache. It's 3-way set associative, which means thatritstore entries in three
different places [6]. Block size is either 32 bytes or 64 bydepending on what block
mode it operates in [3].

2.3.3 Bcache

The Bcache is an optional external cache, which can handheecsizes of 1, 2, 4, 8,
16, 32 and 64 megabytes [3].

2.4 Pipelining

The DEC Alpha 21164 is a pipelined processor. It has 7 stageipelining for mem-
ory and integer operations. Where the floating-point ojpmmathave 9 stages. The
Ibox always handles the first four stages. As for the lastestdigranges between the
Ebox, the Fbox, the Mbox and the Cbox [3].
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2.5 Performance

Depending on the clock speed the EV5 has the performancedicgdo TabldZ11.

Table 2.1: Performance specification

Speed SPECIint95| SPECfp95| BIPS
600 MHz 18.0 27.0| 24
500 MHz 154 21.1| 2.0
433 MHZ 13.3 183| 1.7
366 MHz 11.3 154| 1.5

2.6 References

[1] BoLoTOFF, P. V. Alpha: The history in facts and comments. Web page, ¥&r

(2]

(3]

(4]

(5]

(6]

[7]

2006.nttp://ww. al asir. con al pha/ al pha hi story. ht nil

DIGITAL EQUIPMENT CORPORATION Alpha 21164 Microproces-
sor Data Sheet July 1996. Also available altp:77ttp.conpad.cont -

pub/ product s/softwar e/ al pha-tool s/docunentati on/archive/ 21164/ -
ec-gaepd-te Z211b4 data sheet. pdr.

DIGITAL EQUIPMENT CORPORATION Alpha 21164 Microprocessor Hardware
Reference Manual July 1996. Also available attp://ftp.conpagd.conk

pub/ product s/sof t war e/ ial pha-t ool s/docunentati on/archi ve/ 21164/ -
ec-qgaeqd-te 21164 hrm pdf.

PATTERSON, D. A., AND HENNESSY, J. L. Computer Organization & Design:
the Hardware/Software Interfac¢hird ed. Morgan Kaufmann Publishers, Inc.,

San Francisco, California, 2005.

WIKIPEDIA. Barrel shifter. Web page, Sept. 17,
http://en.w ki pedi a. org/w ki /Barrel _shifter, date visited given.

WIKIPEDIA. CPU Cache. Web page, Sept. 17,
http:/7en.w ki pedi a. or g/ w ki / CPU cache,, date visited given.

WIKIPEDIA. DEC Alpha. Web page, Sept. 17,
http:/7en. w ki pedi a. or g/ w ki / DEC Al pha, date visited given.

2006.

2006.

2006.
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3. Intel 386 DX

3.1 Introduction
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Figure 3.1: Front and back of an Intel 386 DX processor

IA-32 Intel Architecture has been at the forefront of the pater revo-
lution and is today the preferred computer architecture nasasured by
computers in use and the total computing power availablaéwtorld.

— Intel Corp

The Intel 386 DX was first released in 1985 and had a core frexyuef 20 MHz,
followed by models with up to 33 MHz. The new features introeld by the In-
tel 386 DX were: 32-bit registers and addressing, segmetddlat memory models,
paging and support for parallel stages. These featuredgitbvered more thoroughly
in the following sections [3].

Later, a budget version, with a limited 24-bit address buss veleased under the
name Intel 386 SX [1]. However, this paper only concerns tievBrriant . Hereafter
the Intel 386 DX will be referred to abe processar

3.2 Parallel stages

As stated in [2] the processor has six parallel pipelineegaghich are summarized
below:

Bus interface unit — communicates with memory and I/O

Code prefetch unit — fetches object code from the bus interface unit
Instruction decode unit — translates object code into microcode
Execution unit — executes the microcode instructions

Segment unit — translates logical addresses to linear addresses.

Paging unit — translates linear addresses to physical addresses
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12 CHAPTER 3. INTEL 386 DX

3.3 Operating modes

The processor can operate in two modes. These afrtitected Modeand theReal-
address mode The protected mode is the main mode of the processor prayitie
best performance and capability. In this mode programsher8086 processor can
be executed by using thértual 8086-mode which however is not a real mode of
operation. The real-address mode is basically a mode pngvih environment, of
that of the 8086 processor, with some extensions [3, 2].

3.4 Reqgisters

The processor has eigheneral-purpose data registerssix segment registersfive
control registers, theEFLAGS register and theEIP register. The ones mentioned are
the basic registers, and there are also other registerhdiufpurpose is not explained
in this paper [3, 4].

3.4.1 General-purpose data registers

The eight general-purpose data registers are all 32-hstterg and are used for holding
operands in calculations and memory pointers, see [3]. Ehemgl-purpose data reg-
isters inspite of the name have some special tasks, and maimydtions use specific
registers for their operands [3]. A summary of the normabesaf these registers is
shown below:

EAX — Accumulator. Used for storing operands and results
EBX — Pointer to data in thBS segment

ECX — Loop and string counter

EDX — /O pointer

ESI — Source pointer for string operations

EDI — Destination pointer for string operations

EBP — Pointer to data on the stack

ESP — Pointer to the top of the stack

For compatibility the lower 16 bits of the general-purpoatadegisters can be used
exactly as the registers on the 8086 processor [3].

3.4.2 Segment registers

The six 16-bit segment registers, nanteéf, DS, SS ES, FS, GS hold pointers to
memory segments [3]. How the memory is structured and aedéssovered in Sec-
tion[Z3.
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3.4.3 Control registers

The five control register§ R0 throughCR4 are used to control the operating mode of
the processor [4].

3.4.4 EFLAGS register

The EFLAGS register is a 32-bit register where 14 bits arersesl and are not to be
used by programs. The other bits can be divided into thregpgrcstatus flags, system
flags and a control flag [3].

The status flags show information about the results frorhraetic operations. For
example there is one flag indicating that the operation hasflowed and another
flag indicating whether the result of an operation is positiv negative. The system
flags control some of the behaviours of the processor, feame 1/0, debugging and
interrupts. The virtual 8086 mode can be toggled with ondefdystem flags [3].

The remaining flag is thBF flag which controls how strings are processed. If this
flag is set, instructions processing strings will work froine thighest address to the
lowest [3].

3.4.5 EIP register

The EIP register holds an offset to the next instruction & ¢rrent code segment.
Software cannot write to or read from the EIP register expficit has to use the
instructions that modify program flow like the instructio®&L.L, RET or the various
jump instructions [3].

3.5 Protected mode memory organization

In Protected mode, the full 32-bit addressing capabilityhaf processor is available,
providing a 32-bit address space. In this mode two sepaaaiiities are available for
the operating system to use: segmentation and paging.

3.5.1 Segmentation

The segmentation mechanism is used to divide the lineaeaddipace into separate
segments, with different levels of protection, holding giteck, code and data for the
running tasks. They can also contain different system datetsres, although they are
not within the scope of this paper. The processor will erddhe boundaries of these
segments, allowing the tasks running on the processor taithout interference from
other tasks. Other restrictions can also be put on the sagngrch as making them
read only [4].

To address memory within a segment, a logical address isregfjuvhich consists
of both a segment selector and an offset into the segmentygMeset selector consists
of an offset into a table of descriptors (such as the GDT orﬂbDﬁs well as some

1Global Descriptor Table or Local Descriptor Table
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other information. These descriptors contain informaabout the segment, such as
the segments base address in the linear address spaceethéisand its access rights.

To locate a byte within a segment, the offset part of the lalgaddress is added to the
base address of the segment [4].

The 16-bit segment selectors contained within the segmemisters determine
which segment should be addressed when the processormeréor operation. For
example, when the processor needs to fetch a new instruicticexecution, it looks
for the instruction at the logical address provided by thgnsent register CS, with the
offset in the EIP register. Other instructions query ottegmsent registers instead, or
the segment register is specified explicitly in the prograhec[4].

The use of segmentation is not optional, and cannot be @daBlegmentation can
still be hidden from the user by setting up two segments, wogehe entire linear
address space. One for code, and the other for data. Thiglpsoffat access to the
entire linear address space, without protection [4].

Many modern multi-tasking operating systems use thisifaaparingly, by only
setting up four segmelﬂ,sall covering the entire linear address space, and instead
relying on the paging mechanism for protecting the memotyben tasks [4].

3.5.2 Paging

After a linear address has been obtained from the segmamtatechanism, it can
either be used directly as a physical address to the memeryobit can be translated
by another layer, the paging mechanism. When paging is edatle linear address
space is divided into 4 KB pages, which can be arbitrarily psapinto the physical

address space. By using different mappings for separat®, thss lends the possibility
for tasks to run in separate virtual address spaces, allngpassing the entire 32-bit
range of the address bus. Even though the physical memamited, each process
can address a full 4 GB address space, since all pages doveotcbe available in

the physical memory at the same moment in time. When the meimearsystem runs

low, the operating system can move pages from the physicalanginto a secondary
storage media, such as a hard drive. When such a page is eddnsthe processor,
a page fault exception will be generated, allowing the djegesystem to move the
requested page into memory, and resuming execution atstradtion which requested
the page [4].

The virtual mapping is contained in two data structures:

Page directory— An array of 1024 32-bit page directory entries (PDE).
Page table— An array of 1024 32-bit page table entries (PTE).

Each entry in the page directory contains the physical asdeethe beginning of
a page table. Respectively, the page table entries conddiresses to the physical
pages [4].

When the processor needs to fetch data from the memory, a ladgress is first
provided by the segmentation subsystem, then it looks ilCtR@ register, which con-
tains the location of the current page directory. Then tist 10 bytes of the address

2Code and data segment for user and supervisor privilegésleve
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Figure 3.2: Segmentation and paging

[~— Page

are used as an index to a certain entry in the page directfer. tis the base address
of the page table is also known, and the next 10 bytes of thealiaddress indexes the
specific page table entry containing the physical addrefiseafequested page. Lastly,
the remaining 12 bits of the virtual address is an offsetihi®page [4]. This mapping
is more easily understood graphically, as shown in Fifjile 3.

Each task can have its own page directory, describing its rmapping from the
linear into the physical address space. Parts of the mapmiaig also be shared, by
letting tasks share some page tables [4].

Since only 2° pages can be addressed by this scheme, only the 20 mostcsighifi
bits of the page directory entries and page table entrieas@é for this address. The
remaining 12 bits contain access rights for the mapped pagewell as other flags
used when managing the mappings [4].

This mechanism allows for full isolation of separate tasksce they can be made
to run in totally separate address spaces [4].

3.6 Real mode memory organization

The real mode simulates the 8086 processor’s addressidgyray supports a 1 MB
physical address space, which is divided into segmentshadda be up to 64 KB in
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size. In this mode, the segment base is specified with a 1€bihent selector. The
selector is zero-extended to 20 bits and added togetherwiiGtbit segment offset to
provide the final physical address [4].

Note that it is possible to specify addresses beyond 1 MR:eSime 8086 processor
only can form 20 bit addresses, the high bit is truncatedppiray the address space
back into itself. The real mode in the Intel 386 acts in a sligtifferent way, by not
truncating this bit and using it as a physical address. Téisbe disabled by masking
the last address line, thus effectively emulating the 89868dressing [4].

3.7 References

[1] INTEL CORP Intel386" SX Microprocessor Intel Corporation, P.O. Box 5937
Denver, CO 80217-9808, Jan 1994.

[2] INTEL CORP Intel386" DX Microprocessor 32-Bit CHMOS Microprocessor with
Integrated Memory Managemenintel Corporation, P.O. Box 5937 Denver, CO
80217-9808, Dec 1995.

[3] INTEL CORP IA-32 Intef® Architecture Software Developer's Manual, Volume 1:
Basic Architecturelntel Corporation, P.O. Box 5937 Denver, CO 80217-9808, Ju
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[4] INTEL CORR IA-32 Intel® Architecture Software Developer's Manual, Volume
3: System Programming Guidentel Corporation, P.O. Box 5937 Denver, CO
80217-9808, Jun 2005.
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4. Intel Itanium

4.1 Introduction

The history of the ltaniu®® Processor began as a secret HewIett—Pa@a(rldP®)
research project in December 1988. The goal was to creataetktegeneration re-
placement to the PA-RISC series of processors that HP diyriesed in many of their
servers and workstations. Intel was approached with the i@ 993, since the chip
would be produced in such a small scale that it would not be@wdic for HP to pro-
duce it themselves. In 1994 the partnership between InteHehwas announced, and
since the initial research at HP, the goal has widened toambbth x86 and PA-RISC
applications, instead of just PA-RISC applications. IneJAA01 the first-generation of
the Itanium was shipped, codenamed “Merced” [5, 8].

4.2 ILP, VLIW and EPIC

Instruction Level Parallelism (ILP) is simply the idea tleaCPU can execute more
than one instruction at a time. This is a very basic idea thadriexample used in the
concept of pipelining, where several atomic parts of irgttams use different parts of
the CPU at the same time. The Itanium approach to this is sbetatifferent [7].

The goal with the Itanium was to be able to execute multiptrirctions at the
same time without letting the processor decide when to dy #iimice this adds to the
complexity of the hardware. For example, the processordndetide whether or not
the two next instructions have some kind of dependency on ether.

The Very Long Instruction Word (VLIW) is built on the idea theach instruction
to the CPU can instead be multiple instructions. This mavesbmplexity strain away
from the CPU, and relies almost solely on the compiler to @ortvhat instruction has
a dependency to what other instruction, and so on [9].

HP and Intel jointly developed the Explicitly Parallel Insttion Computing-tech-
nigue (EPIC) to be used in the Itanium processor. This is grldmentation of the
VLIW concept [6].

4.3 Compilers

Since the Itanium is one of the first commercially availaliiegessors to use not only
EPIC, but also the concept of VLIW, the market had a hard ticepéing at the start,

much because of the strain the chip architecture put on derapit takes time for the

market to adjust to new processors, but with the Itaniungses (some of which you
can read about in Secti@n .4 on the next page) and the slighthplicated compiler-

techniques that are required with the EPIC scheme, it hantqkite a while for com-

piler manufacturers to make a compiler that at an acceptabé takes advantage of
the possibilities that EPIC brings.
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4.4 |ssues

Besides the obvious compiler-related issues, the firstrgépa of Itanium processors
have had several performance issues related to mostleinbegsed problems, and x86
emulation. Since the internal clock is running at a someudwatspeed, the perfor-

mance of traditional operations, like integer-operatjavess not too impressive. This
in combination with the not-fulfilled dependency on largaclkes (since a VLIW can

store up to 3 operations, memory for 3 times as many VLIW-ati@ens was needed),
and low-latency caches (about 3 times the data to retri@m the instruction cache)

the first-generation Itanium just was not as fast as one woojk. In fact, even HP

called the first Itanium processor (Merced) a “developmanirenment”.

4.5 Itanium 2

Many of the problems with the first-generation Itanium pisEs are addressed in this
new generation. The caches are larger, the x86-compaisilitpre efficient, and with
the release of the dual-core Itanium 2 codenamed “Montgdhie Itanium processor
is finally heading in the right direction.

The main advantage with the Itanium 2 is its low power congionpdue to its
low internal clock frequency. Figufe3.1, in terms of powensumption, compares
the most and least powerful “Montecito” processors to thetpowerful of Intel’s line
of Xeon-processor, the 7140M, and the processor that thattaline was meant to
compete with, the Power 5 from IBM.

200

150

TDP [W]

100

50

Itanium 2 9050 Itanium 2 9010 Xeon 7140M Power 5+
Dual Core Single Core Dual Core Dual Core

Figure 4.1: Thermal Design Power (TDP) for different prawes [1, 2, 3, 4].
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4.6 Areas of application

In order to determine the best field of use for the Itaniumfitisething to do is to deter-
mine what the processor does well, and thereby establishfields it could compete
in. This section will show the areas of application for thenitim.

4.6.1 Power consumption

Since the Itanium’s design allows for a low internal cloc&dquency, as discussed in
SectiorZb on the preceding page and seen in Flgure 4.1 dading page, it is well
suited for small form factor computers, such as blade systét nodes in clusters and
So on.

4.6.2 Floating point operations

The major demand for fast floating point operations come fresearchers and com-
panies that do simulations, and other HPC-jobs. If the agraknt continues in the
same fashion with good floating point performance at a lowiee@and at lower power
consumption level than the Power5, the Itanium will havetarimarket there.

4.6.3 Conclusion

The Itanium has not yet reached the computing power of theePgwbut with the
increasing floating point performance it could challenge Bower5 in all kinds of
floating point operation intense systems. It has over theykars achieved much at-
tention because of Silicon Graphies a long-time giant in the graphics market who
has put a lot of money into developing Itanium systems.

4.7 Benchmarks

The now familiar competitor with the Itanium-family, the Wer-family from IBM
literally crushed the first-generation Itaniums. In theser, the Power5 is not as far
ahead from the Itanium, because of what the engineers hareeld, smarter compilers
and larger as well as faster caches. As indicated in Figili@d the next page, the
Itanium 2 is closing in on the Power-line in terms of SPEC2@fithoth integer and
floating point operations.

The SPEC2000 numbers are limited to somewhat aged versidhne processors,
since manufacturers often like to publish papers with toein benchmarking methods
The Itanium has been extra difficult to find updated numbergposbably because of
its somewhat embarrassing history (again, see Figuie 4eifollowing page) in
SPEC2000 tests [1].
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Figure 4.2: SPECint2000 and SPEC{p2000 for different pgsaes [1].
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5. MOS Technology 6502

5.1 Introduction

The MOS Technology 6502, from now on called the 6502, is a negrobthe 6500
series microprocessors designed by MOS Technology. Itmtesduced in September
1975 at a cost of $25. The 6502 is a 8-bit microprocessor wiveth very popular at
the time because of its attractive price compared to otherapiocessors from leading
manufacturers like Intel.

Cwwwcommaodore.ca

Figure 5.1: The MOS 6502 CPU

5.2 History

In 1974 a group of eight people left Motorola because theyewasthappy with the
management at the company. Instead they started to work & MOhnology. Only a
year after they joined the company, MOS Technology rele#se@501 and the 6502
CPUs. Due to the fact that these two microprocessors had iksianchitecture to
the 6800 designed by Motorola and that those who designe@i3@g& and 6502 had
designed the 6800 too, Motorola decided to sue MOS Techygoldbge 6502 had a
different pin configuration than the 6501, which had the spmesonfiguration as the
6800. This made it possible for the 6501 to fit into the 6800hadioard and resulted
in that the lawsuit forced MOS Technology to stop the 6501 tiei6502 could be still
be produced [3].

As mentioned earlier, the 6502s success on the market wals baoause of the
breakthroughs MOS had made in manufacturing costs, ancetidisiser pricing. The
competitor chip from Intel, the 8080, was priced at about®dihe time. By the time
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Intel and other manufacturers dropped their prices to bettch the 6502, the new
chip had already gained a considerable market share andlwashaselling by the
hundreds [2].

5.3 Implementations

The 6502, in its many forms, has been used in many systemsastitl widely used.
The most familiar implementations where you can find the 6808 early comput-
ers like the Apple I, the Commodore 64, the Atari 400 and pbbbane of the most
world wide known system, by Nintendo, the NEShe processor was also running
Commodores first personal computer, the Commodore PET Kalsan as the first
full-featured personal computer).

Figure 5.2: The Apple I, in wood casing

5.4 Technical data

8-bit bidirectional data bus

16-bit address bus (64 KB of addressable memory)
Operating frequencies ranging from 1 MHz to 4 MHz
56 instructions

13 addressing modes

Programmable stack pointer

5.4.1 Reqgisters

The 6502 contains one 8-bit accumulator (A), two 8-bit indsgisters (X,Y), one 8-bit
stack pointer (S), one 8-bit processor status register ardl6-bit program counter.
The small number of registers would, however, not prove ta bmitation thanks to

the indirect addressing modes (m@dk 10 on the next pagehwhjiplied an extra 168

registers to use [1].

INintendo Entertainment System
2The 16-bit pointers are stored on the zero page, which esult28 usable indirect registers.
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5.4.2 Addressing modes

The 6502 has eleven different addressing modes. Howewese &ioth the X and Y

register can be used fandexed zero page addressiagdindex absolute addressing
these are sometimes considered to be four different ripded thus resulting in a total
of thirteen different addressing modes.

1.

2.

10.

11.

Accumulator addressinguses one byte instructions, which means the operation
will be performed on the accumulator.

Immediate addressinguses the second byte of the instruction as the operand for
the operation.

. Absolute addressinguses the two subsequent bytes of the instruction for the

eight low order bits and high order bits of the address rasmdg. This makes
all of the 64K bytes of memory addressable.

. Zero page addressings a simpler variant of Absolute addressing, using only

the first byte after the instruction and assuming zero fohilgd order bits. By
saving the cycle it takes to fetch the second byte, this alltagter execution
and shorter code and can, if used carefully, result in a figmit performance
increase.

. Indexed zero page addressingdds the first byte after the instruction and one

of the index registers to address a location in pageﬂz@oly the zero page can
be addressed since no carry is added to the high order bits.

. Index absolute addressing adds the X and Y registers to the 16-bit address

supplied in the two subsequent bytes of the instructions Bldidressing mode
makes it possible to use the index registers as a counteharsipplied address
as a base address to any location for modification of mulfiplds.

. Implied addressingis when the source and destination is implicitly specified

in the operation code of the instruction. These instrustiored no further
operands. Instructions likeLV (Clear Overflow flag) andRTS (Return From
Subroutine) are implicit.

. Relative addressings used for conditional branch (jump) instructions. Theebyt

subsequentto the instruction becomes the offset whictdisditb the lower eight
bits of the program counter.

. Indexed indirect addressingadds the supplied operand with the contents of the

X register. The contents of the resulting address at page(zarry is discarded)
becomes the low order eight bits of the resulting address. riExt location on
page zero becomes the high order eight bits of the resultidgeas.

Indirect indexed addressingadds the supplied zero page address with the con-
tents of the Y register resulting in the eight low order bitshe target address.
The carry is then added to the address on the location nexaga ero to pro-
duce the eight high order bits of the target.

Absolute indirect addressinguses a 16-bit address operand which points to
another 16-bit address, which is the real target of theuntitin.

3These modes are often referred tiZaso Page. X, Zero Page.Y, AbsolutentAbsolute.Ywhere the X
or Y specifies the register used.

““Page zero” or “the zero page” are the first 256 memory logatitthe amount addressable by an 8-bit
pointer)
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5.4.3 Pipelining

By fetching the next instruction during the execution of tueo, the 6502 accomplishes
a form of pipelining and thus manages to save one cycle p&ucion. This can
only be done if no data is stored in the memory when executirgdst cycle, and
the processor can then get the opcode for the next instruatithe same time as it
performs the operation given by the instruction.

5.4.4 Instructions

The 6502 is using a multi-cycle approach when executingunsbns, which mean
that an instruction is executed during several clock cyclée 6502 has nblL or DI V
instructions and neither does it support floating point apens [1].

5.5 Performance

When the 6502 was introduced in 1975 it ran at a 1 MHz clockUdeagy, which was

the same as the Motorola 6800, but was about four times féstenks to pipelin-

ing) [2]. This was also the case when comparing the 6502 & prbcessors of the
time, which could run at a clock frequency four times highepérform at the same
level as a 6502 [4].
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6. Motorola 68000

6.1 Introduction

6.1.1 History

The Motorola 68000 grew out of the MACSS (Motorola Advanceaputer System
on Silicon) project, begun in 1976. It is also known as sinffBk One of the early
goals was to design a new architecture that wouldn't suffemfbackward compati-
bility problems. This meant that users of the new chip wowlddto learn everything
from scratch, which was a gamble. The MACSS team was heavfilyenced by the
mainframe processor design, like the PDP-11 and VAX. Tha lahind developing
the 68000 processor was that developers around the wotldi¢ia familiar with these
older systems would be comfortable programming this newapiocessor.

The first versions of the 68000 processor was first releasd®79, which was
during the time when the competition was advancing fromt&lacessors to 16-bit
processors. The 68000 had a more complete design than theetiton, like the Intel
80386, and had more than twice the amount of transistor. ddils 68000 was actually
named after the number of transistor cells, even thoughriatfity had around 70,000
cells [6].

6.1.2 Predecessors

Some might say that the name 68000 refers to that it's an dpdram the Motorola
6800 CPU. Although there isn't much resemblance betweetwtharchitectures, we
could still call the 6800 a predecessor to the 68000 [9].

6.2 Overview of the processor

6.2.1 Registers

The CPU has eight general purpose data registers (DO-D7amoither eight address
registers (A0-A7), with the last address register knowrhasstandard stack pointer,
called A7 or SP. The number of registers was big enough to malet calculations fast,

but yet small enough to allow it to answer quickly to intertsignteger representation
in the 68000 family was big-endian [8].

6.2.2 Instructions

The differentinstructions in the 68000 were divided integiions and address modes,
where almost all addresses were available for every insbruc At the bit level, the
programmer could clearly see that these instructionsyeesilld become any of these
different op-codes. Some programmers liked this while sdide’t.

Student Papers in Computer Architecture, 2006



26 CHAPTER 6. MOTOROLA 68000

The minimal instruction size was 16 bits, which was huge batkose days. Each
instruction accepts either 0, 1 or 2 operands, and mosugt&ins alter the condition
codes [1].

6.2.3 Implementations

It was originally designed for use in household productsdeting to Motorola), and
was used for the design of computers from Amiga, Apple Masint Atari and Sun.
It was also used as main CPU in the Sega MegaDrive, NeoGeoemedat Arcade
machines, while the Sega Saturn used it as a sound chip.

Back in the early 1980s, the Motorola 68000 were used in pigted systems
including multiuser microsystems like the WICAT 150, TaritgS-80 Model 16, Sun
Microsystems Sun-1 among others. It was also used in grapdtiminals like Digital
Equipment Corporation’s VAXstation 100 and Silicon GragshiRIS 1000 and 1200.
The 68000 and its derivatives continued in the UNIX marketnf@any years and was
an excellent architecture for running C code.

It wasn't until the later 1980s that the 68000 was used ingeakscomputers and
home computers, like the Apple Lisa and the Macintosh, ¥edid by the Atari ST and
the Commodore Amiga [5].

Figure 6.1: Overview of the Motorola 68000

6.3 Memory hierarchy

6.3.1 Virtual memory

The 68000 didn’t have any virtual memory since it couldndteet interrupted instruc-
tions. In 1982 this was added to the 68010 processor aloriganspecial loop mode
that allowed smaldecrement-and-brandoops to be executed from the instruction
fetch buffer [2].
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6.4 Execution

6.4.1 Interrupts

The 68000 recognized seven interrupt levels. The highentimeber, the higher pri-
ority. This meant that a higher number interrupt could alsvaiep in before a lower
number interrupt. Hardware interrupts are signalled tadR& using three inputs that
encode the highest pending interrupt priority. For systesgsiiring more than three
hardware interrupts, a separate interrupt controller wgsired to encode them [8].

6.4.2 Performance

As mentioned before the instructions accept 0, 1 and 2 odera®ne consequence
of the 2-operand format is that the instruction might havage the same part of the
hardware several times during a single instruction. Fomate, the instruction

add \#7, D1

reads the contents of register D1, adds 7 to that value arsdtipiresult back in D1.

The command then sets the appropriate condition codes ist#lties register. Such

heavy dependencies on a small number of resources meaerséngainstruction has to

complete before the next can begin, which effectively pnéesthe use of pipelining [1].
Some performance numbers [4]:

e Operating frequency: 8 - 20 MHz

CPU performance: 2 MIPS max at 20 MHz

Bus interface: 16-bit, 8-bit or 16-bit
e L1 cache instructional: 0 KB

L1 cache data: 0 KB

6.4.3 Pipelining

As previously mentioned, the 68000 couldn't really handig pipelining. As a side

note, the Motorola 68060 was a fully pipelined superscatacgssor which allows
simultaneous execution of 2 integer instructions (or oteger and one floating point
instruction) and one branch during each clock cycle [7].

6.4.4 Exceptions

Exception processing results from interrupts, a bus, tsae@tions or address error
or a reset. This action simplifies development by detectimgre and keeps “run-
away” conditions from happening. The exception vectordabbften made of 255 32-
bit vectors using 1024 KB of memory starting at location zefdfve CPU loads the
appropriate vector, containing the 32-bit address of théime to service the exception,

Student Papers in Computer Architecture, 2006



28 CHAPTER 6. MOTOROLA 68000

from this table at the occurrence of an exception such as, lese or address error,
word access to odd memory location, trap and others.

This table is usually constructed by the operating systeRAM during the start
up period. There is a total of 192 reserved user interrugis.ifitial SSP (Supervisor
Stack Pointer) and initial PC takes up memory location $0&hdhich usually maps
out to ROM. The only way for the CPU to switch from user modeupesvisor mode
is via exception processing.

Most programs are meant to execute in user mode. The superaizde is of-
ten used for the operating system and software accessitensyssources. At reset,
the processor is in the supervisor mode and a system cantegerainuously in this
mode [3].
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/. PIC 16F84

7.1 Introduction

The PIC16F84 is a microcontroller developed and producedibyochip Technology
Inc [2]. It belongs to the the PIC16CXX family of CMOS micrateollers and is used
for applications like remote sensors, security devicessamalt cards [4].

The PIC16F84 is a successor of PIC16C84, which was releadddrich 1993 [2].
Important improvements from PIC16C84 include a Flash mwgmemory instead
of EEPROM and an increased amount of RAM from 36 to 68 bytes3]4,0ther
variations of the PIC16CXX family include PIC16F83, PICT®3 and PIC16CR84.
The PIC16CXX family is developed from the PIC15C5X family.[4

7.2 Overview

The PIC18F8X devices are all RISC-based microcontroll@isaset of advanced core
features, such as its memory architecture, multiple inpgsrand its high performance.
Figure[Z on the following page shows a simplified overviéthe PIC16F8X.

7.2.1 Specifications

The PIC16F84 features an 8-bit data bus and ALU, but has atpgdgram bus, which
serves the purpose of allowing a 5-bit direct addressin@itdsithe file register as seen
in figure[Z1 on the next page.

In addition to this, the PIC16F84 also has an 8-level deepitl8allstack, where
program calls can be stacked. The stack is connected to digeggn memory through
a 13-bit wide bus.

The PIC16F84 has 15 8-bit SPRs (special purpose registeag)dition to the 68
8-bit GPRs (general purpose registers) [4]. These spemgdters are used for more
specialized tasks, such as accessing the EEPROM. The GEIREP&ts are both part
of a common structure that is divided into two banks, in otdellow a larger number
of registers to be accessed. Each bank contains 12 posgiéises/ed for SPRs and the
rest are GPRs. Most of the SPRs in the two banks are mappegl sahe location and
all of the GPRs in the second bank are mapped to the first.

Access to the different banks is done by manipulating biis status register that
also contains different status information from the ALU.

7.2.2 Implementations

The low cost, low power and low space requirements of the B84 make it suitable
for smartcard applications such as access control to gisdsince the microcontroller
can be embedded in a wallet size card.

Other applications may be for example controlling motoresper displaying sen-
sor information on an LCD display.
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Figure 7.1: PIC16F8X Block Diagram [4]

7.3 Memory architecture

The PIC16CXX and PIC16FXX use a Harvard architecture, whata and program
memory are held separate, which also means that they haamsepusses for access-
ing these types of memory.

This design allows for instructions to be sized differertign if the device has
to consider how data memory is addressed, which in turn aser® the performance
of execution since the the different kinds of memory can b#resked in the same
cycle. FigurdZR on the facing page shows the layout of tlgnmam memory and
the callstack. As seen, the implemented program memorylis DK x 14 bits and
accessing memory above this memory space will cause thessitlr wrap around.

In addition to program memory, there is alsox@lbits of EEPROM Data Mem-
ory (Electrically Erasable Programmable Read-Only MemdeEPROM retains data
even if power is lost, which makes it ideal for storing mordess permanent informa-
tion.

Reading and writing to the EEPROM memory is however a bikytisince ac-
cess to it is done through four special registers: EECONICE@HN2, EEDATA and
EEADR. To read a single byte, the RD bit (bit 0) IN EECONL1 is, $ellowed by a
write to EEADR, where the address to the memory that is to hd e placed and
finally reading can occur from the EEDATA register, whichdethe requested byte.
Writing to EEPROM memory follows a similar pattern.
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IFFFh

Figure 7.2: PIC16F84/PICCR84 Program memory [4]

7.4 Execution and Performance

The PIC16F84 has an external clock which controls the spktbe €PU. Clock cycles
from the clock input are divided into groups of four. Thisgpas called an “Instruction
Cycle”, and the individual clock cycles are called Q cyclgbere Q1 is the first clock
cycle in an instruction cycle, Q2 the second and so on up todQ#fdge 10]. Every
instruction needs two instruction cycles to complete, thet fo fetch the instruction
from program memory and the second to decode and executestinedtion. Since the
maximum speed of the clock is 10 MHz, the minimum cycle tima &) cycle is 100
ns and thus one instruction cycle is 400 ns [4, page 1].

In the beginning of the fetch cycle, in Q1, the program couisténcremented and
the next instruction is moved from the program memory to tiséruction register. In
Q1 of the next instruction cycle the instruction is decoded im Q2 data is read from
memory, if necessary. When everything needed for the eiecot the instruction has
been acquired the instruction is executed during Q3 andehidtrwritten to memory
in Q4 [4, page 10].

Because of the Harvard memory architecture the program meamal data mem-
ory have separate busses, which makes it possible to remdointh memories simul-
taneously [1]. This gives an opportunity for effective gipig by reading the nextin-
struction while executing the current one, resulting int thetructions being effectively
executed in one clock cycle. As noted above one instructyateds 400 ns, which
gives that 2.5 million instructions can be executed per secoA few instructions,
however, cannot be pipelined in this manner. These instmgiare those that cause
the program counter to change, e.g. branching. This is lsedfwe fetch instruction is
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flushed from the pipeline while the new instruction is beiatghed [4, page 10].

The PIC16F84 can also handle four types of interrupts [4ep&}. All four have
set bits in the interrupt control register (INTCON) whichcitke if an interrupt event
should trigger an interrupt or not. There is also a globatdget if interrupts should
be disabled completely. If listening for an interrupt is leleal and the interrupt occurs
the global bit is cleared to disable any further interruptsen the value of the program
counter is stored in the callstack and the counter is set t@defined value, 0004h,
where the interrupt handler routine is located. The fouerinipts available in the
PIC16F84 are

e Externalinterrupt RBO/INT — The RBO/INT pin can be set tggér an interrupt
on either the rising or falling edge.

e TMRO overflow interrupt — TMRO is an 8-bit clock counter whiefientually
will overflow. When that occurs this interrupt will be trigepel.

e PORTB change interrupt — Just as the RBO/INT pin, the PORTB pan be set
to trigger interrupts on input change.

e Data EEPROM write complete interrupt — A completed writete EEPROM
will trigger this interrupt.

7.5 Special features

The PIC16F84 includes some special features to set it apart 6ther microcon-
trollers. One of these features is the watchdog timer. Tihigrtis a free running
on-chip timer independent of the clock on the CLKIN pin. Almext feature is the sleep
mode. Sleep mode is used to conserve energy while the clentimunused. While
sleeping the watchdog timer can be used as an alarm to wakdethiee up after a
specified period of time [4].

7.6 References
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8. PowerPC 750

8.1 Introduction

The PowerPC 750 is a 32-bit implementation of the PowerPQuEed Instruction
Set Computer architecture (RISC). PowerPC 750 is a memhkbed?owerPC family.
The PowerPC line started with the PowerPC 601 in March 1441%8e 601 had an
initial speed of 66 MHz. It provided a bridge between the P@&@&and the POWER
architecture. POWER stands for Performance Optimisatidh Bhhanced RISC and
is IBM’s RISC architecture developed for servers. Before BowerPC 601 Apple
used Motorola’s 68000 processor for it's desktop computspple needed a CPU that
was backward compatible with the 68000, IBM wanted to reawidar range with the
POWER architecture and Motorola needed a high-end RISCepsat to compete in
the RISC market. The alliance AIM (Apple, IBM, Motorola) wasrn and soon after
that the PowerPC architecture derived from the POWER achite. The PowerPC
750 version distributed by Motorola is called MPC750 anduéesion distributed by
IBM is called PPC750 [6].

The PowerPC 750 was introduced on the market at the 10th oéiNber 1997. At
that time it had a clockspeed of 233-266 MHz. It first appeandth the name G3, in
Apple’s Power Macintosh G3/233. G3 is the predecessor ofdPe@ 7400, by Apple
called G4 [7].

8.2 Overview of the processor

The Power PC 750 has a RISC architecture. The processor h&$#RB2 (General
Purpose Register), 32 FPRs (Floating Point Register), sBRfes (Special Purpose
Register) and miscellaneous registers. The GPRs are usadl fioteger arithmetics.
Most of the arithmetics instructions take three registerparameters. One to save
the result and two for operands. The FPRs are 64bits and casduktoo hold both
single (32 bits) and double (64 bits) floating point numba@ise floating point system
is IEEE 754-1985-compliant but a special non-IEEE mode eanded for special time
critical operation [3].

8.2.1 Reqisters

The processor can operate in two modes: user mode and ssgrenade. The registers
that can be used in user mode is a subset of those that candm ssgervisor mode.
See tabl€8]1 for an example of registers that's in user modeapervisor mode.

The purpose of having modes with different access levels mmake it more easy
and effective to implement a secure operating system. Theatipg system can run
in supervisor mode and the user program can run in user moitd wiakes it much
more easy to control what user programs can do [3].
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Register name Level Purpose

CR User (Condition Register) Is used in comparison in-
structions and branching etc.

CTR User (Count Register) Is used by branch-and-count in-
struction.

LR User (Link Register) Link address that is used to hold

the branch target address and the return address in
branch and link instruction.

FPRs User (Floating Point Register) 32 registers that are used
in floating-point arithmetics.
B U:R S:RW | (Time Base Register) Read-only register for user

that contains the system time. Can be written to,
in supervisor mode.

MSR Supervisor| (Machine State Register) When an exception oc-
curs the exception number is saved to the register
and when the exception handling is finished, it's
cleared.

SRs Supervisor| (Segment Register) Is used to access memory seg-
ments. The memory is divided into 16 segments
where each can contain 256 MB of data. The first
register is used to access the first segment and so
on.

SPRs Supervisor| (Special Purpose Register) Operating system spe-
cific registers like registers that hold instruction
address for restoring after an exception etc.

Table 8.1: The table shows some important registers aneyf éine available in user
mode

8.2.2 Implementations

The most famous computer that uses the PowerPC 750 is pyatbatfirst versions of
iMac which was built by Apple. But it had been used in many otlgpes of comput-
ers[5].

RAD750 is a PowerPC 750 implementation for use in spacegiipother sys-
tems that are exposed to radiation. It's developed by thepammBAE Systems. The
processor was first sold in 2001 [1].

Many operating systems have been ported to the PowerPC @hileztures. Some
examples are Mac OS, Linux, Solaris, FreeBSD and MorphQS [2]
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8.3 Memory hierarchy

8.3.1 Memory management units (MMU)

The PowerPC 750 has two MMUSs, one for the instruction cacloecare for the data
cache. The main task of the MMUs is to translate effectivereskbs into physical
addresses used in the memory access. The effective adsiedsulated by the load-
store unit (LSU). For instructions and data the MMUs suppgrto 4 Petabytes of
virtual memory and 4 Gigabytes of physical memory. The MMU$® @ontrol access
privileges for these spaces [3].

8.3.2 Instruction and data caches

The PowerPC 750 has two 32 KB, on-chip, eight-way set asbeeieaches. One for
instructions and one for data. This means that we have 128eaa&th set consists of
eight blocks and each block has place for eight words in eachec The eight words
in one block are adjacent words from the memory that are éwen an eight-word
boundary. The caches are nonblocking, write-back cachles.ciches are physically
indexed [3].

The data cache can provide double-word access to the loaglgtit within one
cycle and the instruction cache can provide up to four imsibns to the instruction
gueue within one cycle [3].

The PowerPC 750 also has a 64-entry branch target instrucgiche (BTIC). The
cache has 16 sets and are four-way set associative. The BEKg contains instruc-
tions that have been encountered in a loop sequence [3].

8.3.3 L2 cache

The L2 cache is implemented with an on-chip, two-way seb@asive tag memory,
and an external, synchronous SRAM for data storage. To sthesexternal SRAM
there is a dedicated L2 cache port that supports a single dfamf to 1 MB of syn-
chronous SRAM. Normally the L2 cache operates in write-brackle and it also sup-
ports system cache coherency through snooping. The L2 cachaves memory re-
quests from the two L1 caches (data and instruction caclne nfemory request from
the L1 caches often are results of instruction misses, dathdnd store misses, write
through operations or cache management instructions. &quest from the L1 caches
are looked up in the tags of the L2 cache, if the requests tmégsdre forwarded to the
bus interface [3].

The L2 cache can handle several request at the same time.1Tihsttuction cache
can request one instruction while the L1 data cache at the siame can request one
load and two store operations. The L2 cache supports snopests from the bus.
If there are several pending requests to the L2 cache, thavithehighest priority
goes first. Snoop requests have the highest priority, thevesdoad and store instruc-
tions from the L1 data cache and then instruction fetch retfuem the L1 instruction
cache [3].

Student Papers in Computer Architecture, 2006



36 CHAPTER 8. POWERPC 750

8.4 Execution

The PowerPC 750 processor uses a more advanced and perferoptimised exe-
cution if you compare it to its predecessor. The most impdnits and parts of the
execution is described in the sections below.

8.4.1 The Instruction Queue

Instructions are loaded into an instruction queue (1Q) ftbaninstruction cache before
execution. The IQ can hold a maximum of six instructions. Aximam of four
instructions can be loaded per clock-cycle by the instomctetcher. The instruction
fetcher tries to load as many instruction as there are ematep in the queue [3].

8.4.2 Branch Processing Unit

The PowerPC 750 processor has a Branch Processing Unit (BBt used for op-
timising branching. The BPU calculates branch addresséstolned branches if pos-
sible. It's important for the performance to calculate lutaes early, because then new
instructions can be fetched from the instruction cache. FbeerPC 750 can use
both dynamic and static branch prediction if it isn’'t pos$sito calculate a branch di-
rectly. When a prediction is done the fetcher can fetch urcions from the predicted
branch but instructions could not be completed before thg BRs determined that
the branch was correctly predicted. When the branch hasdetermined the results
from predicted branch is either saved to registers or dildtbe BPU can predict two
branches but instructions from the second branch couldenekbcuted before the first
is ready [3].

The dynamic branch prediction uses a 512-entries brantbritable to predict
branches. Each element in the table contains two bits tllétdte the level of pre-
diction. The number is set depending on previous branchlesreTalso exists a table
with 64 entries (BTIC) that contains the first instructionbiranches that are recently
taken. The table makes it faster to start execution of newdbras. An instruction can
be fetched one clock cycle faster from BTIC than from therirstton cache [3].

8.4.3 Dispatch Unit, Completion Queue and Pipelining

The dispatch unit can take maximum two instructions fromitistruction queue per
clock cycle. The instructions are passed to its correspmnelkecution unit. There are
two integer units (IUs), one floating point unit (FPU), onadéstore unit (LSU) and
one system register unit (SRU) that can handle instructidhg dispatch unit checks
for dependences in source and destination registers. bysdcessor is a superscalar
processor [3].

Like all modern processors the Power PC 750 uses pipelinitagmake it easy
to recover when branches have been wrongly predicted and ekeeption occurs,
the processor has a Completion Unit (CU). The CU has a Compl€ueue (CQ)
with six entries. An entry is created in the instruction gai@then the instruction is
dispatched. If the CU is full the dispatch unit has to waitilLthere are empty places.
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When instructions in the queue are completed their restdtsvatten to registers by
the completion unit [3].
8.4.4 Execution Units

The PowerPC has several independent Execution Units (Etpérform the execution
of instructions. See tab[e 8.2 for a short description oheac

Unit Name Purpose

Integer Unit 1 (1U1) Performs integer arithmetics instruction like division,
addition and logic operations etc.

Integer Unit 2 (1U2) The same as U1, but can’t perform division and mul-
tiplication.

Floating-Point Unit (FPU) | Is used for floating-point number instructions. It is
pipelined in such way that one single and one double-
precision instruction can be passed to it per clock cy-
cle. The latency for instructions is three cycles.
Load/Store Unit (LSU) Used to store and load data from the cache and mem-
ory system. Data that is returned from the cache and
memory system is saved in a register until the Com-
petion Unit commits it to its destination.

System Register Unit (SRU) The SRU performs system level instruction and in-
structions to move data from and to Special Purpose
Registers.

Table 8.2: The table gives a short description of every exacwinit.

8.5 Performance

The information below is taken from the MPC750 fact sheet [4]

MPC750 200-266 MHz MPC750 300-400 MHz
CPU Speeds Internal 200, 233 and 266 MHz 300, 333, 366 and 400 MHz
Bus Interface 64-bit 64-bit
Instructions per Clock 3 (2 + Branch) 3 (2 + Branch)
L1 Cache 32 KB instruction 32 KB instruction

32 KB data 32 KB data
L2 Cache 256,512 KB 1 MB 256,512 KB 1 MB
Die Size 67 mn? 67 mn?
SPECfp95 (estimated) 7.4 @ 266 MHz 12.2 @ 400 MHz
SPECInt95 (estimated) 12.0 @ 266 MHz 18.8 @ 400 MHz
Other Performance 488 MIPS @ 266 MHz 733 MIPS @ 400 MHz

Table 8.3: Performance specifikation for MPC750.
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9. PowerPC G5

9.1 Introduction

The PowerPC G5 is a processor used in Apple’s desktop andrseomnputers. It was
introduced in June 2003 as the product of a partnership leeti@ple and IBM [1].
The manufacturer, IBM, called it PowerPC 970. It is basedBM’s POWERA4 pro-
cessor and is built with 64-bit technology [1]. The term G3liis context stands for
the fifth generation of PowerPC processors and the predadesst was the G4 [5].
Further development was made on the PowerPC 970: 970FX MR@7

The G5 series consist of the following models [4]:

e 970(2003), 130 nm, 512 KB L2 cache, 1.4 - 2 GHz
e 970FX (2004), 90 nm, 512 KB L2 cache, 1.8 - 2.7 GHz
e 970MP (2005), 90 nm, dual core, 1 MB L2 cache/core, 1.6 - 2.2 GH

9.2 Overview of the processor

IBM uses a 90-nanometer process with more than 58 milliamsistors and eight lay-
ers of copper interconnects. The PowerPC G5 uses copperantects to transmit
electrical signals faster and more reliably than aluminam dt has three register files,
each holding 32 architected values and 48 rename regi€iaesfile with 64-bit regis-
ters for integer calculations, one file with 64-bit registinr floating-point calculations
and one vector register file to contain 128-bit registersvimtor calculations [1]. It
has a Double Data Rate (DDR) frontside bus that has two 3@duitt-to-point links
(64 bits total): One link travels into the processor and haotravels from the proces-
sor, which means no wait time while the processor and the@sysbntroller negotiate
which will use the bus or while the bus switches direction.&OhGHz PowerPC G5,
the frontside bus operates at 1GHz for a total theoretigaditvédth of up to 8 GB/s [1].

The PowerPC G5 processor is implemented in the consumeoreékéac G5 and
in the professional models PowerMac G5 and Xserve G5 [6].

It is a supercalar execution core with 12 execution unitskimgrin parallel [3]. In
Figure[@.] on the next page there is an overview of the patteiprocessor.
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Figure 9.1: PowerPC G5

9.3 Memory hierarchy

The memory in the G5 consists of 42-bit physical and 64-biual address ranges.
This means that theoretically there is support for 4 terebgf RAM and 18 million
terabytes of virtual memory [2].

9.3.1 Cache

Cache memory is divided into two levels, L1 and L2. L1 is spfitin two parts, a 64
KB direct-mapped instruction cache (I-cache) and a 32 KBag-associtive data cache
(D-cache) [3]. The L2 cache is 512 KB and can receive dataes g to 64 GB/s, see
Table[31 on the facing page [1].

The G5 can predict the need for data and instructions anéfofethem into the
L1 and L2 caches before they are demanded by the processioch miakes optimal
utilization of each clock cycle. At work, instructions amtdhed from the L2 cache
into the I-cache. Simultaneously the D-cache can fetch wigfiot active data streams
in parallel with 32 KB write-through [1].
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Table 9.1: Cache memory layout [3]

L1 cache
I-cache D-cache L2 cache
64 KB 32 KB 512 KB
direct-mapped 2-way assoc| 8-way assoc|

9.4 Execution

Up to eight instructions per clock cycle can be retrieveaTftbe L1 instruction cache
for decoding. Decoding splits each instruction into smraiéb-operations which gives
the processor freedom to make optimizations like parabelecexecution. The G5
dispatches instructions into groups of five to issue quau#se execution core, where
they are processed out-of-order as individual instrusti@y managing instructions in
groups the G5 is able work more efficiently, peaking at 218ight instructions [1].

The G5 has a superscalar processor which concists of 1Adnattnits that exe-
cute different types of instructions simultaneously. Sakld[3.2 on the next page for
descriptions of the different parts.

After execution the instructions are grouped back intortbarlier groups.

9.5 References

[1] ApPLE COMPUTER, INC. PowerPC G5. White Paper, Jan. 2004. Available at
Nt Tp: /71 Mages. appl €. coni server/ par s/ L3UIZ98A Power PG W, pdf .

[2] GREVSTAD, E. The New Apple Core: IBM’s PowerPC 970/G5. Web page, July 9
2003.nttp: /7 www. cpupl anet. com f eat ures/ articl e. php/ 2233261l

[3] STOKES, J. H. Inside the IBM PowerPC 970. Web page, Oct. 28, 2002.
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[4] WIKIPEDIA. PowerPC. Web page, Sept. 20, 2006.
http: /7 en. w Ki pedi a. or g/ w Ki / Power PU, date visited given.

[5] WIKIPEDIA. PowerPC 970. Web page, Sept. 20, 2006.
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[6] WIKIPEDIA. PowerPC Mac Gb5. Web page, Sept. 20, 2006.
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Table 9.2: Functional units in the execution core.

ets

fter

Unit # of units | Description

Velocity Engine 4 A 128-bit vector processing unit used to simulta-
neously apply the same instruction to multiple g
of data, also called SIMD processing [1].

Floating-point 2 Performs floating-point calculations [1].
Integer 2 Performs integer calculations [1].
Load/Store 1 Loads data from the L1 cache into the functiopal

units registers and stores it back to memory &
it has been processed [1].

Condition registe 1 Instructions can optionally save their results in this

32-bit register which can hold up to eight congi-

tion codes from eight differentinstructions. To g
timize the data flow, subsequent operations,

p-
ike

branch instructions, can then consult the register

for earlier results [1].

Branch prediction

Performs branch prediction and speculative
struction execution to maximize use of process
resources. The unit consists of three 16 KB bra|

in-
ing
nch

history tables — local, global and selector. Local
and global branch predictions takes place when in-
dividual instructions are fetched into the procgs-
sor. Local prediction records types of branches
while global prediction records branch contexts

relative to previous and upcoming operations.
nally the selector history table records wether
local or global prediction was more accurate [

Fi-
the
.
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10. Sun UltraSPARC IV

10.1 Introduction

The UltraSPARC IV processor is one of Sun’s first Chip Muhitading (CMT) proces-
sors which was introduced the 10th of October 2004. The deagigl was to improve
the throughput performance in applications such as databaseb servers and high
performance technical computing [3]. Some of these imprmmts were the introduc-
tion of dual-thread processing, 16 MB of external L2 (Levetache and an enhanced
Floating Point Unit (FPU) [3]. The future UltraSPARC prosess will further enhance
the performance through features such as single-threddrpemce, 90 nm process
technology, increments in clock frequency, bandwidthsatadger level 3 cache [3].

10.2 History

The first computers Sun produced were Sun-1, Sun-2, Sun-Sam@x. They all used

the Motorola 68000 CPU family. By the year 1987 Sun relealsed¢bmputer Sun-4. It
was the first SPARC-based workstation. It would later becthra¢éEEE 1754 standard
for microprocessors. Later the UltraSPARC Version 8 wasatguito SPARC Version
9 architecture. When introducing the rest of the SPARC s&ie had a difficult time

keeping up with its competitors performance-wise. In the 1890s Sun’s workstations
were lagging in performance. By acquiring technology froitic@ Graphics and

Cray Research, Sun managed to produce a server called Serpfsg 10000. By

doing this Sun transformed itself to a vendor of large-s&gimmetric multiprocessing
servers [1].

10.3 Application

Due to an increased use of global networks, informationgssing and more demand-
ing applications such as databases and web servers therpritesign goal of the
UltraSPARC |V was set [4]. The result was a processor usedhifgr performance
computing, most beneficial for multithreaded workloadsjotcan be found in the
Sun Fire V and E server series. These servers use the SuteRedpterconnect bus,
which enables a high bandwidth connection for more than esoegssor on the same
server.

The UltraSPARC |V is supported by the Solaris operatingesystieveloped by
Sun and provides access to over eight thousand applicattoneng the vast variety
of applications some of them include engineering, manufaw, telecommunications,
financial services, health etc. Besides Solaris, Linuxaslakile as an operating system
to the UltraSPARC and there’s also a set of development tddlable from both
Solaris and other companies.
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Figure 10.1: A simplified view of the UltraSPARC IV processor

10.4 Architecture

The UltraSPARC 1V is a 4-way superscalar processor builb w0 nm technology
and has a transistor count of 66 million transistors. The@ssor operates on a clock
frequency that spans from 1.05 to 1.35 GHz. It is capable af-thread processing
through the implementation of two UltraSPARC Il pipelinas a single piece of sil-
icon, with each pipeline capable of running a single indeleen thread [6]. By using
these two cores the UltraSparc IV can, under optimal caomtti achieve the double
performance of an UltraSPARC Ill. The UltraSPARC IV has supor over 1000
processors per system and, if two or more processors are itise@lso possible to
share memory through the external bus. Due to the many inuittatures like mem-
ory controller, PCI controller, and integrated L2 cachedtie no need for an external
“Northbridge” chip.

The internal architecture of the UltraSparc 1V is simplifeatd described in Figure
1.1, showing the flow of data between specific units througtimiprocessor.

10.4.1 Dual-thread processor

The UltraSPARC |V processor is among the first CMT (Chip Mittieading) pro-
cessors that follow Sun’s Throughput Computing strategy @ntinues the tradition
of binary code compatibility by complying with the 64-bit SRC International Ver-
sion 9 Instruction Set Architecture (ISA) [3]. By implemarg dual-thread processing
the compute densities almost doubled and overall heapdissin was reduced.
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10.4.2 Level 2 cache

The UltraSPARC IV processor supports up to 16 MB of exterriathche, logically

divided into two 8 MB caches per core. The line sizes changewh 512 bytes to

128 bytes to reduce data contention associated with sutiddiocaches [4]. This
change balances cache efficiencies over a wide range of elataeshancing perfor-
mance throughput over an even broader range of generatapptis. An LRU (Least-

recently-used) eviction strategy is applied to the L2 caghieh results in better cache
hit rates leading to faster execution and better systenugfimout [3]. The L2 cache
in the UltraSPARC IV also controls a wide range of interfalmecking. This allows a

larger range of L2 cache SRAM clock speeds.

10.5 Predecessors and successors

The UltraSPARC 1V is one in a series of compatible chips spapfrom the first
UltraSPARC to the newly released UltraSPARC T1. Next in im¢éhe UltraSPARC
T2 which is expected to be released in the second half of 2807The UltraSPARC
IV successors sports the 90 nm process technology whicleases the amount of
transistors that can fit on the same chip.

10.6 Performance

Figure[IO.2 on the following page shows how the performarasedtaggered from
the UltraSparc Il to UltraSparc IV. The diagram is based ompiled data from the
SPEC2000 BENCHMARK archive [2]. We can see that a signifipentormance gain
is made with every generation.
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11. Transmeta Crusoe

11.1 Introduction

The idea for the Crusoe processor came in 1995 when Tran$Soegparation decided
to expand the reach of microprocessors into new marketssoérwas set to be x86-
compatible with low power consumption, but without losirg tmuch performance
compared to other processors in the same segment.

The first processor was introduced to the market in Janua®®.2With this pro-
cessor they had reached their own goals and invented a nendiegy to design and
implement microprocessors. The biggest change they masltoviave software doing
many of the calculations that usually is done in the proaeisacdware. This made it
possible to create a smaller processor that didn’t need ag trensistors and therefore
got lower power consumption. This report will explain Cragmocessors in general,
but Crusoe 5900 in particular which was introduced in 2004.

11.2 Overview of the processor

The processor is primarly aimed at being used in portablatisols which require a
low power consumption, such as lightweight portable corapuand Internet access
devices such as handhelds and web pads. But the Crusoegwocesld also work in
a more stationary device. At the moment Crusoe is used byietyaf different com-
panies, mostly in lightweightimplementations. For mofeimation of what products,
check their partner site.

The hardware in the processor is built as a VLIW (Very Longrungion Word)
which will be explained in Sectidn I1.3.1 on the next pagés #round this hardware
that the software, mentioned earlier, is working. An ovenwdf this setup can be seen
in Figure[ITl. The software is called Code Morphing SofeM@MS). It takes the
x86-instructions from the operating system and transtagms into instructions for the
VLIW hardware. This will be further explained in Sectibn 3 on pag&49. All this
gives the processor the abilities of an x86-processor wireslly is a microprocessor.
So from the user’s point of view it seems like a normal x86egssor with the same
register sizes and instruction formats.

Another feature on the chip is the LongRun Power Managenugation. This reg-
ulates the power and clock frequency for the processor athéevieviewed briefly in
SectioIT.313 on pagels1. The northbridge is also intedjmaiehe chip to save space.
It features a DDR SDRAM memory controller with 83-133 MHZ5 &/ interface and
a PCI bus controller (PCI 2.1 compliant) with 33 MHz, 3.3 Varface [3].

The 5900 model has an L2 cache of 512 KB and a max core frequarty00
MHz. There are 6 different models of the 5900 to choose frohmiwdiffers between
them is the core voltage and the TDP (Thermal Design Poweghis a value for the

http://www.transmeta.com/success/
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amount of heat it generates. The TDP on these models diffarelea 6.5-9.5 W [3].
This is good considering the TDP for the northbridge is atsonted in the value.

Code Morphing
/ e . Software

| .
\ \\__./// /| Operating
\ software

Figure 11.1: Overview of how the processor works.

11.3 Execution

So how does the hardware and software work together then?réelg know that the
CMS takes instructions and translate them for the VLIW. #&djps of the process will
be explained here. To do this it might be best to start withithi&V and work our way
out all the way to the x86-operating system.

11.3.1 VLIW

The VLIW consists of two integer units, a floating point u@itmemory (load/store)
unit, and a branch unit. The VLIW processor takes a 128-Birirction word every
time it executes, this word is called a molecule. This mdkecontains four RISC-like
instructions, called atoms. All atoms in the same molectdeexecuted at the same
time, parallel to each other [2]. FigureIl.2 shows an oesvof what this looks like.

All molecules are executed in-order. Some of the x86-ims$itpns might be moved
in a different order than they came in, but there is no needdarrangement of the
molecules by the hardware once they are filled, which would lraquired a lot of
logic circuits. The goal with this implementation is to haag@many of the atoms as
possible filled with data when executed. This is accompddhethe CMS and will be
explained in the next sub-chapter.

Processors such as the Pll and PlIl also contain multipletiomal units that can
execute RISC-like operations in parallel. The differerscéhat they use a dispatch unit
in the hardware to distribute the operations to the diffevarits. The effect of this is
that the operations are executed in a different order theyy¢me in, so an in-order
retire unit is needed to arrange everything to the right oag@in. Figuré€_ITl3 shows
an example of such a processor. The dispatch unit and thre tetit both require
large amounts of logic transistors. This make them more paemanding, thereby
producing more heat.
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Figure 11.2: Overview of the VLIW execution of a molecule
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Figure 11.3: Execution order in a regular super-scalargesar

11.3.2 Code Morphing Software

The Code Morphing Software is like a program that alwaysisiag on the processor.
The first thing that happens when the processor boots upti€<#& is loaded from
a ROM-memory onto the DRAM. Then the OS and BIOS are loaded thrg CMS
which then works as a translator between the x86-systemshendLIW processor.
The setup of the CMS-code can be optimized for different astewpsetups, which al-
ready has been proved with the earlier processor models 2M&ad TM5400, where
TM3120 was made for ultralight mobile PCs and TM5400 maddfgh-performance
mobile PCs. Most of the changes can be done in software wigiehskthe operations
from the x86 side intact. Another positive effect with thedware-software setup is
that an old processor could just be upgraded with new softteabecome more opti-
mized.

There is a downside with this setup though. All operationd emding done by
the software needs to be calculated by the hardware, hekiog farocessor-time that
could be spent calculating x86-operations. Transmeta fas &icks to deal with this
problem.
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Caching

A super-scalar x86-processor such as the Pl would loat @struction from the
memory and then decode them into micro-operations and thfiereorder them with
the dispatch unit and send them to the functional units foalfed execution. This is
done for every instruction and every time the instructiomsed. CMS takes a chunk of
instructions at a time from the memory and decodes them tlleasame time. It then
saves all the decoded instructions in a translation cachen i can skip the decoding
the next time the same instruction is executed. The CMS g aptimize some of
the frequently used instruction set, which potentially gaue fewer operations for the
same instruction set the next time its executed [2]. Thiswiéke the processor save
both time and power on the upcoming instructions. Not mamgcbmarks can see the
benefits of this, they aren’t meant to test a processor thatfgster with time.

There is always a risk that the decoded instructions, tlees@ared in the translation
cache, can be overwritten by the operating system. The CM8ste know when this
happens so it can avoid executing a piece of code that is ipleten The solution for
this problem is that a dedicated bit is set for every pieceasfdlated code that is saved
in the memory. CMS will then invalidate the affected trakiskas if a program or the
operating system writes over it [2].

Optimization

The optimization requires the hardware to do the calculatfor it. So the time spent
on optimization needs to be spent wisely so there is somegaimed from it. The goal
is to optimize all the frequently used code and skip all théecthat executes rarely.
What the CMS does is collect dynamic information about traeashile it executes. It
then decides with a sophisticated set of heuristics how noptimization that should
be done on the code-segment. This information can for exasayl how often a branch
is used. If it is used often, then the code following it will bighly optimized. But if
a branch is skipped as often as it's taken, then the CMS cqédduatively execute
code from both paths and select the correct result lateill thven know which path to
optimize more [2].

This implementation would be very hard to implement on amatidware proces-
sor, where the hardware’s registers wouldn’t be able to kel of all the information
or be able to calculate the optimization.

Hardware support

All of the techniques above help the processor with achgegivod performance. How-
ever, there are some problems that couldn’t be done in theaie without slowing it
down too much. The Transmeta team has therefore added kspaaiavare that will
help with these operations. Two of these problems will bdarpd in this subchapter.
The first problem is dealing with exceptions, which can osghen the x86-code
gets executed in the wrong order. This is something that e@pén in regular out-
of-order processors as well. They usually have a complegvere mechanism to
delay the operation that has been done too soon. Crusoe athiehand uses part
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of the software to help with this. A copy of every x86-registecreated before a code
segment is executed. This gives a working and a shadowed 8edtuctions. The
atoms then do the calculations on the working set. If all th@ecexecute as it should,
then all working registers get copied into the shadow reggsto finish the execution.
If any exception is triggered during the execution then tedsw registers get copied
into the working registers instead. Then the working reggsget executed again, but
now in the order they came in the x86 code. Data that will beestduring execution
will be held in a temporary register until the execution imdavithout exceptions. Any
data held in the temporary register when an exception oeuillijsist be dropped from
the register [2].

Another similar problem that can occur is that a load funci®moved before a
store function. A problem will occur if the load and store tise same register. The
solution is that the processor has an alias hardware thaedsrthe load into a load-
and-protect and the store into a store-under-alias-méskstbre is done on a loaded
register, then an exception is called and the run-time sysafes corrective reaction.
The alias hardware can also be used to remove redundansto@bperations. For
example if a register is loaded two times to different regist Then the software can
skip the second load and just reuse the first register’s JaJue

11.3.3 LongRun Power Management

Another big feature on this processor is the LongRun Powertdgament. This feature
makes sure that the processor doesn’t use more power thdachaad can therefore
last longer. What it does is to monitor the demands on thegssar and dynamically
change the clock-speed. It can change clock-speed up tar288 per minute, which
should go so fast that the user won'’t notice anything [1]. iR&gprocessors have a
power saving function as well, but what that does is to simpin off the processor
when it's not needed, running at full speed the rest of the tifrhis can show up as a
glitch, for the user, if the processor turns itself off at #eng time. Another option
on the Crusoe processor is to lower the voltage. If a procg¢gsbneeds to run at 90
% of its capacity, then a regular processor would save 10%Wgring the processor
speed by 10 %, where a Crusoe processor would save 30 % byirgwasath clock
speed and voltage.

11.4 Conclusion

The information in this report is a general introductionhe processor and the solu-
tions for it. More technical detail is available on their hwagﬂ

The Crusoe isn't competing with AMD and Intel’s processarshe home desktop
segment. But they can certainly put up a fight on the mobil&ketairthe progress goes
the right way. They have already made products with HP forrgata. Their idea to cut
down on hardware to save both space and power is a major ageanwhen designing
portable products that need long battery time. The use divaoé also makes the

2http://www.transmeta.com/
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Transmeta™ LongRun™ Power Management

In Action
Task Runs & Finishes

Example LongRun Operating Points Performance Mode

433 MHz
300 MHz I
Power Efficient Mode I
System Idle in Returns to DVD Finishes;
Sleep Mode Sleep Mode System Returns to
User Hits User Starts Sleep Mode
Mouse Button DVD Movie

Figure 11.4: Example of the LongRun Power Management imacti

processor fairly easy to modify to suit different tasks é&ethan others. The software
could also be implemented to support other CPU types thantk@bigh that would
certainly require some work on the hardware part of the emeas well.

Transmeta already has a new processor out on the marketaltesl Efficeon with
a current frequency between 1 GHz and 1.7 GHz and 1 MB cache.
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12. ZiLOG Z80

12.1 Introduction

In 1976 the ZiLOG company released a new product. That wag&0amicroproces-
sor. The Z80 was based on the Intel 8080 processor, and wasletety backwards
compatible with the 8080 [4, 5].

The Z80 had all the registers and the 78 instructions the 8@80 as well as 80
more instructions and more registers [7, 3]. It has been rmatteee different models
that are simply called A, B and C. The only difference betwdenmodels are their
maximum clock speed [5].

The Z80 is an 8-bit CISC (complex instruction set computeigraprocessor [3].
This means that a single instruction can execute severat othtructions in order to
simplify the machine code programming. The first versionhaf Z80 was clocked at
2.5 MHz [1].

12.2 Registers in the Z80

The Z80 has 20 8-bit and 4 16-bit registers as shown in Fighr# an the following

page [3].
The 16-bit registers ([3] and [8, pages 2-5]):

e The PC (program counter) register contains the 16-bit addvéthe instruction
being fetched from the memory. Once the data has been fefimdhe address,
the value of the PC is increased. When a jump instructioniisgoexecuted the
PC is overwritten with the new address instead of being aszd.

e The SP (stack pointer) also contains a 16-bit address buiritgto the top of
the external stack (located in the RAM). This stack enalilesA80 to handle
recursion and nested subroutines.

e The IX and IY (index) registers are useful for addressingteaty sections of
memory when using blocks of data.

The 8-bit registers ([3] and [8, pages 2-5]):

e The A and A registers are the accumulators which are usedlfohe calcula-
tions. F and F’ are the flag registers which store whetherdbglrfrom the ALU
is negative, positive or zero.

e The | and R registers are used internally by the CPU. | is flarimpts and R is
for refreshing dynamic RAM.

e The rest of the 8-bit registers are multipurpose registesdre divided into two
groups of six. In each group there are 3 pairs of registetsnizg be used as
two 8-bit registers or one 16-bit register.
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Figure 12.1: Diagram of the Z80 registers.

12.3 Instructions

The processor can handle instructions of different lenddtest of the instructions are
one byte long because the CPU can process those faster,eargbsthare 2 to 4 bytes
in length [3]. An instruction is made up by various parts. Adghan instruction can
consist of three parts. First in every instruction thereniopcode. The code can be
either one or two bytes long. This part tells the CPU what afpen to execute. The
second part is optional data or an address, and the thirdspamtoptional address.

For example, where A is the accumulator and n is a value repted by one byte,
the instructiolADD A, n would consist of two parts and two bytes. The opcode is 0xC6
and tells the CPU that it should add a value to the accumu]ajoiThen the second
part, which is n, tells the CPU that n should be added to theraatator.

Another example, where A is the accumulator and nn is a 2-&gtiess, the in-
structionLD A, (nn) is a three part instruction with a size of three bytes. The fiast
is an opcode that is 0x3A [2], which tells the CPU to load theumeulator with the
value stored at the address nn.

There are instructions that consist only of an opcode. Orbasfe instructions is
I NC A. This instruction increases the value of A with one [7].

12.4 Execution

The Z80 doesn’t implement the pipelining technique, whicirkg on different parts
of an instruction at the same time, but it implements sometisimilar. To process
instructions the Z80 uses a technique called “fetch/exeouérlapping” [3, 7]. This
technique makes it possible to fetch the next instructiomfthe memory as soon as
the current instruction is being executed. Fidurel 2.2 emxt page illustrates how
this works.
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Figure 12.2: The process of the fetch/execute method

When ainstruction is executed in the Z80 the time is meadareath clock (T) cy-
cles and machine cycles (M) [3]. Reading the next instrididor example considered
to be one machine cycle but is in fact several clock cycleg. fiFkt step in executing an
instruction is to fetch the instruction which the PC is pigtat. This operation takes
four clock cycles to complete. When the opcode has been dectite read/write op-
erations can be performed; these operations usually taée thock cycles to complete
as long as the memory does not need extra time to completsks [8, pages 11-14].

12.5 Memory

The Z80, being a microprocessor, has neither cache nomalimiemory support. But
the Z80 supports both static and dynamic RAM, although ithit@ddress space can-
not handle more than 64 KB of RAM since ranges of that memoagspill be un-

reachable [8, pages 2-5].

12.6 Uses of the Z80 microprocessor

The Z80 has been and is being used by many devices, and a fawsaf &re [6]:

e Commodore 128 had the Z80 together with the MOS Technolo@y §Boces-

Sor.

e Home computers such as the MicroBee, Sharp MZ and Amstrad &IRGed

the Z80 microprocessor.

e Matrix printers, fax- and answering machines are known tothe Z80.

¢ Nintendo’s Gameboy and Gameboy Color both use a slightlyifieddZ80.
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In arcade games it was commonly used as either the main CPhke®ound
processor. A few examples are Pacman and Frogger.

Various Texas Instrument graphing calculators, such aglig@&

MIDI sequencers and drum machines.

Sega Mega Drive uses the Z80 as an audio coprocessor.
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13. CD, CD-R & CD-RW

The CD (Compact Disc) format was introduced on August 318218y Sony and
Philips. Its physical standards are specified in the “RedkBolt had slightly longer
playing time than its predecessor, the LP, and was also sn@aill more durable.

Audio-CDs can contain up to 74 minutes of audio. There areyrsaggestions as
to why the number 74 was chosen, most of them involving theirement of being
able to fit the entire 9th Symphony of Beethoven on one dighpabh the sources
differ in who made the requirement. The wife of Sony chairm&io Morita, Sony
president Norio Ohga, and famous conductor Herbert vonj&arre all popular sus-
pects. Karajan's recording of Beethoven’s 9th Symphonij tie Berlin Philharmonic
is by many considerethe reference recording, but it is several minutes shorter than
74 minutes. The same goes for most modern-day recordings [4]

Before Philips and Sony decided on a standard for the CDipBliid created their
own 11.5 cm prototype disc, capable of holding 60 minutesuadfi@ Extending the
disc with 5 mm to 12 cm, while keeping all the other parametenabled the CD to
contain up to 74 minutes of audio. Was it just that 12 cm waa round number, or
did Sony want to stop Philips, who already had a factory clpaftproducing 11.5 cm
CDs, from getting a head start in the production, thus ugiedeethoven reason as an
excuse to change the standard?

The CD grew in popularity, and in 1989, seven years afterntduction, the
annual sales of CDs exceeded the LPs, and in the early 90sDhdo@inated the
market.

13.1 CD

A CD is made from a 1.2 mm thick disc of polycarbonate pladfie (clear plastic
part), a reflective layer, and a protective top layer. The @Bt= is represented by a
spiral of raised and lowered areas, called “pits” and “ldndwulded onto the top of
the polycarbonate plastic. Each pit is approximately 100deep and 500 nm wide,
ranging from 850 nm to 3500 nm in length. The spacing betwieetracks (the pitch)
is 1.6 micron. On a 74 minute CD, the spiral track makes 22,188 revolutimoand
the disc. If you unwound it, it would be over 5 km long [7, 3].

To read the CD, a 780 nm wavelength semiconductor laser isséatthrough the
bottom of the polycarbonate layer. The height differende/ben the pits and the lands
results in a phase difference between the light reflectad the pit and its surrounding
land. The intensity is then measured using a photodiodethendata is thus read from
the disc.

The ones and zeros of the binary data are not representadyliog the pits and
lands themselves. Instead, “Non-Return-To-Zero, ingérflRZI) encoding is used.
In NRZI, the two-level NRZI signal is read in synchronizatiwith a clock. If there
is a transition at the clock boundary (in the case of a CD, dopiand/land-to-pit

Imicron = micrometre
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transition), the bit being transmitted is a logical one. hére is no transition at the
clock boundary, the bit being transmitted is a logical z& On a pressed CD, the
data segments contain timing data, to enable the readiriged®vread the disc at the
appropriate speed.

The pits are much closer to the label side of a CD, to put deféa dirt on the
clear side out of focus. CDs are more sensitive to defegieagally scratches, to the
label side of the CD, whereas the clear side can be restoreleaing it, or (in a case
of bad scratches) filling the scratches with plastic of smithdex of refraction.

13.2 CD-R

The specifications for the CD-R was first published in 198%ak a storage capacity
of 74 minutes of audio, or 650 MiB of data. A non-standard CDalRh a capacity
of 79 minutes, 59 seconds and 74 frames (marked as 80 minate¥)2 MiB, is also
available and is the most common today. The increased s@egacity is achieved by
slightly exceeding the tolerances specified in the “OrangekB the CD-R/CD-RW
standards [3]. There also exist 90 and 99 minute CD-Rs.

120 mm

FER

15 mim
. ——|abel

‘M\ Protective lacguer 10-20 um

o Aluminium reflection layer £0-80 nm

Injection-moduled substrate 1.2 mm

#— Readout-side

Figure 13.1: The layers of a CD-R

A CD-R disc is constructed much like a normal CD. It does neehtaie physical
pits and lands of the pressed CD, but has an additional |&rearganic polymer dye
between the reflective layer and the polycarbonate pla&ti€D-R has a pre-grooved
spiral track to guide the recording laser. This simplifiesording hardware design as
well as ensures disc compatibility. The groove contains bble the ATIP (Absolute
Time In Pregroove). The ATIP is a sinusoidal wave with an atmagé of 30 microns,
helping the recording laser write data at a constant rateTBE data is written with
Constant Linear Velocity (CLV), meaning the laser headdrags the disc surface at
a constant linear rate. To accomplish this, the disc must fgsiter as the laser head
moves towards the rim of the disc, and slower as the laser heags towards the
center. This is different from the Constant Angular VelpdiCAV) used by the LP,
where the disc is spinning at a constant number of revolstg@r minute.
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When the recorder records data on a CD-R, the organic polggeeis melted on
selected parts along the disc track. When the dye is meltdzbcomes opaque or
refractive, no longer reflecting the reading laser beam badthe readers sensor. The
CD-R now has the reflective properties of the correspondiagged CD [1, 5].

13.3 CD-RW

The predecessor of the CD-RW technology was the magnetcabptcordable and
erasable CD-MO, introduced in 1988. The major flaw of the CD-Mas that it was
physically unreadable in non magneto-optical devicesevengot a commercial break-
through. During its development, the CD-RW was called CRgenble, because the
data could be erased and rewritten. The marketing peopledhtinged it to RW, want-
ing to emphasize the rewritability, rather than the moreatigg sounding “erasable”.

The CD-RW is quite similar the CD-R, but instead of the CD-Rgamic polymer
dye layer, the CD-RW disc employs a phase-change alloy dauptayer composed
of a phase change material, one of the most common being Agmn&ilver, indium,
antimony, tellurium). The alloy can have one of two differstates:

¢ A crystalline state which reflects the light of a reading tds#ck at its sensor.

e An amorphous state. Amorphous materials are often (as snctige) prepared
by rapidly cooling melted material. The cooling reduces thebility of the
molecules of the material, before they can pack into a maerbdynamically
favorable crystalline state (e.g. window glass).

When erasing/recording, the CD-RW device selectively aqashes state-changes
in the phase-change alloy:

e Crystalline -> Amorphous: The alloy is heated to a high temperature and then
rapidly cooled, giving it an amorphous state.

e Amorphous -> Crystalline: The alloy is heated at a lower temperature for a
longer time back to its crystalline state.

Just like CD-R, CD-RW has hardcoded speed specificationshaimits how fast
a disc can be written, but unlike CD-R, CD-RW also hasiaimumwriting speed,
which depends on the phase-change material’'s heating afidgtime. Since the disc
has to be blanked before writing data, recording too slowith Wo low energy at a
high speed will cause the phase-change layer to cool offrééfes blanked, rendering
reliable data recording impossible. On the contrary, usiognuch energy could cause
the phase-change layer to overheat, thus becoming inisertsithe actual data.

For this reason, older, lower speed CD-RW devices can't lednidh-speed CD-
RW discs. Newer, high speed CD-RW devices are however mabily to handle
slower CD-RW, by reducing speed and lowering the laser gnerg

The speed at which a CD-RW canieadis not connected to its writing speed, but
rather on the reading device, just like a CD-R. The alloyisstalline and amorphous
state corresponds to the lands and pits of the pressed CChamndimilar reflective
properties. The written CD-RW discs do not meet the starsdlafdhe “Red Book”
(physical format for audio CDs) or “Orange Book Part 11" basa of reduced signal
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levels (reflectiveness is only about 15 % when it should be J0 ¥hus, CD-ROM
drives built before 1997 can't read CD-RW discs.

Before reusing a CD-RW, the disc must be blanked. This carobe & two dif-
ferent ways:

e Full blank: The entire surface of the disc is cleared.
e Fast blank: Only meta-data areas are blanked (table of contents etc@serh
constitute a few percent of the disc.

Fast blanking is much quicker, and sufficient for rewritiig tdisc. Full blank-
ing physically removes old data, which is desirable from aficientiality viewpoint.
There’s available software to recover data from fast-bdgh®RD-RW discs [6].

In general, CD-R is a better technology than CD-RW for ardg\data, because
data cannot be modified and lifetime is longer.
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14. DVD

14.1 Introduction

Originally, DVD was an acronym for Digital Video Disc. It wa®wever decided that
DVD was much more flexible than for just video usage, and it thasefore proposed
to change the acronym to Digital Versatile Disc. The propese unfortunately never
accepted, and in 1999 the DVD Forum decided that DVD was fuistetletters [7].

DVD was developed from earlier technologies like CD-ROM.tthe beginning,
two different alliances of companies worked on creating & standard for media
storage. Sony, Philips and other corporations developed/tCD format, and the
other alliance consisting of among others Toshiba, Maituahd Time Warner created
the SD format. A group of other companies, lead by IMB, waritedvoid the earlier
problem with the VHS and Betamax standards, and therefiee:tiv convince the two
alliances to work together. They succeeded and in 1995 tHe W&s born [7].

DVD Forum is an international cooperation between compsathiat has an interest
in research, development or just use of the DVD. It was gredrid 1995 under the
name DVD Consortium by Hitachi, Matusushita, Mitsubishiprieer, Philips, Sony,
Thomson, Time Warner, Toshiba and Victor Company of Japat987 they changed
the name to DVD Forum. The purpose of DVD Forum is to admint$te official DVD
format. They are also taking care of licencing of the DVD fatrand logotype [3].

14.2 Physical attributes of a DVD

What is the difference between a CD and a DVD? Since they shargame physical
size of a 120 mm diameter and a thickness of 1.2 mm, and arecbegited mainly
by polycarbonate, they do look similar [8]. But these twohtezlogies have some
major differences in physical attributes. One is the pitelck size, where a CD has
a pitch track size of 5-107% m, the DVD track is only 047-107% m [3]. This finer
track allows more data to be stored on a DVD compared to a CamH.38 Gl to
15.84 GB. Information about the different capacities casdsn in TableZ1411.

Table 14.1: DVD capacity
Type Capacity

Single layer single-sided 4.38 GB
Dual layer single-sided  7.92 GB
Single layer double-sided 8.76 GB
Dual layer double-sided 15.84 GB

There is a problem with these finer tracks though. A laser rbastuch more

LIn this article, we will refer to gigabyte as®Bytes, as opposed to 1®ytes.

Student Papers in Computer Architecture, 2006



64 CHAPTER 14. DVD

precise to read the thin pitch tracks, and to achieve thesfoeeded, the disk must
be in a horizontal angle towards the laser. This can be aetliby making the disk
thinner, only 0.6 mm. To make the disk stronger, and to aehike same width as a
CD, the DVD consists of two layers bonded together [8]. Tloisison gives a great
opportunity. Namely the possibility to store data on botrels.

In cases where only one layer is used for data storage, theégarrface is covered
with aluminium, silver or some other reflective metal. If th¥D makes use of two
layers, a semi-reflective coating is required to allow treetao read the underlying
layer. Gold is often used for this purpose. The first layerdgp2rcent reflective and
the second layer about 70 percent reflective [6].

14.3 Data storage

The digital bits are stored as reflective lands and nonrafeepits in the pitch track

which spirals around the disk [3]. The wide range of storagewnt comes from how
the two layers of the DVD is used. In a single sided disc, daitiem on both the semi-
transparent film and the fully reflective film can be read frosirayle side. This is

possible due to the semi-transparent coat previously wweed. In a dual layer double
sided disc, two of the dual layer single-sided discs are bdrdgether, giving the disc
a total of four layers as seen in Figire_14.1 [8]. A normal Ergyer single-sided

DVD can be seen in FiguteT4.2 on the facing page.

~——— Substrate

§ \ § \ Signal bit + semi-transparent film
\ —

533y < Spacing
~+——— Signal bit + non-transparent film
/;%/%E % % ~—— Signal bit + non-transparent film
\\?‘\ T T H

= = =] = Spacin
S pacing
5% D Signal bit + semi-transparent film

//,

/)

R%

|

~<—— Substrate

Figure 14.1: Dual layer double-sided disc.

14.4 Writable DVD

There are five different kind of writable DVDs: DVD-R, DVD+RVYD-RW, DVD+RW
and DVD-RAM. DVD+RW is not approved by DVD-Forum, but instkdeveloped by
an alliance of different corporations called the DVD+RWiatice [4].
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~+——— Substrate
7J % % ~+—— Signal bit + semi-transparent film

~—— Non-transparent film

-<—— Substrate

Figure 14.2: Single layer single-sided disc.

14.4.1 DVD-R/+R

DVD-R and DVD+R are record-once versions of the DVD-ROM. Aeyiously men-
tioned, DVD-R is a product of DVD Forum, while DVD+R is credtey the DVD+RW
Alliance. There are some physical differences betweendbk dnd plus versions, most
important tracking- and speed-control and error managéefagn

14.4.2 DVD-RW/+RW

DVD-RW and DVD+RW are rewritable DVDs which, similar to CDARcan be changed
up to 1000 times [2]. Similar to DVD+/-R, the dash version iada by DVD Forum,
and the plus version by the DVD+RW Alliance.

14.4.3 DVD-RAM

DVD-RAM stores data in a zoned Constant Linear Velocity latysimilar to hard

disks and floppies. It is considered more stable than a nasmitable DVD, and can

be written up to 100,000 times. DVD-RAM discs usually conresartridges to protect
the disc, and can be removed from the cartridge once the glatidtien. A flag on the

disc lets the writer know if data can be written on the DVD witih the cartridge [6].

14.5 The future of DVD

Two strong candidates for the future of the DVD are HD DVD arg-&y Disc. Both
require a blue laser instead of red, like a normal DVD readibis makes it possible
to store data in even smaller track pitches since the wawgheof the blue laser is
shorter than for red. A Blu-ray Disc can store 23.3 GB on alsitayer, and 46.6 GB
of data on a dual layer disc. Blu-ray supports both standadd-igh Definition (HD)
video [1].

HD DVD is developed by DVD Forum. An HD DVD has the capacity 898 GB
single layered and 27.96 GB double layered. The double sigesions can hold
27.96 GB and 55.91 GB of data [3].
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14.6 Non-writable DVD

DVD-Video and DVD-Audio are two applications for DVD disch.defines how the
video and audio should be played on the DVD-player or compute

14.6.1 DVD-Video

DVD-Video is the application for DVD used to store the enabdvage and audio of
movies. Images are normally encoded with MPEG-2, which sayl data compres-
sion codec. This causes the risk of visual flaws and artifat$ortunately, encoding is
necessary since a movie would be too large otherwise. Casguevith the MPEG-2
encoding, the average data stream ranges from 3.5 to 6 Migitsate [7].
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15. FireWire

15.1 Introduction

IEEE1394, also known dareWire, is a standard for high-speed data transfer between
devices, such as digital video cameras. The idea was ba&pm@eand was accepted
as an |IEEE standard in December 1995 [1]. FireWire is supdadnt most of today’s
modern computers, although it isn't as widely used as itspaiitor USB

15.2 History

In 1986, Apple started the development of FireWire because they needest dda
for internally connecting harddrives [1]. The first spedifion was released in 1987
and from then on it evolved to be used in peripheral accessohn 1995 when it was
accepted as a standardiBEE, it was one of the fastest external buses for regular PCs.
The 1394 standard was updated in year 2000 with some fixessdnahi then on
known as 1394a [7]. After that there has been an additionddigato the specification
that increases the transfer speed and the maximum leng#ibéfscto be used and it
has the name 1394b.

15.3 Specification

FireWire is a serial bus and can operate at speeds of 100 NB@sMbps and 400
Mbps for 13944, and the range is approximately 4.5 m for eueily For the newest
standard, 1394b, the speed is 800 Mbps (and more) and the imng to 100 m [8].
1394b is also backward-compatible with the older versioRidWire .

FireWire works in a peer-to-peer manner, which implies tagry unit in the
FireWire network is both a server and a client, and doesrédre static server or
hub to work. That means for example that two cameras can catapwithout the use
of any computer, compared SBthat must have a dedicated hub to function.

FireWire units are plug-and-play and hot pluggable, whicthat you just plug it
in, whenever you want, and the device will configure itselbéoa part of the FireWire
network. Up to 63 FireWire units can be connected to eachr aiheultaneously, but
only 16 devices can be in a “daisy chain” [4]. With 1394a, saathain can be up to
45.-16=72 m long.

15.3.1 Cables

Three types of cables are used for FireWire; they have 4, 6gn® The 4- and 6-
pin versions are for 1394a, and the 9-pin connector is fodh3%Figurd_I51l on the
next page shows a 6-pin cable connected to a 4-pin. The 6epinector has a power
pair (pin 1 and 2) and two signal pairs: pin 3 and 4 (as pair B) pin 5 and 6 (as
pair A). The signal pairs are both shielded and it is thosettiaasfer the data to the
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4-pin connectors signal pairs A (pin 1 and 2) and B (pin 3 andiey work with so
calleddifferential data transmissiowhich means that in each pair, one of the cables
has positive voltage and one has negative [2]. That imgtiasthe cable is much more
resistant against electrical disturbances. The poweppaiides power to the devices,
and can give up to 40 V and 1.5 A. The 4-pin connector has no ppaige implying
that the device needs to get its power supply either from m@&g@nnector (as in the
figure) or from an external power source if two 4-pin cables@nnected.

L R . ! ”
e e x X A
70 [ e Bl LI B
L. Darvis |
4 3 21

Figure 15.1: A 6-pin cable connected to a cable with only 4 .

The cable for 1394b has, as mentioned above, 9 pins, wherthérofare the same
as for 1394a. Of the new pins, 2 of them is used to ground am akiield for the
communication pairs, reducing disturbances even more.ld3tgin has as of yet no
function and is reserved for future use [6].

15.3.2 Bus implementations

FireWire works on a serial bus beacuse of some issues: firall dfs very hard to
implement a parallel system and merge the data when it ariviae receiver; secondly
it's difficult and expensive to produce cables that are gawaugh for parallel data,
because these kind of cables have more disturbances. dPaatles also have the
drawback that they can’t have the same range (length) ad saeliles.

1394a supports only half-duplex even though it has two comoation channels.
This is because one pair is for the data transmission andsof@ handling clock
cycles and internal states. The new standard 1394b on tkelwind can work in full
duplex (send and receive at the same time) and that is one oé#sons for its higher
efficiency [6, 9].

15.4 Network

FireWire devices exchange data in the form of packets, goato IP networking.
Devices can be linked together in the form of a chain or a tt&glical connections
are, however, not allowed, and will trigger the shutdownhef tommunications when
detected.

September 29, 2006 Andersson and Agren (editors)



MAGNUS LARSSON ANDJOHN TALLING 69

Up to 16 nodes

Figure 15.2: Tree, chain and cyclical network layouts

15.4.1 The root node

When 3 or more devices are connected, they use a distribigedtam to create a
virtual tree structure from the connected nodes [3]. Therdlgm ensures that when it
is finished, all nodes see the network in the same way. Oneafdtes is assigned the
task of being the root node for the tree. The root node has spewal responsibilities
within the network, like sending out the clock pulse thatteols isochronous transfers
(see below). Different devices have different capabdit&@mpler devices like cameras
are often unable to function as a root node, so in most casett is the Firewire
controller in the user's PC [2]. In the start phase, eachadetells the other what its
capabilities are, so that the algorithm can assign the rodé¢ morrectly.

15.4.2 Packets

Devices see each other as continuous areas of memory. Wteeis deansferred, it is
preceded by information about which bus and node the datesisngd for, as well as
to which memory location on the target device that the datalshbe written to. A

FireWire information packet consists of 64 bits dividediBtparts:

e 10 bits for Bus ID (up to 1023 buses kan be connected by FieWidges, bus
ID 1023 always represents the local bus)

e 6 bits for Node ID (maximum of 2— 1 = 63 devices on a bus, ID 63 is reserved
for broadcast)

e 48 bits for memory address, which gives the possibility tdrads up to
248 B = 256 TB of data in each node

15.4.3 Transfer modes

FireWire data transfers can operate in two different modesyinchronous and iso-
chronous [5]. In asynchronous mode, the data integrity &aputeed, much like TCP
transfers in IP networks.

In isochronous mode, the data transfer is controlled by ekghmlse (12519 and
is streamed out, without any acknowledgement from the vewghode(s). Since this
method gives a bandwidth guarantee, it is useful for apftina where timing of data
delivery is more important than 100 % accuracy, such as \stleaming applications.
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15.4.4 Abstraction Layers

Sending data over a FireWire connection involves threeufit layers: the physical,
link, and transaction layer [5].

The physical layer consists of the actual connections dsas¢he electrical signals
that travel through the wires. It also supplies bus managétoenake sure that access
to the bus is given to all devices that need it.

The link layer reads the signals from the physical layer anerts them to pack-
ets. All isochronous communication is carried out from vvitthis layer.

The final layer, the transaction layer, is used to furthetrabsthe workings of
the link layer, and provides functions for asynchronous wamication such as read
and write, which can then be used by application softwarberFireWire nodes. The
transaction layer is also used when a FireWire network comaoattes with some other
bus, like PCI.
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16. Nintendo DS

16.1 Introduction

Nintendo DS is Nintendo’s latest handheld game consoletiétliirst version released
in 2004 [11]. An improved version named Nintendo DS Lite waleased in 2006
with modifications to be more ergonomic. Games are suppasahtidentically on
both versions and the “Lite” features are a super set of thggnal Nintendo DS fea-
tures [12]. Henceforth the console platform will be refdrte simply as Nintendo DS,
meaning the intersection of both versions.

Figure 16.1: Nintendo DS Lite

The following are some of the Nintendo DS features [13]:

e Two 3 inch screens, each with a resolution of 2382 pixels, capable of dis-
playing 260,000 colors.

e The lower screen is touch sensitive.

Wireless communication over IEEE 802.11 and a proprietamyét for wireless

multiplayer games.

Controls: 8 buttons (A, B, X, Y, L, R, Start, Select) and a fdinectional joypad.

Headphone and microphone jacks.

Built-in stereo speaker.

Real-time clock.

Battery time: Game play 6-10 hours (Original DS) or 7-19 Iso(DS Lite),

rechargesin 4 hours.

AC adapter.

Power-saving mode dubbed “Sleep mode”.

Capable of playing both Gameboy Advance cartridges anceN@d DS cards.

Processors: One ARM9 and one ARM7.
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16.1.1 Homebrew community

Nintendo’s official documentation for the Nintendo DS isyalailable under strict
control to licensed developers. However, since the harelvganade up of parts which
are well-documented, hobbyists make efforts to develoip tiven applications for the
console. A toolkit tailored to make Nintendo DS applicatittas been made out of the
GNU compiler software, making it possible to cross-compiben a PC environment
to the both ARM processors with sensible memory mappingsooAto build ROM
images as found on the Nintendo DS game cards is also part &fttf6]. The name
of the toolkit is devkitPro and is actively maintained as ai$eForge proje&.

16.2 ARM architecture

ARM is a 32-bit Reduced Instruction Set Computer (RISC) #echure designed to
allow implementing processors to be small, energy-efficdad powerful. Due to this
design, ARM processors are widely used in embedded systshese ARM has a
market share of approximately 75 % [3].

Examples of products using ARM processors are Gameboy Advedony PSP,
iPod and Sony Ericsson k750i [4, 5].

Besides using the 32-bit ARM instruction set, newer ARM @s8ors can use the
Thumb instruction set, allowing implementing systems @ aid6-bit or narrower data
bus. The Thumb instruction set contains some of the most 88duit instructions
encoded as 16-bit instructions [3]. These instructionsstilroperate on 32-bit values,
as well as 32-bit addresses and are executed as 32-bitdtistrsiwith no performance
loss [1].

16.2.1 ARM7TDMI and ARM946E-S

The Nintendo DS features two processors, one ARM7TDMI ared ARM946E-S [7].
The ARMY is clocked at 33 MHz and has no internal cache. Dutstoompact design
the chip only occupies 0.53 nfnand power consumption is about 0.25 mW/MHz [3].
The ARM946E-S processor is clocked at 67 MHz and, as oppaseétARM7, con-
tains two caches of 16 KB each for fast access to instruciodsdata [8]. This allows
the ARMB9 to simultaneously fetch an instruction and writeead data [2].

The main differences between the ARM7 and the ARM9 are thatARM9 is
capable of higher clock frequencies as well as being ablgdowge some instructions
in fewer clock cycles than the ARM7.

The higher clock frequency comes of the fact that the ARM3uiess a 5-stage
pipeline as compared to the 3-stage pipeline of the ARM7. sthges Fetch, Decode
and Execute have been extended in the ARM9 with the two etdgges Memory Ac-
cess and Write. The increased number of stages makes ibfm#siwork on five
instructions during a clock cycle, as opposed to three oRIE&7. Another benefit is
reduced logic that must be evaluated within a single cloclode

Ihttp: /7 www. devKi tpro. or o/
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The ARM9’s longer pipeline in combination with the data- anstruction-caches
allow all store instructions to complete in one cycle lesantion the ARM7. Load
instructions generally take two cycles less on the ARM%)éire are no interlocks. An
interlock occurs when an instruction must be stalled bexthesdata required depends
on an earlier instruction which hasn’t been fully execu@d [

16.3 Hardware access

No official information is available regarding the memorydat but there is unofficial
documentation written by enthusiasts reverse-engingétmNintendo DS.

16.3.1 Main memory

The main memory consists of 4 MB RAM with a 16-bit bus and iseHdetween the
ARM7 and ARMO [6]. Access to the memory is synchronous, omlg processor can
access it at a time - the other has to wait until the memory =my. The ARM9 has a
register to control which processor should take priori][1

16.3.2 Interprocessor communication

There are at least two ways for the ARM7 and ARM9 processarstamunicate with
each other, beside the slow main RAM. First, there are twbil&IFO channels,
one in each direction. Second, there are two shared 16 KB I¥WRAose access is
controlled by the ARM9. The ARM9 can organize access for d&cKB IWRAM to
any of the processors using a special register. The sharB®hAM/memories can be
used to transfer audio data or other data-intensive infooméack and forth between
the processors. Synchronization could be achieved by tsaBIFO pipes, which can
be set up to interrupt whenever anything arrives on the gli€jeThe shared IWRAM
has a 32-bit bus [6].

16.3.3 Video memory

The ARM9 has control over 9 VRAM banks of various sizes angpprties. Each bank
can be enabled and mapped to different memory spaces by th&rgank’s control
register [10].

The graphics engines expect background and sprite datagbabeertain position
in memory. You specify data by mapping VRAM banks to the 2Dieagnemory
space [6]. The VRAM banks can also be mapped to other memaigespfor use as
texture images or for use in the ARM7.

16.3.4 SPI

The ARMY has a Serial Peripheral Interface bus with the pomsragement, firmware
and touch screen attached [9]. The power management cotiteoboth screens’ back-
light, the microphone amplifier, main power and more [10].

Student Papers in Computer Architecture, 2006



74 CHAPTER 16. NINTENDO DS

Since the microphone is attached to the touch screen, samgles are read
through the SPI too [10].
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17. USB - Universal Serial Bus

17.1 Introduction

Universal Serial Bus or USB which most people know it by is Aaddus standard

for interface devices. Developed for personal computefgsitit has now made its

way into almost all computer based electronics like PDAdewigame consoles and
cellphones. The design of USB is standardized by the USBdmgphter's Forum,

which consists of leading computer and electronics congsanSB memory sticks

is what USB is most commonly used for. Other devices inclualesfer cables, lamps
and even coffee makers.

17.1.1 History of USB

The Universal Serial Bus version 1.0 was released in Jarofdr§96. It was replaced
by a newer and faster version in September of 1998 when USBitltlie shelves. The
current USB version is the 2.0 version that was first rele@ségril 2000. A revised
version of USB 2.0 was released in December 2002 and stiltistas of today [4].

17.2 Technical overview

In order to use your newly purchased USB device you need a RBGme other com-
puter with support for USB. A computer with support for USBslkaUSB host con-
troller and a hub that is connected to it. The hub that is cotetedirectly to the
controller is called a root hub. To the root hub other hubseripherals can be con-
nected.

It is the root hub and the host controller in combination tihetects new devices
and detects when a device is removed. The root hub is the atedhries out the
requests from the host controller [2].

The host controller is responsible for formatting the dataéhat the operatingsys-
tem components can understand it.

The host controller has pipes to communicate with the devammnected, also
called endpoints. The pipes are byte streams like the pigein Unix [4].

17.3 USB data transfers

When a USB device is connected to the host it is given a 7-diggue bit adress. The
host then checks for incoming traffic by polling the port iroamd robin manner. This
so that no data can be sent to the host without specific paonif®m the host. The
endpoints have a complex configuration, the device condédatthe bus has one and
only onedevice descriptowhich in turn has one or moreonfiguration descriptors
The configuration descriptors often imply some kind of diffat states. For instance
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different power modeActive, low powerThose in their turn havieterface descriptors
connected to them [2].

Different device classes have different bit numbers agslgn them so that the
computer can identify it easier. See Tdble17.2 on pabe #éfferent device codes [4].
The transfer between the descriptor and the host is defirfetaditly depending on
which programming language is used on the host.

17.3.1 The hardware

Looking into a standard USB plug, (see Figlre17.1) one cartsghips protected by
a shield. The chips from left to right are; Vbus, D+, D- andgineund [4].

f ) -

O OO0 J
1 2 3 4

Figure 17.1: A USB plug seen from the front.

The Vbus is the power supplier and it gives a voltage betwegh dnd 5.25 V. A
device is only allowed to draw 100 mA but it can request forap® mA. The D+
and the D- give the signals. If D is between 0.0 and 0.3 V theddigs low, and if it is
between 2.8 and 3.6 V it is high [4].

17.3.2 Device drivers

The device driver is what enables the application to accdsardware device. The
device can be a video monitor, a wireless network card, a mamemory of some
kind, etc.

What makes the USB work with different operating systems@mdputer archi-
tectures is a number of defined classes. The organizatibmthiees the standards is
the USB Implementer’s Forum (USB-IF). Some of the membetd®B-IF are Apple
computers, Hewlett-Packard, NEC, Microsoft and Intel.

If you are going to implement a device driver there are sorassels that have
approved specifications. In order to use the already imphadesupport you only
need to implement according to the specification.
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Table 17.1: Some of the classes with approved standardstfretd SB-1F
Classes

Audio

Chip/Smart card interface
Communication

Content Security

Device Firmware Upgrade
Human Interface (HID)
Printer

Still Image capture

Video

17.4 USB vs other techniques

USB is one alternative to connect physical devices to thepeder. Some of the other
options are using the FireWire, PS/2, Ethernet, etc. Heravileompare USB with
the most common alternatives.

17.4.1 FireWire

The Institute of Electrical and Electronics Engineers @Eleveloped a standard
called IEEE 1394 High Speed Serial Bus. Apple was the majotributer of the
IEEE 1394 working group and Apple’s name for the standard kieesvire. The sys-
tem was completed in 1995 and intended to replace the pag&liel.

FireWire supports higher transfer speeds than USB. Acngriti Apple Comput-
ers, IEEE 1394b supports transfer speeds up to 800 megalsitpend [1].

Why FireWire is not the defacto standard in every computéeisause Apple and
other patent holders demand a royalty for every end-systethardware-system. In
the mass-market the cost is a major constraint so FireWiteoi€xpensive to be in-
stalled on every computer manufactured.

17.4.2 Ethernet

This is the most common way to connect a physical device tatimputer. It has
hardware support in every modern computer and has a rang#gah3with a normal
TP cable with 5 mm in diameter. The cables with diameter of 9 give a range up
to 1000 m [3].
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Table 17.2: The most common classes with their assigned ID
ID Function

0x00 Reserved value - used in the device descriptor to siginét the inter-
face descriptor holds the device class identifier for eatgrfiace.

0x01 USB audio device class, sound card-like devices.

0x03 USB human interface device class ("HID"), keyboardsegnetc.

0x06 Stillimage capture device class, identical to theuPeTransfer Proto-
col as used across USB

0x07 USB printer device class, printer-like devices.

0x08 USB mass storage device class used for flash drivesabpperhard
drives, memory card readers, digital cameras, digital@pliyers etc.
This device class presents the device as a block device gabhsays
used to store a file system).

0x09 USB hubs.

Ox0A USB communications device class used for modems, mkteards,
ISDN connections, Fax.

OXOE USB video device class, webcam-like devices, motioagiencapture
devices.

Oxe0 Wireless controllers, for example Bluetooth dongles.

OxFF Custom device class - used to establish that a devicaerface does
not support any standard device class and requires cusfeengdr

17.5 References
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