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[57] ABSTRACT

A computer implemented method is provided for synchro-
nizing a first database located on a first computer and a
second database located on a second computer. At the first
computer, it is determined whether a record of the first
database has been changed or added since a previous
synchronization, using a first history file located on the first
computer comprising records representative of records of
the first database at the completion of the previous synchro-
nization. If the record of the first database has not been
changed or added since the previous synchronization, the
first computer sends the second computer information which
the second computer uses to identify the record of the first
database to be unchanged.

26 Claims, 8 Drawing Sheets
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501. INITIALIZE an empty remote workspace
502. IF there is a remote history file matching the host history file name

503. IF the remote history file time stamp matches the history file time stamp

504. LOAD the remote history file into the remote workspace

305. ELSE

506. REMOVE the non-matching history file

507. Proceed with the empty workspace, all records passed to host

308. ENDIF

509. ELSE

510. Proceed with the empty workspace, all records passed to host

511. ENDIF

512. FOR each record in the remote database

513. Translate and load data field values and unique ID into remote workspace

514, Compute a hash value to represent all translated data values

515, IF the unique ID matches the unique ID of an existing remote history file entry,
516. [F the hash value is the same

517. Skip this entry, the bost will recreate this record from history
518. ELSE

519. Send Unique ID, field values and “Changed” record flag to the host
520. Create new workspace entry with same unique ID and new hash value
521, This new entry is marked as “unacknowledged”

522. ENDIF

523. ELSE

524, Send Unique ID, field values and “Added” record flag to the host

528. Create new workspace entry with new unique ID and new hash value

526. This new entry is marked as “unacknowledged”

527. ENDIF

528. NEXT

529. FOR. each unique ID in the remote history file not matched in the above loop,

530. Send Unique ID and “Deleted” flag to the host

531. NEXT

532, WAIT for host to synchronize the data and for user to confirm results

333, IF user has aborted the synchronization

324 The remote workspace is discarded.

53s. The original remote history file remains unmodified.

536. The process is terminated.

537. ENDIF

S38. FOR each record “action” or “acknowledgment” received from the host,

539. IF this is an acknowledgment of a record Added or Updated in the remote database.
540. Mark any corresponding, newly created workspace item as “acknowledged”
541. Remove any prior workspace item with the same unique ID

S42. ELSE IF this is 2 new action to Add, Update, or Delete a remote database record
543, UPDATE remote workspace to reflect the appropriate change

544, Mark any cormesponding, newly created workspace item as “acknowledged”
545, Remove any prior workspace item with the same unique ID

546. [F this is an Add

247, SEND the new unique ID back to the host to include in history file
548. ENDIF

549, ENDIF

550. NEXT

5S1. REMOVE any newly create, but “unacknowledged” entries from the workspace

s52. UPDATE the remote history file from the remote workspace

FIG. 5
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T01. INITIALIZE an empty remote workspace

T02. IF there 15 a remote history file matching the host history file name

703 {F the remote history file time stamp matches the history file time stamp

T04. LOAD the remote history file into the remote workspace

T0S. ELSE

706. REMOVE the non-matching history file

T07. Proceed with the empty workspace, ail records passed to host

T08. ENDIF

709. ELSE

710. Proceed with the empty workspace, all records passed to host

711 ENDIF

712. FOR each record in the remote database,

T13. Translate and load data field values into the remote workspace

T14. Compute a hash value to represent all ranslated data values

715, IF the hash value matches the hash vaiue of one or more remote history file entries,

T16. Send hash value, remote workspace index, and “Unchanged” record flag to the host

717 ELSE

T18. Create new workspace entry with new new hash vaiue and remote workspace index

719. This new entry is marked as “unacknowledged”

720. : Send hash value, remote workspace index, field values and “Added” record flag to the
host

721. ENDIF

722. NEXT

723. REMOVE zany “prior” workspace entries not matched by hash value above

724. WAIT for host to synchronize the data and for user to confirm resuits

725. IF user has aborted the synchronization

726. The remote workspace is discarded.

727. The original remote history file remains unmodified.

728. The process is terminated.

729. ENDIF

730. FOR each record “action” or “‘acknowledgment” received from the host,

31 IF this is an acknowledgment of a record sent to the host (above) as “added”,

T32. Mark any corresponding, newly created workspace item as “acknowledged”

T33. ELSE IF this is a new action to Add, Update, or Delete a remote database record

724, UPDATE remote workspace to reflect the appropnate change

735. Mark the updated record as “‘acknowledged”

736. ENDIF

737. NEXT

738. REMOVE any newly create, but “unacknowledged™ entries from the workspace

UPDATE the remote history file from the remote workspace

FIG. 7
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USING DISTRIBUTED HISTORY FILES IN
SYNCHRONIZING DATABASES

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is related to application Ser. No. 08/752,
490, filed Nov. 13, 1996 now U.S. Pat. No. 5,943,676, and
Ser. No. 08/748,645, filed Nov. 13, 1996. This application is
also related to application Ser. No. 08/749,926, filed Now.
13, 1996, now abandoned. These applications are incorpo-
rated herein by reference in their entirety.

REFERENCE TO MICROFICHE APPENDIX

An appendix (appearing now in paper format to be
replaced later in microfiche format) forms part of this
application. The appendix, which includes a source code
listing relating to an embodiment of the invention, includes
153 frames on 2 microfiche.

This patent document (including the microfiche appendix)
contains material that is subject to copyright protection. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document as it appears in the
Patent and Trademark Office file or records, but otherwise
reserves all copyright rights whatsoever.

BACKGROUND

This invention relates to synchronizing databases.

Databases are collections of data entries which are
organized, stored, and manipulated in a manner specified by
applications known as database managers (hereinafter also
referred to as “Applications”; the term “database” will also
refer to the combination of a database manager and a
database proper). The manner in which database entries are
organized in a database is known as its data structure.

There are generally two types of database managers. First
are general purpose database managers in which the user
determines (usually at the outset, but subject to future
revisions) what the data structure is. These Applications
often have their own programming language and provide
great flexibility to the user. Second are special purpose
database managers that are specifically designed to create
and manage a database having a preset data structure.
Examples of these special purpose database managers are
various scheduling, diary, and contact manager Applications
for desktop and handheld computers. Database managers
organize the information in a database into records, with
each record made up of fields. Fields and records of a
database may have many different characteristics depending
on the database manager’s purpose and utility.

Databases can be said to be incompatible with one another
when the data structure of one is not the same as the data
structure of another, even though some of the content of the
records is substantially the same. For example, one database
may store names and addresses in the following fields:
FIRST_NAME, LAST_NAME, and ADDRESS. Another
database may, however, store the same information with the
following structure: NAME, STREET_ NO., STREET _
NAME, CITY_STATE, and ZIP. Although the content of
the records is intended to contain the same kind of
information, the organization of that information is com-
pletely different.

Often users of incompatible databases want to be able to
synchronize them with one another. For example, in the
context of scheduling and contact manager Applications, a
person might use one Application on the desktop computer
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2

at work while another on his handheld computer or his
laptop computer while away from work. It is desirable for
many of these users to be able to synchronize the entries on
one with entries on another. The U.S. patent and copending
patent application of the assignee hereof, Puma Technology,
Inc. of St. Jose, Calif. (U.S. Pat. No. 5,392,390 (hereinafter,
“the ’390 patent”); U.S. application Ser. No. 08/371,194,
filed on Jan. 11, 1995, incorporated by reference herein)
show two methods for synchronizing incompatible data-
bases and solving some of the problems arising from incom-
patibility of databases.

Synchronization of two incompatible databases often
requires comparison of their records so that they can be
matched up prior to synchronization. This may require
transferring records in one database from one computer to
another. However, if the data transfer link between the two
computers is slow, as for example is the case with current
infrared ports, telephone modem, or small handheld
computers, such a transfer increases the required time for
synchronization by many folds.

SUMMARY

In one aspect, the invention features a computer imple-
mented method for synchronizing a first database located on
a first computer and a second database located on a second
computer. At the first computer, it is determined whether a
record of the first database has been changed or added since
a previous synchronization, using a first history file located
on the first computer comprising records representative of
records of the first database at the completion of the previous
synchronization. If the record of the first database has not
been changed or added since the previous synchronization,
the first computer sends the second computer information
which the second computer uses to identify the record of the
first database to be unchanged.

The embodiments of this aspect of the invention may
include one or more of the following features.

A second history file may be located on the second
computer. The second history file contains records repre-
sentative of records of the first database at the completion of
the previous synchronization, where one of the representa-
tive records represents the record of the first database
determined to be unchanged. Then, at the second computer,
a synchronization of the second and first databases is per-
formed using the one of the representative records.

The information sent from the first computer to the second
computer can be used to locate the one of the representative
records in the second history file. The second history file can
store information in relation to the representative records
and the one of the representative records in the second
history file can be identified from that stored information.
Additionally, the information sent from the first computer to
the second computer can include information that matches
the information stored in relation to the one of the repre-
sentative records in the second history files.

The information sent to the second computer can include
information identifying records other than the unchanged
record. It can also include information identifying the
changed record. It can also include information identifying
the deleted records or added records. The information can
also include a code based on at least a portion of the content
of the record of the first database. The code may be a hash
number. The information may be a code uniquely identifying
the record of the first database. Such a code may be one
assigned by the first database to the records.

In another aspect, the invention features a computer
implemented method of identifying a record of a database.
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A record of the database is read. A code is assigned to the
record of the database, the code being based on at least a
portion of the content of the record of the first database. The
code is then to identify the record at a later time.

The embodiments of this aspect of the invention may
include one or more of the following features.

The code may be a hash number computed based on at
least a portion of the content of a record of the first database.

The database is stored on a first computer and the code is
transmitted to a second computer to identify the record to an
application.

Advantages of the invention may include one or more of
the following advantages.

When synchronization is performed using the invention,
a data transfer link, specially a slow data transfer link, is
used efficiently, since unchanged records that are typically
the majority of the records in a database are not transferred
between the two computers. Hence, when synchronizing two
databases on two different computers, the time needed to
synchronize the two databases is decreased.

Also, when transmitting data from one computer to
another, using a content based code, that requires less
bandwidth for being transmitted and nonetheless identifies a
record, results in a slow data transfer links being used more
efficiently.

The invention may be implemented in hardware or
software, or a combination of both. Preferably, the technique
is implemented in computer programs executing on pro-
grammable computers that each include a processor, a
storage medium readable by the processor (including vola-
tile and non-volatile memory and/or storage elements), at
least one input device, and at least one output device.
Program code is applied to data entered using the input
device to perform the functions described above and to
generate output information. The output information is
applied to one or more output devices.

Each program is preferably implemented in a high level
procedural or object oriented programming language to
communicate with a computer system. However, the pro-
grams can be implemented in assembly or machine
language, if desired. In any case, the language may be a
compiled or interpreted language.

Each such computer program is preferably stored on a
storage medium or device (e.g., ROM or magnetic diskette)
that is readable by a general or special purpose program-
mable computer for configuring and operating the computer
when the storage medium or device is read by the computer
to perform the procedures described in this document. The
system may also be considered to be implemented as a
computer-readable storage medium, configured with a com-
puter program, where the storage medium so configured
causes a computer to operate in a specific and predefined
manner.

Other features and advantages of the invention will
become apparent from the following description of various
embodiments, including the drawings, and from the claims.

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 shows two computers connected via data transfer
link.

FIG. 2 is a schematic drawing of the various modules
constituting an embodiment.

FIG. 3 is a representation of the host workspace data
array.

FIG. 4 is pseudocode for the Translation Engine Control
Module.
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FIG. 5 is pseudocode for a remote segment of a synchro-
nization program when loading records from and unloading
records to the remote database, when the database assigns
unique IDs.

FIG. 6 is pseudocode for a host segment of a synchroni-
zation program when loading records from and unloading
records to the remote database, when the database assigns
unique IDs.

FIG. 7 is pseudocode for a remote segment of a synchro-
nization program when loading records from and unloading
records to the remote database, when the database does not
assign unique IDs.

FIG. 8 is pseudocode for a host segment of a synchroni-
zation program when loading records from and unloading
records to the remote database, when the database assigns
unique Ids.

DESCRIPTION

Briefly, referring to FIGS. 1 and 2, a synchronization
program, according to the embodiments described here, has
a host segment 28 and a remote segment 26 which run on a
host computer 20 and a remote computer 22, respectively.
The two computer are connected together via a data transfer
link 24 enabling them to transfer data between them. Data
transfer link 24 may be a slow data transfer link such as a
serial infrared links, serial cables, modems and telephone
lines, or other such data transfer links. A host database 13
and a remote database 14, e.g. scheduling databases, are
stored on remote computer 22 and host computer 20, respec-
tively.

Generally, in some instances, both computers on which
the two databases run are capable of running programs other
than a database, as in the case of, for example, general
purpose computers such as desktop and notebook
computers, or handheld computers having sufficient memory
and processing power. In such a case, the synchronization
program may be distributed between the two computers so
as to, for example, increase the efficiency of using of a slow
data transfer link between the two machines.

Briefly, at remote computer 22, remote segment 26 of the
synchronization program loads records of remote database
13. Remote segment 26 then determines which records of
the remote database have been changed/added, deleted or
left unchanged since a previous synchronization. If the
remote database assigns unique identification codes (i.e.
unique ID) to its records, remote segment 26 can further
differentiate between records than have been added and
those than have been changed since the previous synchro-
nization. Remote segment 26 uses a remote history file 30
which stores data representing or reflecting the records of
the database at the completion of the previous synchroniza-
tion. This data may be a copy of remote database 13. It may
also be hash numbers for each of the records of the remote
database. If the remote database assigns unique IDs, the
remote history file may contain those unique IDs together
with the hash numbers of the records corresponding to the
stored unique IDs.

Remote segment 26 sends those records of the remote
database that have been changed or added to the host
segment or the host computer. However, the remote segment
does not send the unchanged or deleted records to the host
computer. Instead, the remote segment sends a flag indicat-
ing the status of the record (e.g. unchanged or changed) and
some data or information that uniquely identifies the record
to the host segment. This data or information may be a hash
number of all or selected fields in the record at the comple-
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tion of the last synchronization. It may also be the unique ID
assigned to the record by the remote database, if the database
assigns one to its records.

Host segment 28 uses the received information or data
that uniquely identifies the unchanged record to access a
record in host history file 19 that corresponds to the received
information or data. This record contains a copy of the data
of the remote database record that the remote segment found
to have been unchanged. Host segment 19 then uses this
record to synchronize the databases by comparing it to the
records of host database 14. After synchronization, the
remote and host history files and the databases are updated.
Since the unchanged records which typically constitute most
of the records of a database are not transferred to the host
computer, a data transfer link, specially a slow data transfer
link, is used with increased efficiency.

We will describe two embodiments of a distributed syn-
chronization program. We will first describe in general terms
the overall structure of the distributed synchronization pro-
gram in reference to FIGS. 2 and 3 which is common to both
embodiments. We will then describe then the first and
second embodiments performing a distributed synchroniza-
tion in reference to FIGS. 4-8.

FIG. 2 shows the relationship between the various mod-
ules of an embodiment of a distributed synchronization
program. Translation Engine 1 comprises a Control Module
2 that is responsible for controlling the synchronizing pro-
cess by instructing various modules to perform specific tasks
on the records of the two databases being synchronized. The
Control Module 2 also provides data that affects the specific
operation of the various components of the synchronization
program, such as the name of the databases being synchro-
nized and user preferences. FIG. 4 is the pseudocode of the
steps taken by this module. The Synchronizer 15 has pri-
mary responsibility for carrying out the core synchronizing
functions. It is a table-driven code which is capable of
synchronizing various types of databases whose character-
istics are provided by control module 2. The Synchronizer
creates and uses a host workspace 16 (shown in detail in
FIG. 3), which is a temporary data array used during the
synchronization process.

Ahost translator 9 includes two modules: a reader module
10 which reads the data from the host database 14 and an
unloader module 10 which analyzes and unloads records
from the host workspace into the host database 14. Remote
segment 26 also has similar modules for reading and unload-
ing data from the remote database. The remote segment is
designed specifically for interacting with remote database
13. The design of the remote segment is specifically based
on the record and field structure of the remote database and
remote database’s Application Program Interface (API)
requirements and limitations and other characteristics of the
remote database. Similarly host translator 9 is designed
specifically for the host database. The remote segment and
host translator are not able to interact with any other
databases or Applications. They are only aware of the
characteristics of the databases for which they have been
designed. In an alternate embodiment, the host translator and
the remote segment can be designed as a table-driven code,
where a general Translator is able to interact with a variety
of databases based on the parameters supplied by, for
example, the Control Module 2. It should be noted that the
remote segment and host translator may be designed in
various ways and still perform the tasks set out in this
embodiment.

FIG. 4 is the pseudocode for the operation of Control
Module 2 of the Translation Engine 1. We will use this
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pseudocode to generally describe distributed synchroniza-
tion according to the invention. Control Module 2 first
initializes itself and specifies the current user options to
various modules (Step 401). In step 402, control module 2
instructs the Synchronizer to load host history file 19.
Synchronizer 15 in response creates host workspace 16 data
array and loads host history file 19 into host workspace 16.
Host history file 19 is a file that was saved at the end of last
synchronization and contains records representative of the
records of the two databases at the end of the previous
synchronization. Typically, the host history file contains a
copy of the results of the previous synchronization of the
synchronized records of the two databases. It should be
noted that the content of the records of the history file may
be limited only to those fields that are synchronized and the
data may be translated and stored in a format different than
that of the remote database or the host database. This data
can be used to reconstruct the content of the records of the
remote database as they were at the end of the previous
synchronization. The host history file is generally used to
determine changes to the databases since a previous syn-
chronization and also to recreate records not sent from the
remote segment, as will be described in detail below. If no
history file from a previous synchronization exists or the
user chooses to synchronize without using the history file, in
step 402 the synchronizer does not load a history file. In that
case, all the records from both databases will be loaded into
the host workspace. We will describe the rest of the opera-
tion of the control module as if a history file exists and will
be used.

Once the History File is loaded into the host workspace,
Control Module 2 instructs host translator 13 to load the host
database records (step 403). Host Reader module 11 of the
host Translator reads the host database records and sends
them to the Synchronizer for writing into the host work-
space.

Control Module 2 then instructs remote segment to send
the records of the remote database (step 404). Remote
segment 26 reads the remote database records and sends
them to Synchronizer 15 for writing into the host workspace.
The actions taken by the synchronizer and the remote
segment in response to step 404 will be described in detail
in reference to FIGS. 5, 6, 7, and 8, below.

Records in the host workspace are stored according to
either the host database or the remote database data struc-
tures. Therefore, as synchronizer 15 receives each record,
the Synchronizer maps that record using the appropriate
record map (i.e. either a remote database to host database
record map or a host database to remote database record
map) before writing the record into the next available spot
in the host workspace. Mapping may be performed by other
modules, e.g. the remote segment. The records may also be
“translated”, i.e. cast into a format which synchronizer can
use (a “translation” method is described in the *390 patent).
For example, a date stored as “Apr. 1, 1997” may be
translated into a format preferred by the synchronizer, e.g.
“Apr. 1, 1997”.

Control module 2 then instructs the Synchronizer to
perform a Conflict Analysis and Resolution (“CAAR”)
procedure on the records in the host workspace (step 405),
which procedure is described in detail in the following
applications of the assignee hereof, Puma Technology, Inc.
of St. Jose, Calif., incorporated by reference in their entirety
including any appendices: “Synchronization of Recurring
Records in Incompatible Databases”, Ser. No. 08/752,490,
filed on Nov. 13, 1996 (hereinafter, “’490 application™);
“Synchronization of Databases with Record Sanitizing and
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Intelligent Comparison,” Ser. No. 08/749,926, filed Nov. 13,
1996 (hereinafter, “’926 application); “Synchronization of
Databases with Date Range,” Ser. No. 08/748,645, filed
Nov. 13, 1996 (hereinafter, “’645 application”). Generally,
synchronization is a process of analyzing records from the
remote database and host database against the records of the
history file to determine the changes, additions, and dele-
tions in each of the two databases since the previous
synchronization and what additions, deletions, or updates
need be made to the databases to synchronize the records of
the databases. Briefly, during CAAR, the synchronization
engine (i.e. the Synchronizer) compares the records in the
host workspace and determines what synchronizing actions
should be taken. The synchronization engine processes the
records, including comparing them to one another, in order
to form them into groups of related records. Each of these
groups may comprise at most one recurring or a group of
related nonrecurring records from each of the databases and
history file. After forming these groups from all records of
the two databases, the Synchronizer determines what syn-
chronization action should be taken. To do this, the Syn-
chronizer compares them, determines their differences, and
decides what synchronization action is appropriate or asks
the user what action should be taken. The synchronizer then
associates with that record, the specific “action” (e.g. add,
update or delete) that must be taken with respect to that
record in that record’s database. During “CAAR?”, the user
may select not to synchronize a particular record with the
other database. We will describe below in detail the steps
performed by the synchronizer and the remote segment in
response to the output of CAAR as the output relates to the
remote database.

Once Synchronizer 15 finishes performing CAAR on the
records, the records may be unloaded or written into their
respective databases, including any additions, updates, or
deletions. However, prior to doing so, the user is asked to
confirm proceeding with unloading (steps 108—109). Up to
this point, neither the databases nor the History File have
been modified. The user may obtain through the Control
Module’s Graphical User Interface (GUI) various informa-
tion regarding what will transpire upon unloading.

If the user chooses to proceed with synchronization and to
unload, the records are then unloaded in order into the host
database, the remote database and the History File. The
Synchronizer in conjunction with the host translator and the
remote segment perform the unloading for the databases.
Synchronizer 15 creates a host history File and unloads the
records into it. Control Module 2 first instructs the host
translator to unload the records from host workspace into the
host database. Following unloading of the host records,
Control Module 2 instructs the synchronizer and the remote
segment to unload the remote records from the host work-
space (step 409). We will describe in detail below, in
reference to FIGS. 5-8, the specific actions taken by Syn-
chronizer 15 and remote segment 26 in order to unload data
from the host workspace into the remote database and the
update remote history file 28. Control Module 2 next
instructs the Synchronizer to create a new History File (step
112). At this point Synchronization is complete.

Referring to FIGS. 5-8, we will now describe the actions
taken by the remote segment in coordination with the
Synchronizer in response to the instructions from control
module 2 in step 404 to load records of the remote database
and in step 409 to unload the records of the remote database
from the host workspace. Specifically, we will describe two
embodiments. In the case of the first embodiment, the
remote database assigns unique identification codes (i.c.
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unique IDs) to each of its records as they are created. In the
case of the second embodiment, the remote database does
not assign unique IDs to its records. FIG. 5 is the
pseudocode for the steps taken by the remote segment while
FIG. 6 is the pseudocode for the steps taken by the Syn-
chronizer in the case of the second embodiment. Similarly,
FIG. 7 is the pseudocode for the steps taken by the remote
segment while FIG. 8 is the pseudocode for the steps taken
by the Synchronizer in the case of the first embodiment.

Briefly, the remote segment determines which records
have been changed/added, deleted or left unchanged since a
previous synchronization. The remote segment uses a his-
tory file located on the remote computer (“remote history
file”) to determine which records may have been changed/
added, deleted or left unchanged since a previous synchro-
nization. The remote segment essentially can translate out-
puts of any database into outputs of a fast synchronization
database which is a type of database that generally supplies
information as to which of its records have been changed,
added, deleted, or left unchanged. Fast synchronization
databases and an example of a method of synchronizing
them with other databases is described in detail in the *490,
926 & °645 applications. Therefore, for example, this
method of distributed synchronization may also be imple-
mented with any synchronization program that is able to
synchronize such databases.

Generally, the remote segment sends the host segment,
over the data transfer link, only the content of those records
that have been changed or newly added. As for unchanged
records, the history file contains all necessary information to
recreate or synchronize those records, if needed. Therefore,
it is not necessary to transfer those records to the host
segment. Only some data or identification code that uniquely
identifies the record to the Synchronizer need be transferred
for such a record. Since the majority of records are typically
unchanged records, not transferring them over the slow data
transfer link improves the efficiency of the synchronization
process.

After all necessary information has been transferred to the
host segment, the Synchronizer synchronizes the databases.
Following synchronization, the host segment transfers infor-
mation necessary to update the remote database and the
remote history file to the remote segment. The remote
segment then updates its history file and the remote data-
base.

Since both the host and remote segments rely heavily on
history files to enable distributed synchronization, it is
important that the host and remote segments use history files
that correspond to one another, i.e. both contain records
corresponding to a previous synchronization of the same two
databases. In the described embodiment, the remote and host
history files are named using a common naming convention.
The name of a file is made up of six components:

1) Name or ID of the host computer, which may be an
assigned name such as an assigned GUID in the case of
operating systems by Microsoft Corporation of
Redmond, Washington, or UUID in the case of oper-
ating systems by Open Software Foundation;

2) Name or ID of the host database application, e.g.
trademark designations “Lotus Organizer” or
“Microsoft Schedule+”;

3) Name or ID of the host database file as stored on the
long term storage (e.g. hard disk drive) of the host
computer, e.g. “My Calendar”;

4) Name or ID of the remote computer;

5) Name or ID of the remote database application; and

6) Name or ID of the remote database.

Therefore, the remote segment and the host segment ensure
that the host history file have the same name. Moreover, each
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of the history files have the date and time stamp of the
previous synchronization. The remote segment and synchro-
nizer use this to ensure that the history files from the same
previous synchronization of the two databases are used.

Having described in general terms the actions taken by the
remote segment in coordination with the Synchronizer in
response to the instructions from control module 2 in steps
404 and 409 (FIG. 4), we will now describe in detail a first
embodiment of their operation for the case where the remote
database assigns unique IDs to its records. We will do so in
reference to FIGS. § and 6.

FIG. 5 is the pseudocode for steps taken by the remote
segment in response to the instruction by control module in
step 404 to load the remote database records into the host
workspace (FIG. 4). The remote segment first initializes (i.e.
creates) a remote workspace in the remote computer (step
501). The remote segment then compares the name of the
host history file with the name of any remote history file in
the remote computer. If the remote segment finds a remote
history file that matches the host history file (i.e. a remote
history file that matches the host history file) (step 502), then
the remote segment examine the date and time stamp of the
host and remote history files. If the date and time stamp in
the remote history file matches the one in the host history file
(step 503), then the remote segment determines that two
history files correspond to one another. Hence, the remote
segment loads the remote history file into the remote work-
space.

In general, if matching history files do not exist on the
remote and host computers, the remote segment transfers all
remote database records to the host computer. Therefore, if
the name of the host and remote history files match but the
date and time stamps do not match (step 505), then the
remote segment assumes that remote history file is not the
correct remote history file to be used. The remote segment
removes that history file (step 506) and transfers all remote
database records to the host computer (step 507). If no
remote history file matches the host history file (step 508),
then the remote segment assumes an appropriate remote
history file does not exist. The remote segment transfers all
the records to the host computer (step 509). To transfer all
the records in the above steps, the remote segment first loads
and stores all records of the remote database in the remote
workspace. The remote segment then transfers all records in
the remote database to the host segment. If remote segment
transfers all the records of the remote database to the host
segment in either step 504 or 509, then the remote will go
to step 528. It should be noted that the host segment will use
the host history file, if one exists, to perform the synchro-
nization.

If an appropriate remote history file exists—i.e. condi-
tions of steps 501 and 504 are satisfied—the remote history
file is loaded into the work space. It is then used to “filter”
out information that need not be sent to the host segment
since it already exists on the host segment. Generally, the
history files on the remote and history files are used to store
information representative of the remote database at the end
of the previous synchronization. The records of the remote
history file in the first embodiment contain the unique ID of
the records and hash numbers of those records at the
completion of a prior synchronization. In other
embodiments, the remote history file may contain some or
all of the field values of the records of the remote database.

Hashing may be described as converting any data, such as
a string of characters, into a more compacted format, such as
a number, meant to represent that string of characters. It may
be considered to be a content-based encoding technique. The
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hashed values may be used as a surrogate for a hashed string
of characters, for example, to compare strings. An example
of a hashing algorithm is to calculate the following sum for
every characters in a character string:

sum=character+(31*sum),

where character is the number stored in the memory to
represent that character (e.g. an Ascii value). (It should be
noted that there are many ways of hashing data.) At the end
of the computation, sum contains the hash number for that
string of characters. In the described embodiments, the hash
number is a 32 bit number and therefore can have a value
between 237 different values. Because the expected number
of records is much less than this number, the probability of
two different records having the same hash value is small.
Therefore, hash numbers can be used to perform compari-
sons instead of comparing the non-hashed data or a prelimi-
nary check before comparing the data, with relatively low
risk inaccurate comparison. We have also use hash numbers
as a unique identification code, which will be described in
the second embodiment.

The remote segment uses the remote history file to
determine whether a record has been changed, deleted, or
added since a previous synchronization. Therefore, for
records that are unchanged, which typically constitute the
majority of records in a database, the remote segment sends
information that the host segment can use to identify the
matching records in the host history file. That matching
history file record contains the same data as necessary to use
for synchronization as that on the remote database since the
record is unchanged. Therefore, there is no need to send the
whole record. In essence, the remote segment uses the
remote history file to filter out information that is already
contained in the host history file and sending only those
records that have been changed or added. In some
embodiments, the remote history file may contain all the
field values of the records of the remote database. In those
embodiments, the remote segment can determine not only
which records have been changed but more specifically
which field values have been changed. In that case, the
remote segment can determine and then send only those field
values that have been changed, further increasing the effi-
ciency of using the slow data transfer link.

We will now describe this process in detail. In the
described embodiment, for each record of the remote data-
base (step 515), the remote segment loads the field values,
including the unique ID, of the record into the remote
workspace (step 512). As the records are loaded, they are
translated (e.g. “translated” as described in the *390 patent)
into a universal format for the remote workspace. The
records will be translated back into the format of the remote
database as they are written into the remote database. The
remote segment also computes a hash number based on all
or selected (e.g. the fields to be synchronized) field values
(step 513). In the described embodiment, the hashing num-
ber is a 32 bit number. The fields on which the hash number
is based on remain the same for all synchronizations relying
on this remote history file. The host segment also performs
a hash on the same fields. If the fields which are hashed
changes, the hash number of unchanged records would not
remain the same from one synchronization to the next.

If the unique ID matches one of the unique IDs of records
in the remote history file (step 515), then the record was
present during the previous synchronization. That record
could either be a changed record or an unchanged record. If
the computed hash number for the record matches the hash
number of the record in the history file (step 516), then the
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remote segment assumes that the record has not been
changed since the previous synchronization and therefore
can be created by the host segment from the host history file.
The remote segment will take no action (step 517). In other
embodiments, the remote segment can send the unique ID
and a flag indicating that the record is unchanged to the host
segment.

If the computed hash number does not match that of the
history file record (step 518), the remote segment assumes
that the record has been changed since a previous synchro-
nization. Therefore, the remote segment sends the host
computer the field values including the unique ID and a
“changed” flag (step 519). In some embodiments, only those
field values that have been changed since the previous
synchronization will be sent, as described above. The remote
segment then creates a new entry for the changed record in
the history file (step 520) and marks the record as unac-
knowledged (step 521), the purpose and function of which
we will now briefly describe and is also described in the
490, *926 and *645 applications.

Generally, the remote segment does not change an entry
in the remote history file, until it receives an instruction
indicating that the host segment has synchronized and
updated the host database with that record. This is done so
that if for any reason (e.g. user does not want to update that
record of the host database as described above) the host
database is not synchronized with that record, the remote
segment will not treat that record as unchanged during the
next synchronization. The acknowledgement may take the
form of an “acknowledgment” flag or an “action” instruction
which instructs the remote segment to add, update, or delete
that record of the remote database, as described above.
Therefore, for each changed and deleted record, the remote
segment creates a new entry and marks the entry as “unac-
knowledged”. If an “acknowledgment” flag is received, the
old history file record is deleted. If an “acknowledgement”
flag is not received, the new workspace entry is deleted. The
steps will be described further below.

If in step 515 the remote segment determines that the
unique ID of the loaded record does not match any of the
unique IDs stored in the records of the history file (step 521),
the remote segment assumes that the record loaded from the
remote database has been newly added. Therefore, the
remote segment sends the host segment a copy of the field
values of those fields of the record to be synchronized
(which may be all or less than all the fields) together with an
“added” flag (step 524). As in the case of a changed record,
the remote segment creates a new remote workspace entry
and enters the unique ID and hash value of the record (step
525). The new entry is marked as unacknowledged (step
526).

After all the records have been loaded (step 528), the
remote database determines that unique IDs in the history
file that have not been matched represent the deleted records
(step 529). Therefore, the remote segment sends the host
segment those unique IDS together with “delete” flags (step
530).

After the remote segment has finished providing data to
the host segment, the host segment synchronizes the two
databases based on the input from the remote segment. The
remote segment waits until the host segment finishes syn-
chronizing and instructs the remote segment in step 409 in
FIG. 4 to begin unloading into the remote database (step
532).

The host segment synchronizes the two database similar
in the way it synchronizes a so-called “fast synchronization”
database (as defined in the *490, *926, and *645 applications)
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with another database. The operation of a synchronization
program synchronizing a fast synchronization database with
either a fast synchronization database or a regular database
(i.e. non-fast synchronization) is described in detail in the
’490,°926, and *645. We will now describe in detail how the
information from the remote segment is used to synchronize
the remote database with another database.

As described above, a remote segment sending remote
database records to the Synchronizer provides field values of
only those records which have been changed or added since
the previous synchronization but not those records that are
unchanged or deleted. Therefore, unlike a regular database
Translator, the remote segment does not provide the Syn-
chronizer with unchanged records.

In order to synchronize the remote database with the host
database, the Synchronizer transforms information from the
remote segment into regarding unchanged records into
equivalent regular database records. These transformed
records are then used by the Synchronizer in the synchro-
nization. Essentially, the synchronizer transforms and uses
the information sent by the remote segment to identify a
record in the history file that is a copy of the field values of
the unchanged remote database record. In the described
embodiment, the synchronizer also copies that history file
record and flags as being the remote database record.

The described embodiment uses the host history file to
perform this transformation. At the beginning of a first
synchronization between the two databases, all records in
the remote database are loaded into the host history file. As
changes, additions, and deletions are made to the remote
database, during each subsequent synchronization, the same
changes, additions, and deletions are made to the host
history file. Therefore, the host history file at the end of each
synchronization will contain a copy of the relevant content
of the remote database after synchronization. By relevant,
we mean data in the fields that are synchronized. For
example, it may be the case that the host history file contain
data in fields that are not synchronized. Moreover, if the
records of the remote are mapped or recast into another
format (e.g. “translated” as described in the *390 patent) the
records of the history file contain a copy of the records of the
database, as mapped, translated, or both. The Synchronizer
uses the mapped or translated records for synchronization.
Therefore, it only needs the mapped or translated copy of the
unchanged record. In other embodiments, the host history
file may contains copies of all the records exactly as they are
in the remote database or in some other format that is useful
for the particular application.

Referring to FIG. 6, in the described embodiment, all
records received by the host segment from the remote
segment are flagged with one of Added, Changed, or Deleted
flags. For all records received from the remote segment (step
601), the host synchronizer performs the following func-
tions. If a received record is flagged as an added record (step
602), then the received record is added to the host workspace
(step 603). Since the record is new, it is not associated or
linked to any history file record. If a record is flagged as a
“changed” record (step 604), then the Synchronizer uses the
received unique ID to find the corresponding record in the
history file (step 605) and links the received remote record
to that history file record (step 606). If the received record
is flagged as a “deleted” record (step 607), then the Syn-
chronizer uses the received unique ID to find the corre-
sponding record in the history file (step 608)and marks the
history file record as deleted (step 609).

After all the received records are analyzed (step 611), if
any host history file records containing remote database
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unique IDs are left that were not matched against the
received records, the synchronizer assumes that those
records represent the remote database records that are
unchanged. For all those records (step 612), the synchro-
nizer clones the host history file record (i.e. create a work-
space entry and copy all the host history file record in to that
entry) and treats it as a record received from the remote
database. At this point the host segment proceeds with
synchronization since the records of the remote database
have now been loaded. In essence, referring back to FIG. 4,
this is the end of step 404.

As previously described, after the synchronizer has per-
formed CAAR, the user must confirm to proceed with
updating the remote database (step 406 in FIG. 4). If the user
decides to terminate the synchronization, changes are not
made to the host history file or the databases. In the case of
the remote database, as described in reference to FIG. 5, the
remote segment is waiting for the synchronizer to finish
synchronizing. If the user aborts synchronization (step 533),
the remote segment discards the remote workspace (step
534), saves the original history file without any changes
(step 535), and terminates the process at the remote com-
puter.

If the user confirms to proceed with updating the database
(step 406 in FIG. 4), control module 2 instructs the syn-
chronizer and the remote segment to proceed with unloading
the records from the workspace into the remote database. As
stated, at this point, the remote segment is waiting for the
synchronizer to finish synchronizing (step 532 in FIG. 5).
During the synchronization, the synchronizer has deter-
mined what “actions” with respect to which record in which
database should be taken (update, delete, or add) to complete
synchronization. If changes or additions are made to the host
database in the case of particular record but no action need
be taken with respect to that record in the remote database,
the synchronizer determines that an “acknowledgement”
should be sent to the remote segment. The synchronizer
sends all the actions concerning the remote database
together with the associated record to the remote (step 616).
The synchronizer then sends the unique ID of those records
that require “acknowledgements” to be sent to the remote
together with an appropriate flag (step 617).

Referring again to FIG. 5, for each action item or
acknowledgement received at the remote segment (step
538), the following steps are performed. If the received data
indicates an “acknowledgement” or “action” with respect to
a record that was added or changed since the previous
synchronization, the remote segment marks the new work-
space entry that was created in either step 520 or step 525 as
acknowledged (step 540). The remote segment also discards
or removes any other entry in the workspace that contains
the unique ID of this record, which is typically the entry that
was loaded from the remote history file. Therefore, as
previously described, this entry as opposed to the old remote
history file entry associated with this record will be written
into the history file at the end of the process at the remote
segment. This in essence updates the history file, as will be
described below.

If the received data indicates an action item that tells the
remote segment to update, change, or add a remote database
record (step 543), the remote segment performs that action
with respect to the remote database. The remote segment
also performs the same steps as steps 540 and 541 (step 544
and 545). If a new record was added to the database (step
546), it will be assigned a new unique ID. The remote
segment sends that unique ID to the host segment (step 547).
The host segment includes that unique ID in the host work
space in association with that record (step 618 in FIG. 6).
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After all the records have been received, the remote
segment discards all unacknowledged entries from the work-
space. Therefore, in the case of those added or changed
records with which the user decided not to update the host
database, the remote history file remains unchanged. The
remote history file is then updated from the remote work-
space. At this point the control module continues with step
410 in FIG. 4, ie. creating the history file to end the
synchronization of the two databases.

In the first embodiment, which we described above, the
remote database assigns unique IDs to its records. We will
now describe a second embodiment for the case where the
remote database does not assign unique IDs to its records. In
such a case, the remote segment provides some information
less than all the fields of the records to uniquely identify an
unchanged record to the host segment. This information may
be a hash value. The host segment uses this information to
find and then use the host history file copy of the unchanged
remote database record to synchronize the two databases.

To identify a record from the previous synchronization or
an unchanged record, the remote segment can use a content
based code, that is a code whose value depends on the
content of all or a selected number of the fields of a record.
In the second embodiment, the remote segment uses hash
numbers. Since in the case of an unchanged record, its
content has remained the same, its hash number remains the
same. The hash number acts as a unique identifier and
therefore enables the remote and host segments to identify
the unchanged record by its hash code. The hash code can be
used to identify a record that is stored in the host history file,
since its content remains the same from the end of one
synchronization to the time it is updated. It may also be
transmitted to identify an unchanged record or an unchanged
version of a changed record. A host history file record can in
effect be identified using the hash code of that record.

We will describe the operation of this embodiment in
reference to FIGS. 7 and 8. Steps 701-711 are the same as
steps 501-511 in FIG. 5, described above in reference to the
first embodiment. These steps are generally concerned with
finding the correct remote history file.

After determining that there is a suitable remote history
file, for each record of the remote database (step 712), the
following functions are performed. The remote segment
loads and translates a record of the remote database into the
remote workspace (step 713) and a hash number is calcu-
lated for that record (step 714). If the hash number of the
remote record matches one or more hash numbers in the
remote history file (step 715), then the remote segment
assumes that the record has not been changed since a
previous synchronization.

It is possible that the hash number may be repeated more
than once, e.g. because of duplicate records or records that
appear as duplicates because some of their fields are not
synchronized. Therefore, the remote segment sends addi-
tional information that can be used to identify which of the
multiple identical hash numbers a particular record relates
to. This is done because during updating the remote history
file record at the end of synchronization, the same number
of identical hash numbers as matching remote database
records are updated. In the second embodiment, this addi-
tional information is the index number associated with each
entry of the remote workspace. Therefore, when the hash
number of the remote record matches one or more hash
numbers in the remote history file (step 715), the remote
segment sends the hash number, a flag indicating that the
record is unchanged, and the index number of that hash
number to the host segment (step 716). Obviously if the
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index number was previously sent, the next index number
for the identical hash is sent.

If the hash number does not match one or more hash
numbers in the history file (step 717), the remote segment
treats that record as having been newly added. Therefore, the
remote segment sends the host segment a copy of the field
values of the record, the remote workspace index number,
and an “added” flag (step 720). The remote workspace index
number makes it easier to perform future search of the
remote workspace when data with respect to this record is
received. As in the case of changed and added record in the
first embodiment, the remote segment also creates a new
remote workspace entry and enters hash number value of the
record (step 718). The new entry is marked as “unacknowl-
edged” (step 719). It should be noted that although the
remote segment treats the record as a new record, the remote
segment can not distinguish between an added and a
changed record. Therefore, the synchronizer during synchro-
nization does not treat it as a new record. Instead, the
synchronizer compares the record to determine whether it
matches with any of host history file record which would
mean it is a changed record.

After reading all the remote database records and pro-
cessing them (step 722), the remote segment removes from
the remote workspace all entries that have hash numbers that
are unmatched (step 723). These entries represent records
that have either been changed or deleted since the previous
synchronization.

After the remote segment has finished providing data to
the host segment, the host segment synchronizes the two
databases based on the input from the remote segment. The
remote segment waits until the host segment finishes syn-
chronizing and instructs the remote segment in step 409 in
FIG. 4 to begin unloading into the remote database (step
724).

Referring to FIG. 8, as in the case of the first embodiment,
the synchronizer on the host computer uses the information
to identify those records in the host history file that corre-
spond to the unchanged remote database records. For every
record received from the remote segment that is flagged as
added (step 801), the synchronizer adds the record to the
host workspace (step 802) and during CAAR compares the
record to the history file to determine whether the record is
a changed or added record. For every record received from
the remote segment that is flagged as “unchanged” (step
804), in the same manner as the first embodiment, the
synchronizer finds the corresponding host history file record
by finding a record that has the same hash number as that
sent by the remote synchronizer (step 805). The synchro-
nizer then clones the record (step 806), as previously
described, and treats as if it is a record received from the
remote database. At the end of this process, when all the
records of the remote database are loaded into the host
workspace, the control module proceeds to step 405 in FIG.
4 to begin CAAR. CAAR will then analyze the records in the
host workspace to determine which remote records were
added, which were changed, and which were deleted since
the previous synchronization.

After CAAR, if the user confirms to proceed with updat-
ing the database, control module 2 instructs the synchronizer
and the remote segment to proceed with unloading the
records from the workspace into the remote database (step
409 in FIG. 4). As stated, at this point, the remote segment
is waiting for the synchronizer to finish synchronizing (step
724 in FIG. 7). During performing CAAR, the synchronizer
has determined what actions should be taken (update, delete,
or add) to each database. If changes or additions are made
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to the host database in the case of a particular record but no
action need be taken with respect to that record in the remote
database, the synchronizer determines that at least an
“acknowledgement” is to be sent to the remote segment. The
synchronizer sends all the actions concerning the remote
database together with the associated record and remote
workspace index to the remote (step 809). The synchronizer
then sends the remote workspace index of those records that
require acknowledgements to be sent to the remote together
with an appropriate flag (step 810). Therefore, the remote
workspace index is used to identify which records in the
remote workspace should be “acknowledged”.

Referring back to FIG. 7, steps 725-729 are the same as
steps 533-537, which were described in reference to the first
embodiment. For each action item or acknowledgement
received at the remote segment (step 730), the following
steps are performed. If the data received indicates an
“acknowledgement” or “action” with respect to a record that
was sent to the host segment flagged as “added” (step 731),
the remote segment marks the new workspace entry that was
created in either step 718 as acknowledged (step 732). It
should be noted that the remote workspace index number is
used to locate the remote workspace entry. Therefore, as
previously described, this entry will be written into the
history file at the end of the process at the remote segment.

If the received data indicates an action item that tells the
remote segment to update, change, or add a remote database
record (step 733), the remote segment performs that action
with respect to the remote database. The remote segment
also updates the remote workspace and marks the entry as
“acknowledge” (step 735).

After all the records have been received, the remote
segment discards all unacknowledged entries from the
workspace, which were newly created entries which were
not acknowledged. Therefore, in case of those added or
changed records with the user decided not to update the host
database with, the remote history file remains unchanged.
The remote history file is then updated from the workspace.
At this point the control module continues with step 410 in
FIG. 4, i.e. creating the history file to end the synchroniza-
tion of the two databases.

Although we have described embodiments in which the
host segment transforms the input from the remote segment,
it should be noted that other embodiments of the host
segment may not transform the input from the remote
segment since they are designed to use inputs that informs
them of which records have been changed, added and
deleted or have been left unchanged. Other embodiments in
which the host segment requires different types of input, the
input from the remote segment are transformed as required.
The various embodiments of the host segment may or may
not use a history file.

Other embodiments are within the following claims.

What is claimed is:

1. A computer implemented method for synchronizing a
first database located on a first computer and a second
database located on a second computer, the method com-
prising:

determining, at the first computer, whether a record of the

first database has been changed or added since a
previous synchronization by comparing records of the
first database to a first history file located on the first
computer comprising records representative of records
of the first database at the completion of the previous
synchronization;

if the record of the first database has not been changed or

added since the previous synchronization, sending from
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the first computer to the second computer information
identifying the unchanged record;

storing a second history file on the second computer
containing records representative of records of the first
database at the completion of the previous
synchronization, wherein one of the representative
records represents the record of the first database
determined to be unchanged;

using the information identifying the unchanged record to
locate the one of the representative records in the
second history file; and

performing a synchronization, at the second computer, of
the second and first databases using the one of the
representative records.

2. The computer implemented method of claim 1 wherein
the second history file stores information in relation to the
representative records and wherein the one of the represen-
tative records in the second history file can be identified
from the stored information.

3. The computer implemented method of claim 2 wherein
the information sent from the first computer to the second
computer comprises information that matches the informa-
tion stored in relation to the one of the representative records
in the second history files.

4. The computer implemented method of claim 1 wherein
the information comprises information identifying records
other than the unchanged record.

5. The computer implemented method of claim 1 wherein
the information comprises information identifying the
unchanged record.

6. The computer implemented method of claim 1 wherein
the information comprises information identifying the
deleted records.

7. The computer implemented method of claim 1 wherein
the information comprise information identifying the added
records.

8. The computer implemented method of claim 1 wherein
the information comprises a code, the code being based on
at least a portion of the content of the record of the first
database.

9. The computer implemented method of claim 8 wherein
the code comprises a hash number computed based on at
least a portion of the content of the record of the first
database.

10. The computer implemented method of claim 8
wherein the information further comprises a first plurality of
records of the first database identified as “changed or
added”, the method further comprises using said information
to identify a plurality of the first database as “deleted or
changed” since the previous synchronization.

11. The computer implemented method of claim 1
wherein the information comprises a code uniquely identi-
fying the records of the first database.

12. The computer implemented method of claim 11
wherein the unique identification code is assigned by the
first database to the records of the first database.

13. The computer implemented method of claim 12
wherein the information further comprising a first plurality
of the records of the first database identified as “changed”,
a second plurality of the records of the first database
identified as added, and information identifying a third
plurality of records of the first database as “deleted”.

14. A computer program, resident on a computer readable
medium for synchronizing a first database located on a first
computer and a second database located on a second
computer, comprising instructions for:

determining, at the first computer, whether a record of the

first database has been changed or added since a
previous synchronization by comparing records of the
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first database to a first history file located on the first
computer comprising records representative of records
of the first database at the completion of the previous
synchronization;

if the record of the first database has not been changed or

added since the previous synchronization, sending from
the first computer to the second computer information
identifying the unchanged record;

storing a second history file on the second computer

containing records representative of records of the first
database at the completion of the previous
synchronization, wherein one of the representative
records represents the record of the first database
determined to be unchanged;

using the information identifying the unchanged record to

locate the one of the representative records in the
second history file; and

performing a synchronization, at the second computer, of

the second and first databases using the one of the
representative records.

15. The computer program of claim 14 wherein the
second history file stores information in relation to the
representative records and wherein the one of the represen-
tative records in the second history file can be identified
from the stored information.

16. The computer program of claim 15 wherein the
information sent from the first computer to the second
computer comprises information that matches the informa-
tion stored in relation to the one of the representative records
in the second history files.

17. The computer program of claim 14 wherein the
information comprises information identifying records other
than the unchanged record.

18. The computer program of claim 14 wherein the
information comprises information identifying the
unchanged records.

19. The computer program of claim 14 wherein the
information comprises information identifying the deleted
records.

20. The computer program of claim 14 wherein the
information comprise information identifying the added
records.

21. The computer program of claim 14 wherein the
information comprises a code, the code being based on at
least a portion of the content of the record of the first
database.

22. The computer program of claim 21 wherein the code
comprises a hash number computed based on at least a
portion of the content of the record of the first database.

23. The computer program of claim 21 wherein the
information further comprises a first plurality of records of
the first database identified as “changed or added”, the
program further comprising instructions for using said infor-
mation to identify a plurality of the first database as “deleted
or changed” since a previous synchronization.

24. The computer program of claim 14 wherein the
information comprises a code uniquely identifying the
record of the first database.

25. The computer program of claim 24 wherein the unique
identification code is assigned by the first database to the
record of the first database.

26. The computer program of claim 24 wherein the
information further comprises a first plurality of the records
of the first database identified as “changed”, a second
plurality of the records of the first database identified as
added, and information identifying a third plurality of
records of the first database as “deleted”.
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