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Abstract

Yemanja is a model-based event correlation engine for multi-layer fault diagnosis. It targets complex prop-
agating fault scenarios, and can smoothly correlate low-level network events with high-level application perfor-
mance alerts related to quality of service violations. Entity models that represent devices or abstract components
encapsulate entity behavior. Distantly associated entities are not explicitly aware of each other, and communicate
through event propagation chains. Yemanja’'s state-based engine supports generic scenario definitions, prioriti-
zation of alternate solutions, integrated problem-state and device testing, and simultaneous analysis overlapping

problem analysis.

The system of correlation rules was developed based on device, layer, and dependency analysis, and reveals
the layered structure of computer networks. The primary objectives of this research include the development
of reusable, configuration independent, correlation scenarios; adaptability and the extensibility of the engine
to match the constantly changing topology of a multi-domain server farm; and the development of a concise

specification language that is relatively simple yet powerful.
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Introduction

Event correlation [13] is a commonly used technique for isolating the root cause of a problem from a stream of
reported symptoms. Efficient and precise event correlation is essential for reducing network maintenance costs and
improving the availability and performance of network services. Commercial correlation engines on the market

today suffer from a number of drawbacks including:
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e Hard-coded network connectivity information. This causes an explosion in the number of defined scenarios to
be maintained, additionally scenarios must be rewritten whenever the network changes.

e Explicit representation of network entity dependencies within the scenarios. This is expensive to maintain,
and complicates each scenario. Adding a new model can require the rewriting of multiple pre-existing models.

e Initiating the network model traversal from all reported event sources. This causes unnecessary duplication of
work.

e Inability to integrate actions that collect state and system and device attributes with the event correlation
process. This makes it difficult to pinpoint the root cause of the problem.

e Fault diagnosis based on analyzing a sequence of events observed over a fixed time window. This provides
only a subset of the functionality needed to perform problem identification, and does not allow for the different
time frames of alternate problem solutions.

The system presented here (Yemanja) is model-based, and uses a backward chaining state engine. For each entity (;
device or conceptual component) a problem behavior model is developed. Entity-models contain a set of problem
scenarios, a set of input events that they consume, and a set of output events that they publish. Published events car
be consumed by another higher-level entity. Each entity keeps tract of the entities it depends on. Since the publisher
does not know who its consumers are, adding a new entity-model does not require the modification of any existing
entity-models.

On every conceptual level scenarios correlate events that pertain to failure conditions on that level and generalize
them into events with a higher degree of conceptuality using the concept of composite events [18, 19]. This lay-
ered correlation model is in compliance with recent work on modeling networks for supporting fault isolation and
recovery [8, 23].

We believe that the layered approach to scenario development has many advantages over other approaches, thes
include:

e Support for the development of reusable correlation scenarios. In most cases system reconfiguration does not
necessitate scenario modification.

Rule development is simplified by limiting the number of events to be taken into account at any given time.

The number of rules in the system is reduced.

Efficiency is improved by limiting the number of duplicate condition computations.

Unwanted rule interactions are kept under control.

The Yemanija correlation engine is being used to perform network problem determination, and Service Level Agree-
ment (SLA) violation detection and enforcement [10] in a World Wide Web server farm environment. The farm is
called O&ano [2], and in addition to the normal farm management functions it supports dynamic resource realloca-
tion based on SLA commitments.

The paper is organized as follows. In Section 2 we describe the run-time processing environment of our engine and
the interactions between the entities that constitute the network model. Section 4 describes one of the correlation
scenarios implemented for the €io server farm. Section 3 describes the test bed environment. The current status
of our system and future work are presented in Section 5. Section 6 contains the comparison of our system with
other approaches to event correlation.



2 Correlation Engine

2.1 Entity Models

Yemanja works with a set of entity definitions that model each device and conceptual layer. Each entity has a set of
scenarios that embody its problem behavior. Scenarios contain a set of rules that describe a specific type of behavior.
Rules in the same scenario will consume some of the same events, and represent causal alternatives to the observe
events.

Fault determination is performed independently for each entity and is based on incoming events and the current state
of the entities it depends on. On each conceptual level scenarios correlate events that pertain to failure conditions
on that level and generalize them into events with a higher degree of conceptuality. These generated events are
published for consumption by higher-level entities (in the form of internal events). An entity that determines that its
corresponding device or layer failed may initiate automated recovery, notify the system administrator, and/or open a
problem record.

Communication systems are frequently modeled using a dependency graph whose directed edges indicate that the
entity at the tail of an edge depends on the entity at the head of the edge [8, 15]. The network impact graph created
by reversing the edges of the dependency graph shows which entities may fail because of the failure of another
entity [8]. It may be observed that failure symptoms propagate along both dependency and impact graph edges.
For example, layer-two’s ability to form a spanning tree (Spanning Tree Protocol [22]) depends on the quality of
the Ethernet links connecting the bridges. Failure of one of these links necessitates the rebuilding of the spanning
tree, i.e., the failure at thEthernet Linklayer caused the failure at ttf8panning Tredayer. On the other hand, a
spanning tree loop can increase the number of packets dropped by Ethernet links. In this case the higher-level entity
(Spanning Tregfailure causes the lower level entitiEthernet Link failure.

Following the above argument we classify events published by a Yemanja entity asceitiseor impact similar

to the classification in [23]. In Yemanja an entity publishesaseevent to indicate that a failure has been detected,

and that its dependant entities should assess how they are affectedcaiideevent recipient determines that the
service or function provided by the corresponding device or layer has been affected by the lower-layer failure, it
publishes a newauseevent. The newauseevent contains information about the change in the operational state

of the entity’s corresponding device or layer incurred by the lower-layer failure. Bottom-up propagatiansaf

events and gradual translation of detailed failure information into more abstract terms allows us to correlate events
from various layers without performing a time-consuming network dependency graph traversal. When an entity
determines that the events it received does not indicate a failure in its corresponding device or layer, it publishes an
impactevent. Impact events are viewed as symptoms by their recipients.

In the process of event correlation Yemanja entities may initiate database queries (in SQL [5]) and/or issue SNMP [4]
commands to obtain configuration information. If an entity fault is isolated recovery actions may be taken. Recovery
actions can include system reconfiguration which is performed by a sepgReataurce Managecomponent, or

directly by Yemanja through SNMP. In addition, after isolating the problem the entity stores information about the
state of the corresponding device or layer in the open-problem database. The database provides information about
the status of entities to the fault isolation process after the events used to isolate the problem are removed from the
engine. The open-problem database may contain information about any problem, not only root failures. However,
only root problems are reported to the system administrator. Figure 1 presents interactions among Yemanja entities
and other Oeano modules (Section 3).
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Figure 1: Interactions among Yemanja entities and othe&a®a 'modules.

2.2 Runtime Processing

When solving scenarios in an event-driven system there are advantages to using forward-chaining techniques over
backward-chaining ones. The main reason for this is that it prevents repetitive rule firing caused by attempting to
solve a rule multiple times for which all the required events have not yet arrived. For this reason Yemanja uses
forward-chaining, this is done by maintaining the partially solved state of all active rules in the system. When a new
event arrives, the states of the active rules with which the event correlates are updated. Using this technique we do
not try to prove hypotheses for with the supporting events have not yet arrived. If the event does not correlate with
an active instance of a rule within which the event type appears, a new instance of the rule is created.

When a rule is satisfied it is moved to the satisfied list, and may or may not be executed. Whether or not a satisfied
rule is fired depends on the state of the other rules the rule events appear in. If there are additional active rules with
the same scenario hame the satisfied rule must wait for all higher priority rules in this scenario to time out or fail
before it can be executed. If any rule event appears in more than one scenario, the higher priority scenario takes
precedence.

After a scenario is executed the events correlated in it are canceled. This can be done implicitly or explicitly. If
events are canceled implicitly they will be removed only from the scenario that was invoked. If done explicitly they
are removed from all scenarios they are found in. Rules that have events removed must have their state rolled back,
if they were satisfied and become unsatisfied they must be moved aatiie _rules set and may cause lower

priority rules to be reactivated. Depending on the desired behavior one or the other method will be selected. In the
implicit case the event can be used to trigger the firing of an additional rule in a separate scenario. This can be useful
when multiple independent recovery operations are required.

The basic correlation algorithm is depicted in Figure 2.



Let R be the set of rules that accept the event E

Let R, O R be the set of active rules that accept the event E

Let Ry ot corelated 1 Ra D€ the set of active rules that did not correlate with E

Let Ry be the set of inactive rule templates plus the rule templates of the active rules
that did not correlate with E, i.e., Ry = (R - R,) O Ry 1ot correlated

Let R be the set of satisfied rules that E was correlated with

Receive event E,
For each rule instance r; 0 R, {
Try to correlate E with r;
If correlation succeeds update the state of rule r,
If r; is satisfied move r; to Rg, and remove lower priority rules from R,

}

For each rule template r, 0 R {
Try to correlate E with r,
If correlation succeeds create a new active instance of r, r;, and add itto R,
If r; is satisfied move r; to Rg and remove lower priority rules from R,

}

If R, is empty (i.e., there are no higher-priority rules waiting to be solved) {
Select r; O Rg with the highest priority in terms of rule and scenario priority
Execute actions found in r;'s action list
Delete event E and roll-back rules in R, 00 Rg as determined by event cancel mode
If Rg is not empty continue from the beginning

Figure 2: Correlation engine algorithm

2.3 Problem Scenario Definitions

Problem scenarios for a given entity contain any number of rules of the following format.

rule_spec(Scenario-Name, Priority, Event-Predicate-List, Timing, Action-List)

e Scenario-Name- Name of a scenario that the rule belongs to.
There can be several rules in a single scenario. Each rule is considered as an alternative solution to the same
basic problem.
e Priority — Priority of this rule within the scenario.
The rule with the lowest index has the highest priority.
e Event-Predicate-List — Set of events and predicates that make up the conditions under which the rule is
satisfied.
Predicates are arbitrary Prolog predicates or Java methods. Events are of the form:
event( EventID, Event_Def, Resource, TimeStamp, Data, Count
or
event( EventID, Event_Def, Resource, [ Resourc&et Generator(...), Set ],
%Of _SetRequired, TimeStamp, Data, Counj
Arguments of arevent term are defined as follows.



Event.ID Identifier of the event

Event.Def Event type, e.gInterface.Link Down

Resource Identifier of the resource the event refers to, which may be an integer, a
string, or a list of the above depending on the type of the resource

TimeStamp Time when the event was sent

Data List of arbitrary event data, consisting of (hame, value) pairs

Count Number of times the event should be received before it is considered
satisfied

ResourceSet Generator(...) Predicate that generates the set of resource identifiers from which we
will wait for events of the type specified EBvent_Def
Set Set returned fronResourceSet Generator(...)
%Of _SetRequired Percent of elements iBetthat the event must be received from for the
event to be considered satisfied
e Timing — Term of the formtiming(Solve  _time, Rearm _time) whereSolve _time is the number
of seconds within which the rule must be solved for it to apply, Bedrm_time is the amount of time the
scenario is inactivated before it is applicable again.
e Action-List — A list of predicate calls, many of which are built-in.

The following two rules belong to the scenarf@ustomer.BRT.high  )that is activated whenBRT.high event

is received. Th&RT.high event indicates that web serv@vebServerld , has noticed excessive response times

for requests directed to the back-end server (this is usually a database). The first rule checks to see if there is an open
problem involving the web server’s connection to the back-end. If so, the event is discarded since the problem is
already being processed, and back-end response time cannot be improved. The second rule uses the multi-event fornr
of an event, and walits to see if the event is received from 70 percent of the web servers assigned to the customer who
owns the server the initial event was sent from. If the event is satisfied we check to see if there is an open problem
involving the back-end server’s reachability, (i.e., it has a problem with its network connection to the front-end
servers or is down). If so, we escalate the problem and take no further action as the problem is already open.

rule_spec(’Customer.BRT.high’, 1,
[ event(E1l, 'BRT.high’, WebServerld, Time, Data, 1),
find_problem(ProblemID_, "WebServer.backend-connection-problem’,
WebServerld, _, _, _, _, _, )

Lo Websened
timing(1, 1),
[ cancel_events([E1])]

)

rule_spec('Customer.BRT.high’, 2,
[ event(E1l, 'BRT.high’, WebServerld,
[ CustomerServers(WebServerld, AllWebServers), AllWebServers],
0.7, _, [[BE SERVER ID’, BEServerld]], 1),
find_problem(Problemld, 'BEServer.frontend-problem’,
BEServerld, _, _, Data, _, _, )
1.
timing(100, 600),
[ escalate_problem(Problemld, ’critical’),
cancel_events([E1])

D



2.4 Built-in Predicates

Yemanija provides a number of built-in predicates that facilitate the process of rule development. While the predicate
library is still being extended, the functionality currently available in Yemanja may be classified according to the
following list:

1. Messaging

e Sending messages to the management console.
e Initiating auto-recovery using an external module.

e Publishing events for consumption by higher level entities. Forwarded events are inserted at the begin-
ning of the input event stream. These events contain a reference to the associated open problem (if one
exists), which gives event recipients access to the root cause of the forwarded event.

2. Problem record management

e Opening new problems. For every problem we specify at least its pd Cablé, identifier of the
failed resource, and severity. If the problem is not a root cause and it is opened as a result of a correla-
tion involving an internakauseevent, the problem record will also contain the identifier of the parent
problem. Optionally, a template list of events that will be used to cancel the problem can be specified.

e Increasing the severity level of a problem.
e Searching for problems matching a specified description.

e Clearing problems. Cleared problems are removed from the database and cancellation of resultant prob-
lems is initiated as described above.

Note: Problem management will be described in more detail in Section 2.5.
3. Retrieving MIB object values from SNMP agents [4].
4. Retrieving Configuration data from an SQL database.

5. Canceling events from scenarios. Events can be removed from the current scenario only or from all defined
scenarios.

6. Scheduling a predicate for execution at a later time.

Predicatedelayed _method(Delay _Time, Method) delays the invocation of predicaMethod for
Delay _Time. In the following example, therocess _sustained _event predicate will be delayed for
five minutes. Theprocess _sustained _event predicate will escalate the CISCO switch ev@itas-
sis _Major _Alarm to a Switch _Down, unless aChassis _Major _Alarm cancellation event was re-
ceived during the delay period.

delayed_method(5min, process_sustained_event(Switch_lId,
[Chassis_Major_Alarm’, Result] )).



2.5 Managing Problem Records

As mentioned in Section 2.1, every correlation entity can open problem records. A problem describes the current
operational state of the device or layer corresponding to the entity. A problem open in a highek tageiting

from a problem open in a lower lay® hides the problem detail used by laygfrom layerA. High-level events

are correlated with high-level open problems only. Thus, we do not need to traverse the network model looking for
low-level root causes that might correlate with a newly received high-level event every time a high-level event is

received.

Within the open-problem database cause-effect relationships between problems are represented using a doubly-
linked list. Thus, given a particular problem, the correlation engine always has access to its root cause and its
resultant problems. When a lower-level problem is cleared, either manually by the operator or automatically by
Yemanija, the resultant problems can also be cleared. However, it is not necessarily the case that a higher-level
problemA recorded as an effect of a lower-level probl8weases to exist whdBiis canceled. For example, a new
lower-level problemC may occur whileB is open, which even aftéB is resolved inhibits automatic correction of
problemA. If this happens, wheB is resolved A should be bound t€ rather than canceled. Recognizing tQat
preventsA from being cleared is difficult. There are three cases of this situation to consider.

In the first case events received by thdity that opened problerA, are received multiple times. This occurs when

the source sends the event at regular intervals as long as the condition persists. In this case, event repetitions may be
used to re-open problemafter it is canceled along with probleBr When the problem is reopened it will be bound

to the currently existing probler@. However, many network monitoring tools implement a hysteresis mechanism

that inhibits repetitive notifications of the same condition. Typically, one notification is sent to indicate occurrence

of the abnormal conditiorb@d eventand another one to indicate that the condition no longer existsd event

In this second case when the bad events related to problam not repetitive, but a cancel problem event4dras

been sent, we need to make sure that the corresponding good events are received before we cancél. problem

Yemanja implements a generic event cancellation rule that handles both of the above cases. When a problem
is open the rule builder has an opportunity to specify templates of events that have to be received before the
problem may be cleared. When the root problem is closed udiegr _problem predicate, internal event
Oceano.Yemanja.problem.cleared is automatically sent for every problem directly resulting from the root
problem, withProblemld identifying the resultant problem. The event is consumed by the rule presented below,
which is assigned the highest possible priority to guarantee its execution before any user-defined rules consuming
the Oceano.Yemanja.problem.cleared event.

rule_spec (‘clear_problem’, 1,

[ event (E, 'Oceano.Yemanja.problem.cleared’, Problemid, _, [], 1),
open_problem:get_clear_events(Problemld, EventList, Eventlds, TimingPred)
| EventList ],

TimingPred,

[ clear_problem(Problemid),
cancel_events([E | Eventlds])

D

The predicateopen _problem:get _clear _events in the rule above reads the event templates that were spec-
ified when the problenProblemld was opened. This lisEventList , is then unified with the tail of the rule’s
Event-Predicate-List described in Section 2.3. Adding these events to the tail dttemt-Predicate-

List forces the Yemanja engine to block this rule until the evenivientList  arrive. Similarly, the timing can

be defined when the problem is opened and instantiated when problem cancellation in initiated. Using this method
every non-root problem automatically builds its cancellation rule, which will be satisfied only if the events specified
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when the problem was open are received in the given time window. After all events have been satisfied, the rule uses
theclear _problem predicate to delete the probldatoblemld and recursively clear resultant problems.

If the above rule times out or fails, we look to see if there are any cusiten _spec s defined for théroblemld

If there are none the default action, which cancels the édertino.Yemanja.problem.cleared and leaves

the problem open, is taken. If problem cancellation is to be handled explicitly the template event list passed to
open _problem is set to[fail]

3 Test bed environment: The O@ano Server Farm

The O&ano project [3] is developing a scalable infrastructure that enables multi-enterprise hosting on a virtualized
collection of hardware resources. Hosted customers increasingly require support for peak loads that are orders of
magnitude larger than what they experience in their normal steady state, particularly for commercial Web workloads.
Océano provides a hosting environment that can rapidly adjust the resources (bandwidth, servers, and storage), as-
signed to each hosted customer, based on the dynamically fluctuating workload. It constructs dynamically created
domain clusters for each hosted enterprise, and introduces high levels of automation to resource management. The
main objective is to investigate hosting architectures that enable high availability and dynamic scalability, for deliv-
ering networked applications and services that are capable of handling large surges in traffic. We have implemented
a pilot over a set of 50 Linux and 6 AlX servers. The hosting infrastructure expands the service levels provided to
customers, without compromising their security requirements. Hosted customers increasingly require support for
peak loads that are orders of magnitude larger than what they experience in their normal steady state. The "colloca-
tion” hosting model, however, uses dedicated servers for each customer. In this model, enabling peak-load scale on
demand would require large investments in standby, non-shared resources, which would be mostly under utilized and
would occupy large amounts of physical space. Such a model does not efficiently mitigate the differences between
average and peak load.

Océano provides automation tools to reduce the costs of setting up and operating the hosting farm, and to offer a
variety of SLAs to the hosted customers. While the hosting infrastructure uses shared servers and storage, at any
point in time, each resource is dedicated to a single customezar@cwill quickly (minutes) move customers to
(larger/smaller) servers in response to changing workloads or failures. These changes require networking reconfig-
urations, which are accomplished without service interruption. Customers will be offered a tiered service bounded
by discrete bars, where the lowest bar represents the minimum guarantee that must be maintained, e.g., at least S
servers and B external bandwidth. Application models determine the logical configuration (single-tier or multi-tier)

of the server nodes, and range from simple Web serving to complex multi-tier e-commerce applicationsaAo Oc’

farm consists of 3 tiers: front-end IP sprayers for load balancers (e.g., Network Dispatchers [7]), large pools of
front-end servers, and static back-end servers, all interconnected by switches. A "freepool” of servers is available
to be "leased” to customers. When the load on a customer drops below some level, one of its servers is quiesced,
"scrubbed” of any residual customer data, and assigned to the freepool. Later, when the load on another customer
exceeds some trigger level, a freepool server is primed with the necessary OS, applications, and data to acquire
the personality of that customer. Monitoring and dynamic resource allocations are used to shift resources between
customers based on Service Level Agreement [10], (SLA) commitments, and penalties.

A small set of dedicated nodes implement the management functions. For the purposes of this paper we will combine
a number of relevant subcomponents under the common name da@Resource Manager . TheResource
Managerdetermines how to reallocate resources when a service level threshold is violated; automates network recon-
figuration and node priming (loading customer data); and ensures that discovered physical and logical configuration
are consistent with the configuration database.



4 Example Correlation Scenarios

In this section we present one of the fault scenarios developed for genOserver farm. Consider the configuration

of network devices shown in the small customer-segment depicted in Figure 3. This segment contains one back-end
database server (number 47), and three front-end web servers (numbers 11, 12, and 13). The front-end servers anc
back-end server are connected through VLAN [22] 462 using network adapters 36, 39, 42, and 144 respectively.
Front-end servers receive requests from a load balancer (Network Dispatcher [7]) via VLAN 461 using network
adapters 35, 38, and 41.

Network dispatcher

-

PORT 2/25

e

VLAN 461
PORT 2/23

PORT 2/27

— IFront-end Front-end

Front-end
Server 12 Server 11
NIC 35|

NIC 42 NIC 38 NIC 39 NIC 36

PORT 2/28 PORT 2/26

PORT 4/ VLAN 462
—— Back-end

- Server 47

Figure 3: Sample network configuration

Consider the following fault scenario that may occur in this network. Suppose that a broken cable that is causing
random bit errors to be introduced into the Ethernet frames transmitted between network adapter 144 and port 7 on
switch blade 4. As a result, the SNMP agent on both back-end server 47 and the switch detect an increased number
of bit errors in their input packets [20, 25]. When ttiging thresholdg25] are exceeded, both agents send rising
threshold alarms that are normalized iethernet _interface.input _errors-High events with resource
identifiers set to 144 and ['1.2.3.4', 4, 7] respectively.

We have defined akthernet Linkentity that models the Ethernet link which is composed of a network adapter,
switch port, and 10BaseTX cable connector (Figure 4). The scenarios in this model correlate all events related to the
operation of the corresponding network adapter, switch port, and cable connector. Oretbetinet Linkscenarios

models the behavior that caused #teernet _interface.input errors-High  events. This scenario will

check the configuration database to see if network adapter 144 and port 4/7 on the switch with administrative 1P
address '1.2.3.4" are connected. Since they are, the scenario correlates the two received events.

When bit errors are detected in an increased number of Ethernet frames, and this occurs on both ends of an Ethernet
link the most likely cause is a bad cable. Therefore, the satisfied rule opens a problem indicating that the cable has
to be replaceddthernet link.bad _cable ). It also publishes an internal Yemanja event (Figure 4) indicating

that Ethernet frames are lost on the Ethernet link connected to network adapter 144. When performing correlation
at higher-levels we do not need to know the exact events or problems that were reportedtaethet Linkevel.

Thus bit errors, lack of buffers, or collisions could have all been generalized intoghe_and delay event that

is published at this level.
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BRT.high ( front-end server = 11,
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N Resourcd

Océano.Yemanja.ethernet_link.loss_and_d
Manager

(NIC = 144)

ethernet_interface.input_errors-High
(Resource = 144)

ethernet_ interface.input_errors-High

ethernet_link.bad_cable (cable id = 144) (Resource = ['1.2.3.4', 4, 7)

Figure 4: A correlation scenario ftwad _cable condition

The event published by thEthernet Linkentity activates scenarios belonging to Merkstationentity-model.

This scenario translates the received event into higher-level semantics again and genbadesanection

event and problem, see Figure 4). This operation eliminates duplicate computations of predicates involved in the
translation process from scenarios representing workstations of particular type, $tichteend ServeandBack-

end Server Since workstation 47 is a back-end server, the translated event activates scenarios belonging to the
Back-end Serveentity, whose actions depend on the VLAN whose identifier was specified as the event attribute.
VLAN 462 is used for communication between front-end servers and back-end servers in this customer-segment.
Therefore Back-end Serveopens a new problernack-end-server.connection-problem for back-end

server 47. Thdad _connection  condition is ignored when the VLAN for which it is reported is used only for
administrative purposes (VLAN not shown in Figure 3).

After the back-end server problem has been opened suppose an application-level monitor on front-end server 11 de-
tects that the request latency between itself and back-end server 47 is excessive. In this case it gBiRerdiegha

alarm. For a subset of the back-end processes supported by ¢éaa@®server farm this condition indicates that the
back-end server is overloaded. For this subset of customer-segments we look to see if a significant number of its
servers report the alarm, if they do €xgio alleviates the problem by decreasing the admission rate to the customer-
segment. However, in the presence of network faults, decreasing the admission rate may be the wrong solution.
In the presented example increasing the throttling rate would not significantly improve the performance of requests
involving access to back-end server 47, and would negatively affect other requests in this customer-segment.

Yemanja’'sCustomer Segmeentity handles this situation by correlating the alarms related to quality of service with
information corresponding to the operational state of the network infrastructure. Wh€ustemer Segmesttity

is activated by th&RT.high alarm it checks if there are any open problems associated with the front-end server’s
back-end connection, back-end server, or the entire sub-network connecting the front-end servers to the back-end
servers (e.g., resulting from a switch failure). Since a problem associated with the back-end server is found, the
Customer Segmesttity ignores th@RT.high event.
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Later when the faulty cable is replaced, the probletimernet _link.bad _cable is closed, and all resultant
higher-level problems are recursively closed as well. After the prolilaok-end-server.connection-

problem is closed, arrivingBRT.high alarms are processed by a different rule within @stomer Segment
entity, this rule will submit the request throttling request to Resource Managgsee dashed arrow in Figure 4).

4.1 High-availability

Let us now imagine that back-end server 47 has two network adapters in VLAN 462. Upon reception of the
Oceano.Yemanja.ethernet dink.loss _and _delay event theWorkstationentity checks if the backup
network adapter is fully operational. If so thgorkstationentity sends a message to tResource Managere-
guesting that the network adapters be exchanged (see three dotted arrows in Figure 4).

Regardless of whether the @ioResource Managenas been notified, thé/orkstationentity opens thevork-
station.bad  _connection problem and publishes the eve@teano.Yemanja.workstation.bad -
connection . This insures that higher level alarms continue to be explained by this condition until the switch-
over actually occurs. After notification is received that the switch-over has been completedrtketa-
tion.bad _connection problem and all resultant problems are closed. Notice thab#ttecable problem
remains open until the cable problem is resolved.

4.2 Problem escalation and management console reporting

In Océano as with any management system we are concerned with limiting the number of notifications sent to the
management console. However, network administrators have different preferences regarding what type and severity
of problems they want to be informed about. Some network management products may be customized with respect
to when and how problem notifications are sent to fit an individual administrator’s needs. For this reason problem
entity, resource type, and severity are sent along with each administrator message. The management console software
is then responsible for determining which messages each administrator will see, and how they should be presented.

Some problems are assigned a low severity when they are first opened, e.g., the bad cable problem described above
If in a higher layer we determine that a low severity problem has an impact on the deterioration of service offered by
the higher layer, e.gBRT.high events have been received from a number of front-end servers, the severity of a low
level problem can be escalated. Problem escalation will in many cases trigger new administrator notifications. To
support problem escalation the unique identifier of root cause problems are forwarded along with published events.

4.3 Configuration problems

One of the most common causes of network faults is misconfiguration. éartcthis problem is even more im-
portant as configuration changes are frequent. Moving a network adapter from one VLAN to another, adding a new
node, or adding a new network adapter are very common. Thus, automating the detection of configuration inconsis-
tencies between the database and the current network topology is very important ireém @avironment.

The management agents on network devices provide some indications of configuration changes, e.g.,
linkUp/Down [4] and topologyChangd6] traps. In Yemanja these Yemanja was able to use traps from the man-
agement agents on network devices to provide some indications of configuration changes. In Yemanja these traps
are used to isolate faults, and trigger database consistency checks. WhekDbw/ntrap is received we check the
administrative status of the interface for which the down status was reported and if the administrative status is also
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down, we verify if the database contains accurate information about the state of the network adapter connected to
this interface. Any inconsistency detected may be either reported to the manager or automatically corrected.

5 Current Status and Future Work

Our work to date has concentrated on the implementation and testing of the correlation engine and development of
an initial set of entity-models and associated correlation scenarios. The engine was written in an efficient version of
Prolog, SICStus [12], and in Java. The SNMP functions were implemented using AdventNet's SNMP API 3.0 [1].

All of the event scenarios we have written are generic and topology independent. We would like to develop a large
set of pre-defined scenarios, component-models, and problem identification heuristics to improve the out-of-box
experience. In the next few months Yemanja’'s scenarios will be tested in g@n@server farm. A performance
evaluation of the engine will also be conducted at that time.

A graphical scenario editor that can simplify the development process and perform consistency checks will also be
built. The editor will support the definition of component models and the building of scenarios for these models.
Models will define the set input events it accepts, and the set of outputs events and problems it publishes.

Built-in predicates described in Section 2.4 have already been implemented and tested. We are working on improving
their efficiency and ease of use. In particular, multiple predicates have been defined to execute the most common
SQL queries such as connectivity or containment checks. A cache of query results is provided to reduce the overhead
associated with performing database operations. We are also working on improving the organization of the internal

open-problem database to guarantee search and insert efficiency.

5.1 Integration with other tools

Currently there are a number of commercial products available that can handle various aspects of fault management.
Although none of them can satisfy all the requirements. Some of them may be used to provide certain functions
within Yemanija including network monitoring and data collection, problem reporting, fault management of particu-
lar devices, or fault isolation within data link and network layers.

We have begun to integrate Yemanja with Tivoli Netview [24]. Letting Netview perform simple alarm correlation,
e.g., filtering recurrent alarms, suppressing immediately canceled alarms, etc. The remaining Netview alarms will
be passed to Yemanja. Netview will also be used for the collection of device statistics that may not be collected
using RMON [25] probes.

Other research directions include:

e Scenario generation based on SLA requirements
e Techniques to tune threshold values
e Threshold violations and system bottleneck prediction

e Support for uncertainty and lost events
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6 Related work

In the past various event correlation techniques were proposed including rule-based systems [18, 26], model-based
reasoning systems [13, 21], model traversing techniques [14, 15], case-based systems [17], fault propagation mod-
els [9, 16], and the code-book approach [27].

Rule-based systems are composed of rules (productions) of thecforatusionif condition The condition part

is a logical combination of propositions about the current set of received alarms and the system state [18, 26]; the
conclusion determines the state of correlation process. The operation of the system is controlled by an inference
engine, which in fault management applications typically uses a forward-chaining inference mechanism [18, 21].
Rule-based systems are believed to lack scalability, to be difficult to maintain, and to have difficult to predict out-
comes due to unforeseen rule interactions. Most of these difficulties are a result of hard-coded network connectivity
information within the rules. Yemanja’'s scenarios contain no hard-coded configuration information. Additionally,
By using a layered model we control the number of symptoms considered by any given scenario and eliminate
unwanted rule side-effects and decrease the overall number of correlation rules.

Another group of approaches incorporate an explicit representation of the structure and function of the system
being diagnosed. The representation provides information about dependencies between network components [11,
13, 14, 15, 16] or about cause-effect relationships between network events [9, 21]. The fault isolation process
explores the network model to verify correlation between events. Model-based reasoning systems [13, 21] utilize
inference engines controlled by a set of correlation rules, which contain model exploration predicates. Model-
traversal techniques recursively search the dependency graph towards the failing object in an event-driven fashion
starting from the component that symptoms refer to [11, 14, 15]. Fault propagation models [9, 16] provide heuristic
symptom explanation algorithms aimed at satisfying some optimality criteria.

Event correlation systems based on a formal representation of network dependencies and structure represent an
improvement over early rule-based systems by having the potential to solve novel problems, and by being more
expandable. However, the models that they require are difficult to obtain and keep up-to-date. The computational
complexity involved in model traversals limits the scalability of the fault isolation process. In contrast, Yemanja
does not maintain an explicit network model. Instead, it provides scenario templates organized on a hierarchically
based network structure, which are instantiated with the data obtained from the arriving event attributes or from
the configuration database. In addition, Yemanja’'s internal event publishers need not be aware which components
consume the events that they forward; therefore, a change to higher-level scenario does not require changes to any
of the lower level scenarios.

The code-book technique [27] uses a network model to derive a code — a set of possible symptom observations for
every problem that may occur in the network. This process, called code-book generation, is performed in advance
upon the installations particular network topology. Code-book generation eliminates the runtime computational
complexity involved in model traversals. Network alarms observed over a certain time window constitute a coded
problem to be decoded using the code-book based on the minimum Hamming distance metric. The code-book tech-
nique is very efficient and is resilient to the noise in the alarm data. However, it is difficult to apply to the correlation

of transport and application layer events since relationship changes between managed objects, which are frequent
in higher-layers, require reconfiguration of the code-book. Additionally, multi-layer event correlation using a single
correlation window is inadequate as events on different layers may have substantially different temporal relation-
ships. Also, we can not perform tests or access the open problem database during correlation. Yemanja allows the
time window to be specified separately for every event layer, which is based on the latency of the monitoring tool
active in the particular layer. Testing and database lookup is easily incorporated into Yemanja’s correlation scenarios.

Case-based systems [17] try to use experience gathered through past problem solving to find a solution for the new
problem. The solution for the new problem is adapted form the solution of the closest matching problem solved in
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the past. Case-based systems are able to learn correlation patterns and are resilient to network configuration changes
They do not have a problem with network model maintenance. However, they do not take advantage of the known
knowledge regarding entity behavior, nor do they allow fault isolation to be combined with fault detection. The need

to build a substantial case library before the system is able to isolate faults makes case-based systems difficult to
apply to an evolving architecture, such ase@ad. Yemanja correlation scenarios are based on the understanding

of the system operation; therefore, they may be applied to a given system without lengthy periods of experience
gathering.

Event correlation approaches may be further classified as state-based [11, 21] or stateless [16, 27]. Stateless system:
typically are only able to correlate alarms that occur in a certain time-window. State-based systems support the
correlation of events in an event-driven fashion at the expense of the additional overhead associated with maintaining
the system state. Yemanja keeps two types of state information: (1) the state of the active correlation rules and (2) the
state of the system resulting from previous correlatibe ppen-problem databaseT his second type of information

allows Yemanja to correlate events that are distant in time, as well as those that occur within a short time window
(typically 20 minuets or less).

7 Conclusions

Yemanja is being used in the @ano test bed to monitor network status and SLA requirements. It was developed
with this type of dynamic environment in mind and is well suited for the task. Yemanja is capable of correlating
low-level network events with high-level application performance alarms without explicitly having the two entities
that receive the external events aware of each other. This is accomplished through the use of a multi-layer model
based approach which encapsulates device and abstract component behavior. Since each network event is sent fron
a single device, building an entity-model that receives and processes all events sent from devices of its type, is a
natural way to develop a correlation system. Entities published their state to the world in terms of generated events
and opened-problems, and are unaware of who consumes the information. This approach greatly simplifies the
process of adding and deleting entity-models, and keeps individual scenarios simple and small.

Yemanja does not hard-code configuration data into its rules. Instead it depends on a high performance cached
configuration database. For this reason our scenario-set is independent of the network topology, and does not require
modification when the topology changes. This also keeps our scenario set orders of magnitude smaller then the
scenario sets used by systems having hard-coded information.

Yemanja scenarios can contain method calls, SNMP and database configuration queries, delayed predicate invoca-
tions, etc.. These facilities allow the source of the problem to be pinpointed and tested in a single process. This
integrated approach to fault detection, localization and isolation, provides for a maximum amount of flexibility.
Scenarios that can not be captured in other more restrictive languages, can be easily represented in Yemanja.

Scenario rules are grouped and prioritized, providing a strait forward means to capture and rank multiple reasons
for the same set of reported symptoms. Since the engine keeps track of each scenario an event is in, it knows when
all scenarios have failed, been satisfied or timed out. This allows us to automatically remove events from the cache
when they are no longer needed.
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