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Executive Summary

We present a report on the implementation of the main paheflynamic ontology life-
cycle scenario we introduced in the previous version ofdbisument [NHLF 06], namely
the semi-automatic dynamic ontology integration metho. Sfow that the algorithms,
applications and experimental results we describe in #pent allow for a practical fol-
lowing of the whole lifecycle scenario presented in [NHI6].

The work presented here was motivated by certain practcglirements:

1. the ability to process new knowledge (resources) autoaigtwhenever it appears
and when it is inappropriate for human users to incorpotate i

2. the ability to automatically compare the new knowledgthwi “master” ontology
(that is manually maintained) and select the new knowledgerdingly

3. the ability to resolve possible major inconsistencietsvben the new and current
knowledge, possibly favouring the assertions from preduynaore complex and
precise master ontology against the learned ones

4. the ability to automatically sort the new knowledge adoay to user-defined pref-
erences and present it to them in a very simple and access#yethus further
alleviating human effort in the task of knowledge integrati

The technical core of the deliverable consists of a desonpif the proposed semi-
automatic ontology integration principles, algorithmslamplementation. We provide
basic user manuals for the GUI user interface and for progratic API to the integration
library (implemented in the Java programming language).

In order to show industrial relevance of our approach, wdyaeaseveral practical
use cases from the e-health and biomedicine domains. Wasdighe applicability of
the implemented integration technique based on an expetivith respective real-world
data-sets. We also show how the presented ontology iniegraichnique relates to the
theoretical studies we provided in another deliverable ANKE7]. The report is con-
cluded with explicit guidelines on how to apply the dynanmfiedycle scenario introduced
in [NHL *06], using the novel ontology integration research prqietyresented here.
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Chapter 1

Introduction

Ontologies on the Semantic Web, and especially in the casabivorld applications, are
very likely subject to change given the dynamic nature of dmrknowledge. Knowledge
changes and evolves over time as experience accumulatés revised and augmented
in the light of deeper understanding; new facts become knelile some of the old ones
need to be revised and/or retracted at the same time.

This holds especially for scientific domains — we have toiipocate newly discovered
facts and possibly change the inappropriate old ones ingbpective ontology as the
scientific research evolves further. However, virtually ardustrial domain is dynamic —
changes typically occur in product portfolios, personmelcture or industrial processes,
which can all be reflected by an ontology in a knowledge mamage policy.

For instance, domains of e-health and biomedicine are bm#ntific (biomedical
research) and industrial (clinical practice, pharmaosiiti The need for ontologies in
biomedicine knowledge and data management has alreadyré&iested in the commu-
nity. They can serve as structured repositories giving aeshaeaning to data and thus
allowing to process and query them in more efficient and esgive manner. The shared
meaning also results in facilitation of integration betwekferent medical data formats
once they are bound to an ontology. Moreover, the state cdithentology-based tech-
niques (like alignment or reasoning) can help to integragedata even if they adhere
to different ontologies. Therefore, the application damsantroduced and investigated
in this report are related to e-health and biomedicine stasseven though the general
application potential of the delivered solutions is ratheiversal.

Large scale ontology construction is usually a result ofadxration (which involves
cooperation among ontology engineers and domain expérnsiidh a manual process
of the extraction of the knowledge. However, it is not alwégeasible to process all the
relevant data and extract the knowledge from them manustige we might not have
a sufficiently large committee of ontology engineers andéxticated experts at hand in
order to process new data any time it occurs. This impliesea far (partial) automation
of ontology extraction and maintenance processes in dynand data-intensive environ-
ments. This can be achieved by automatic ontology learnirggerefore, a lifecycle of
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an ontology development process apt for universal appiicanh the medicine domain
should also support appropriate mechanisms for dealingtivit large amounts of knowl-
edge that ardynamicin nature.

The above features of an appropriate dynamic ontologwldiecwere already anal-
ysed in [NHLT06]. This report describes a substantial step towards afipllementation
of all the lifecycle features — a method and prototype foraiyic ontology integration.
We present the integration with special emphasis on itsiegn in the e-health and
biomedicine domains. However, it can clearly be seen theatdkults presented here are
applicable to any other dynamic knowledge engineering diloma

As a first appendix of the document, we offer a report on ogphlersioning survey
results. The report analyses the current status quo andeeswnts related to ontology
dynamics, with opinions collected from representativethefSemantic Web community.
The report is not directly related to the primary contenthaf teliverable (therefore we
present it as an isolated part). However, the survey reatdta basis for further improve-
ments of a versioning platform and other applications tlaatehbeen developed within
the WP2.3 research. Moreover, we reference it several tihresghout this document,
since some of the results are relevant in the context of puleimand covered by certain
features of our ontology integration method and lifecycierario.

The second appendix contains a description of a techniquauimmatic ontology
construction, based on so called relational concept aisafyelated to formal concept
analysis). The technique can implement the ontology legronomponent of the lifecy-
cle presented in [NHL06], even though it has not yet been included into the broader
ontology integration framework presented as a main toptbisfreport.

1.1 Motivation

While there has been a great deal of work on ontology learfmingntology construction,
e.g. [CBWO02], as well as on manual or collaborative ontoldgyelopment in [SEAOQ2],
relatively little attention has been paid to the user-filgrintegration of both approaches
within an ontology lifecycle scenario. By user-friendly weean especially accessible to
users who are not experts in ontology engineering (e.gnédicine researchers or prac-
titioners). As a main contribution of this report, we intcme our framework for practical
handling of dynamic and large data-sets in an ontologyyitks; focusing particularly on
dynamic integration of learned knowledge into manually mteined ontologies. How-
ever, the introduced integration mechanism is not restlicinly to learned ontologies —
an arbitrary “external” ontology can be integrated into phienary ontology in question
by the same process.

The dynamic nature of knowledge is one of the most challengioblems in the
current Semantic Web research — as can be seen in Sectidh &.the attached sur-
vey results report, the ontologies in use are relativelyditgghanging at both schema
and instance levels. Here we provide a solution for dealirth dynamics on a large

2 January 3, 2008 KWEB/2007/D2.3.8v2
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scale, based on a properly developed connection betweelogpiearning and dynamic
manual development. We do not concentrate on formal spatdicof the respective on-
tology integration operators, but focus rather on theirlamgentation, following certain
practical requirements:

1. the ability to process new knowledge (resources) autoaigtwhenever it appears
and when it is inappropriate for human users to incorpotate i

2. the ability to automatically compare the new knowledgthwai “master” ontology
that is manually maintained, and to select the new knowlagdgerdingly;

3. the ability to resolve possible major inconsistencigsvben the new and current
knowledge, possibly favouring the assertions from a predalyrmore complex and
precise master ontology against the learned ones;

4. the ability to automatically sort the new knowledge adoay to user-defined pref-
erences and to present itin a very simple and accessiblahs/further alleviating
human effort in the task of knowledge integration.

On one hand, using the automatic methods, we are able to dimlarge amounts of

changing data. On the other hand, the final incorporatioreaf knowledge is to be de-
cided by the expert human users, repairing possible erratsrappropriate findings of
the automatic techniques. The key to success and appitgabilo let machines do most
of the tedious and time-consuming work and provide peoptle @oncise and simple sug-
gestions on ontology integration. Such an ontology intigmamethod fits very well into

the dynamic ontology lifecycle presented in [NHD6]. Implementation of the method
resolves one of the least researched and thus rather gpacialof the dynamic lifecycle,
constituting a substantial step towards its full deploymempractical applications.

1.2 Related Work

Within Semantic Web research, several approaches and dodtigies have been defined
and implemented in the context of ontology lifecycle an@gnation. Recent overviews
of the state-of-the-art in ontologies and related methagies can be found in [SS04]
and [GPFLCO04]. However, none of them offers a direct solutio the requirements
specified in Section 1.1.

TheMethontologymethodology [FLGPJ97] was developed in Esperontd=U project.
It defines the process of designing ontologies and extendwdétrds evolving ontologies.
It is provided with an ontology lifecycle based on evolvingiotypes (see [FLGPRO0O0])
and defines stages from specification and knowledge adquigitconfiguration manage-
ment. The particular stages and their requirements aractesised, but rather generally.
Automatic ontology acquisition is consideredNfethontology however, its concrete in-
corporation into the whole lifecycle is not covered. The CH2&V and WebODE suite
(see [CLCGPO06]) projects are based on Methontology andigean infrastructure and

KWEB/2007/D2.3.8v2 January 3, 2008 3



1. INTRODUCTION

tools for semantic application development/managemeigiwis in the process of be-
ing extended for networked and evolving ontologies. Howetey focus rather on the
application development part of the problem than on thelogtoevolution and dynamic
ontology integration parts.

The methods and tools referenced above lack concrete meofmthat would effi-
ciently deal with the dynamics of realistic domains (suctedealth and biomedicine).
Moreover, the need for automatic methods of ontology adiisin data-intensive en-
vironments is acknowledged, but the role and applicatiothefautomatic techniques is
usually not clearly studied and implemented. Our approbi¢tL["06] offers a complex
picture of how to deal with the dynamics in the general lifdeyscenario. The work we
present here implements the fundamental semi-automatardig integration component
of the scenario.

There are more specific approaches similar to the one pezsdayt our lifecycle
framework. [DKMR"06] incorporates automatic ontology extraction from a roaldi
database and its consequent population by linguistic gedeg of corpus data. How-
ever, the mechanism is rather task-specific — the ontologpiesented in RDF(S) format
(see [BGO04]) that is less expressive than the OWL language[BvHH04]), which we
use. The extraction is oriented primarily at taxonomies @oels not take the dynamics
directly into account. Therefore the approach can hardlgdmied in universal settings,
which is one of our aims.

Protéegé [GMF 03] and related PROMPT [NMO02] tools are designed for mannal o
tology development and semi-automatic ontology mergiagpectively. PROMPT pro-
vides heuristic methods for identification of similaritiestween ontologies. The simi-
larities are offered to the users for further processingweier, the direct connection to
ontology learning, which we find important for dynamic andadimtensive domains is
missing.

There are several works addressing directly the topic aflogy integration. [AHS05]
and [CGLO1] describe two approaches inspired mainly byldesa techniques of data
mediation and query rewriting in order to provide an intégada(global) view of several
(local) ontologies. [HHOO] present a web ontology integnatmethod using SHOE, a
web-based knowledge representation language, and seomratically generated align-
ments. [DPO06] implement a dynamic and automatic ontologggiration technique in
multi-agent environments, based on relatively simple graptology model inclusions
and other operations. Again, none of the approaches taitldagquirements we specify
in Section 1.1. Even though the methods propose solutiotisetantegration problem
in general, there is no direct way of integrating knowledgan unstructured resources,
minimising human intervention. Furthermore, there is n@kasis on accessibility of the
ontology integration to lay users. Our approach is distisiged by the fact that it pays
special attention to these features, which we find essdatitthe application in dynamic
domains.

4 January 3, 2008 KWEB/2007/D2.3.8v2
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1.3 Main Contribution

The main contributions of the presented work are as follows:

e proposal and implementation of a generic algorithm for dyitantegration of au-
tomatically learned knowledge into manually maintainetbtogies (described in
Chapters 2);

e analysis of requirements of particular realistic e-healtd biomedicine use cases
and identification of points which the proposed techniqueamtribute to in order
to tackle related problems (Chapter 4);

e presentation of an example application of the implemenkgorihm in a generic
task of biomedical ontology extension by integrating krnexalge automatically lear-
ned from textual domain resources, showing usability o&ghygroach in the context
of the presented use cases (Chapter 3);

e analysis of the general status quo, requirements and oyiioncerning dynam-
ics, in particular versioning, of ontologies within the Sartic Web community
representatives (survey results report in Appendix A).

1.4 Position within the Project

This deliverable puts various existing technologies irme aoherent and methodologi-
cally sound scenario of a dynamic ontology lifecycle. WithVP 2.3, this is related to
the versioning methodology and its implementation. Task8L. and T2.3.3.3 deal with
RDF-based methodology and implementation of ontologyieaisg [VG06, VEK" 05,
VKZ *05] which we use in the dynamic ontology lifecycle and (opéby) also in its
integration. Application of the alignment negotiationhamues within integration is an
outcome of the task T2.3.7.

As we utilise argumentation-based negotiation and onjollggnment techniques
within the integration, we relate to the research in WP 2.2t@rbgeneity). Furthermore,
we analyse concrete application scenarios from the biogimeddomain. Therefore we
also refer to industrial WP 1.1 — namely to the business cdge(Ihtegration of Biolog-
ical Data) presented in [NMO04]. Since we inherently aim apliementation of several
parts of the Semantic Web framework (as proposed within @},.8ur work is related to
the industry WP 1.2.

1.5 Structure of the Document

The rest of the report is organised as follows. Chapter 2sgaveoverview of our ontol-
ogy lifecycle scenario and framework, recalling the cont#{NHL *06]. The chapter

KWEB/2007/D2.3.8v2 January 3, 2008 5



1. INTRODUCTION

consequently presents the new research on integrationrafatig designed and automat-
ically learned ontologies in detail, forming the main teiclahcontribution of the report.
In Chapter 3, we describe an example practical applicati@mupbintegration technique,
using real world input data (from the biomedicine researmimain). Preliminary evalu-
ation is presented there as well, and lessons learned amesdexd. Chapter 4 discusses
other realistic e-health and biomedicine application dosyavhich our lifecycle frame-
work can help with. Chapter 5 offers a basic user manual ®ptiototype API and user
interface that implement a proof of concept of our ontolagegration technique. The
final Chapter 6 concludes the report and sums up our futurk.wigrpendix A presents a
report on the results of an ontology versioning survey wiseadas a part of our research
on ontology dynamics. Appendix B describes a method forloggoconstruction based
on relational concept analysis, that can be used as anatiteror complement in the on-
tology creation component of the lifecycle introduced irHIN06] and briefly recalled
here in Chapter 2.

6 January 3, 2008 KWEB/2007/D2.3.8v2



Chapter 2

Dynamic Ontology Lifecycle and
Integration

This report builds on the content of the report [NH16], that introduced the basic prin-
ciples of a dynamic ontology lifecycle scenario and sugggstays of implementing it.
We recall this scenario in the beginning of this chapter. Ramg sections of the chapter
introduce the dynamic ontology integration technique tbanhs the core of this report.

We refer to both lifecycle and integration platform by theNQ abbreviation that
can be understood in a bit “overloaded” way according to ttlewing. It reflects three
key elements of the lifecycle scenaridynamics INtegrationandOntology However,
the first two can also b®ata and INtensive Finally, DINO can be read aBynamic
INtegrationof Ontologiestoo. All these features express the primary aim of our &ffor
— to make the knowledge (integration) efficiently and reafbn manageable in data-
intensive and dynamic domains.

2.1 Recalling the Lifecycle Scenario

Figure 2.1 below depicts the scheme of the proposed dynamli@pplication-oriented
ontology lifecycle we proposed in [NHLO6].

Our ontology lifecycle builds on four basic phaseseation(comprising both manual
and automatic ontology development and update approasteesijoning evaluationand
negotiation(comprising ontology alignment and merging as well as nagoh among
different possible alignments). The four main phases atie@ted in the relevant boxes.
Ontologies (or their snapshots in time) are representedrbigs, with arrows expressing
various kinds of information flow. Thel boxes present actors (institutions, companies,
research teams etc.) involved in ontology developmenty@He is zoomed-in in order
to show the lifecycle’s components in detalil.

The general dynamics of the lifecycle goes as follows. Tharoanity experts (or

7
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Figure 2.1: Dynamics in the ontology lifecycle

dedicated ontology engineers) develop a (relatively peeand complex) domain ontol-
ogy (theCommunitypart of theCreationcomponent). They use methods for continuous
ontologyevaluationandversioningto maintain high quality and manage changes during
the development process. If the amount of data suitablerfowledge extraction (e.g.
domain-relevant resources in natural language) is toe lartpe managed by the commu-
nity, ontology learningakes its place. Its results a@ealuatedand partially (we take only
the results with quality above a certain threshold into aotpintegrated into the more
precise reference community ontology. All the phases sumpaologies in the standard
OWL format [BvHH"04].

The integration (linking the automatic and manual ontologgation, among other
things) in the scenario is based on alignment and mergingreadvby thenegotiation
component, complemented by inference, inconsistencyutsio and diff computation.
In the following we will concentrate on the integration pand its implementation within
the lifecycle. We will see that the only phase of the dynammtotogy lifecycle not cov-
ered by the DINO integration is the manual ontology editing enaintenance interface.
However, this functionality could (and, in fact, should)dsesily complemented by exter-
nal state of the art tools, for instance Protégé [GI@B] and its appropriate plug-ins. We
get back to this in more detail in the concluding Section®.1.

2.2 Computing the Integration

The key novelty of the lifecycle scenario presented in [N9E] is its support for incor-
poration of changing knowledge in data-intensive domaspecially when unstructured

8 January 3, 2008 KWEB/2007/D2.3.8v2



D2.3.8v2 Report and Prototype of Dynamics in the Ontolodgdyicle Project IST-2004-507482

data (i.e. natural language) is involved. This is achiewedrplementation of a specific
integration mechanism introduced in this section. The ehef the integration process
is depicted in Figure 2.2.

DINO Integration Scheme |
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: Alignment Decline | A .
: Wrapper — — = ' :
, 1
I : !
1 ' h
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1+ | Ontology NLG ! '
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1 Domain

1 : Resources !

Ontology Generator
Merging

Wrapper

Suggestions <
:
1
1
1
1

Ontology
Diff Wrapper

_________________________________________________________

Figure 2.2: Dynamic integration scheme

The integration scheme details the utilisation of the gendecycle components —
mainly the (automaticgreationandnegotiation- in the process of incorporation of lear-
ned ontologies into the collaboratively developed onevisegras the master model and
source for stable ontology version deployment in the giwgtirggs). The master ontology
— O, circle in Figure 2.2 — is developed within a dedicated exdkapplication such as
Protégé.

O, presents a reference for integration with éhgontology resulting from the learn-
ing process. DINO provides user interfaces for controlafighe (semi)automatic phases
of the integration process (e.g. for upload of the ontol@gyhing resources or definition
of user preferences). The final product of the integratiatess is a set of natural lan-
guage suggestions on the master ontology extension (séers22.6 for details). These
form a base for a new version of tlig,; ontology created after the integration. Note that
during all phases of integration, we use the forrfigr base namespace for all the other
ontologies involved.

We used the Javd' programming language to implement the algorithms presente
here, employing primarily the Jena 2 Ontology AR} handle and process the ontology

http:// protege. stanford. edu/
’htt p: //j ena. sour cef or ge. net/ ont ol ogy/ i ndex. ht m
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models involved in the integration. Each of the phases efjirdtion and their connections
are described in detail in the following sections. See Givaptfor a description of the
delivered applications, implementing the DINO integratioethod.

2.2.1 Ontology Learning Wrapper

In this phase, machine learning and NLP methods are usedhdoprocessing of rele-
vant resources and extracting knowledge from them (onyolegrning). The ontology

learning is realised using the Text20nto framework [CV@ihce an ontology is learned
from the natural language resources uploaded via the DINgfate, it is passed to the
alignment phase. The wrapper can also benefit from the atitoordology construction

technique introduced here in Appendix B, even though it isimcluded in the current

implementation of the DINO integration library.

In the current implementation, only a restricted subsetasfsible OWL (DL) con-
structs is learned: df s: subCl assOF axioms, class instances, named class assertions,
ow : di sj oi nt Wt haxiomsanadw : Qbj ect Property assertions with df s: do-
mai n andr df s: r ange properties specified.

Note that even an arbitrary external ontology can be intedranstead of the learned
one, however, the integration results are not necessavityptete in the case of more
complex ontologies (e.g., containing complex restricciand anonymous classes). This
is due to the fact that the current implementation is tadospecifically to the rather
simple learned ontologies.

2.2.2 Ontology Alignment Wrapper

When the learned ontology; has been created, it has to be reconciled with the mas-
ter ontologyO,, since they cover the same domain, but might be structuréereiitly.
The reconciliation of these ontologies depends on thetgahdi reach an agreement on
the semantics of the terms used. The agreement takes thef@malignment between
the ontologies, that is, a set of correspondences (or mggpiretween the concepts,
properties, and relationships in the ontologies. Howedherpntologies are developed in
different contexts and under different conditions and ttiney might represent different
perspectives over similar knowledge, so the process ofiagrat an agreement will nec-
essarily only come through a negotiation process. The ragot process is performed
using argumentation-based negotiation that uses prefesever the types of correspon-
dences in order to choose the mappings that will be used tiyfim@rge the ontologies
(see Section 2.2.3). The preferences depend on the contégitaation. A major feature
of this context is the ontology, and the structural feattineseof, such as the depth of the
subclass hierarchy and branching factor, ratio of progett concepts, etc. The analysis
of the components of the ontology is aligned with the apgnaacontology evaluation,
demonstrated in [DS06], and can be formalised in terms ¢fifeanetrics. Thus the pref-
erences can be determined on the characteristics of théogptoFor example, we can
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select a preference for terminological mapping if the ardglis lacking in structure, or
prefer extensional mapping if the ontology is rich in ins@s

Thus, the alignment/negotiation wrapper interfaces tvadste- one for the ontology
alignment discovery and one for negotiation of agreed aligmnt. We call these tookKit
andNKit, respectively, within this section. For the former, we Usedntology alignment
API (see [Euz04]) developed by INRIA Rhone-Alged-or the negotiation we use the
framework described in [LTED6]. Both tools are used by the wrapper in order to produce
04 — an ontology consisting of axiorthmerging classes, individuals and properties in the
O andO,, ontologies. It is used in consequent factual merging andesfent in the
ontology reasoning and management wrapper (see Sectigf@r2ietails).

The wrapper itself works according to the meta-code in Atgar 1. The ontology

Algorithm 1 Meta-algorithm of the alignment and negotiation

Require: Oy, Oj; — ontologies in OWL format

Require: AKit, N Kit — ontology alignment and alignment negotiation tools, eesigely

Require: ALMSET — a set of the alignment methods to be used

Require: PREFSET — a set of alignment formal preferences corresponding tatheO 5, ontologies (to be used in N-kit)

1S40

. for method € ALMSET do

Sa — SaUAKit.getAlignment(Or,, O pr, method)

. end for

: Aggreed +— NKit.negotiate Alignment(Sa, PREFSET)
. O4 «— AKit.produceBridgeAzioms(Aggreed)

s return O 4

NoulrwNR

alignment API offers several possibilities of actual atiggnt methods, which range from
trivial lexical equality detection through more sophiatied string and edit-distance based
algorithms to an iterative structural alignment by the OU4aaithm (see [ELTV04]).
The ontology alignment API has recently been extended by thaodefor the calcula-
tion of a similarity metric between ontology entities, arapthtion of the SRMetric used
in [VTWO05]. We also consider a set of justifications, that lexp why the mappings
have been generated. This information forms the basis ®mn#yotiation framework
that dynamically generates arguments, supplies the redeothe mapping choices and
negotiates an agreed alignment for both ontologiegandO,,.

2.2.3 Ontology Merging Wrapper

This wrapper is used for merging of tli¢z, andO,, ontologies according to the state-
ments inO 4 (each of the ontologies technically represented as a ragpdena ontology
model). Moreover, the wrapper resolves possible incomstsés caused by the merging
— favouring the assertions in tli¢,, ontology, which are supposed to be more relevant.
The resulting ontology); is passed to the ontology diff wrapper to be compared with

3Seeht t p: // al i gnapi . gforge. inria.fr/ for up-to-date information on the API.
4Using constructs likewl:equivalentClassowl:sameAsowl:equivalentPropertyrdfs:subClassObr
rdfs:subPropertyQf
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the formerO,, master ontology. The respective addition model forms asbfasi the
natural language suggestions that are produced as a firggirof the integration (see
Sections 2.2.4 and 2.2.5 for details).

Algorithm 2 describes the meta-code of the process arralpgéte ontology merging
and reasoning wrapper. We currently employ no reasonirtgimerge() function. How-

Algorithm 2 Meta-algorithm of the merging and inconsistency resotutio

Require: Oy, O, O 4 — ontologies in OWL format

Require: merge() — a function that merges the axioms from input ontologiessgay implementing reasoning routines according
to the ontology model used

Require: C — set of implemented consistency restrictions; each elemem& C can execute two functions.detect() and
r.resolve() that detect (and return) and resolve an inconsistency imghe ontology, respectively

: Or < merge(On,OL,04)

. inconsistencies «— 0

. for r € C'do

inconsistencies «— inconsistencies U r.detect(Or)
O1 « r.resolve(Or)

. end for

. return Oy, inconsistencies

ever, sub-class subsumption (as implemented by the Jemawrark) is used when de-
tecting and resolving inconsistencies. The inconsiseanaie constituted by user-defined
restrictions. These restrictions are implemented as skieg of a generic inconsistency
detector and resolver in the ontology merging wrapper. Taisan implement either log-
ical (in terms of Description Logics, see [BCN3]) inconsistencies, or custom-defined
inconsistencies (i.e. cyclic definitions) according touiegments of particular practical
applications.

The automatic inconsistency resolution itself is somewheky. However, we can
apply a sort of “greedy” heuristic, considering the assesiin the masted,, ontology
to be more valid. Therefore we can discard axioms fl@pmor O 4 that are inconsistent
with axioms inO,, — we call such axiomsandidaten the text below. If there are more
such axioms, we discard them one by one randomly until thenisistency is resolvéd
If all the conflicting axioms originated i®,,, we just report them without resolution.

We currently implement and resolve the following incoreisties:

e sub-classhierarchycycles these are resolved by cutting the cycle, i.e. removing a
candidateowl:subClassOs$tatement;

¢ disjointness-subsumptionconflicts: if classes are said to be disjoint and a sub-
class relationship holds between them at the same time, didzda conflicting
assertion is removed;

SThis is the currently implemented way, however, we plan tpriowe the selection of candidate axioms
according to confidence ranking produced by the Text20Onib-tsimilarly to the technique described
in [HVO5]. This is scheduled for the next version of the DIN@egration library.

8if learned ontologies only are integrated, the resolutibthese inconsistencies obviously handles all
possible (logical) inconsistencies that can be introdigeidtegration due to restricted range of the learned
axioms (see Section 2.2.1). However, this does not nedlysseran that all the inconsistencies possibly
present in the master ontology will be resolved, too.
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¢ disjointness-superclasgonflicts: if a class is said to be a sub-class of classes that
are disjoint, a candidate conflicting assertion is removed,;

¢ disjointness-instantiation conflicts (specialisation of the above): if an individual
is said to be an instance of classes that are disjoint, adatedtonflicting assertion
is removed.

Note that each element of the set of inconsistencies redimé\lgorithm 2 (besides
the integrated ontology itself) is associated with a sim@&ural language description.
The descriptions are presented in the DINO user interfacéufther examinations by
human users.

2.2.4 Ontology Diff Wrapper

Possible extension of a master ontola@y; by elements contained in the merged and
refined ontologyD; naturally corresponds to the differences between themaitqolar,
the possible extensions are equal to the additionisrings intoO,,. The additions can be
computed in several ways. The ontology diff wrapper in DIN€2is a way to uniformly
interface the particular methods of addition computatidlm matter which underlying
method is employed, a respective Jena ontology model econggthe respective additions
is returned. Currently, the following methods are impletedrwithin the wrapper:

1. SemVersion-based diff computation — additions at the RBple) level computed
using the SemVersion library [VGO06]

2. addition model computation by set operations on the uyidgrJena RDF models

3. addition model computation by direct iterative queryafighe former master on-
tology model, integrated model and alignment model forrezfee purposes (see
Algorithm 3 for details on implementation)

For the practical experiments with ontologies, we have ukedhird method — mainly
due to the fact that it computes the additions directly atahtlogy level and not at
the lower triple level (which means subsequent processiad When getting back to the
ontology model again).

Note that the algorithm does not compute all differencesvben arbitrary ontolo-
gies in general. However, this is no drawback for the curmapiementation of DINO
integration. We deal with a learned ontology extending tlzster one. The extensions
originating in automatically learned knowledge do not aabe whole range of possible
OWL constructs, thus we do not need to tackle e.g. anonymasses and restrictions in
the addition model computation. Therefore the employedocusddition computation
can be safely applied without any loss of information. Thepated addition ontology
model is passed to the suggestion sorter then (see Sec@&f@: details).
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Algorithm 3 Meta-algorithm of the addition model computation (by diremdel query-
ing)
Require: O,s, 071, O o — former master, integrated and alignment ontologies, aesly

Require: copyResource() — a function that returns a copy of an ontology resource (el@ss or property) including all relevant
features that are bound to it (e.g. subclasses, supergjasstnces for a class or domain and range for a property)

1: Ouqgea — 0

2: for ¢ € O1.getNamedOntologyClasses() do

if not Ops.contains(c) or O 4.contains(c) then

Oqudded — copyResource(c)

end if

6: end for

7: for p € O1.getOntologyProperties() do

8: if not Ops.contains(p) or O 4.contains(p) then
. Oqudded — copyResource(p)

10:  endif

11: end for

12: retun Ogqged

aRrw

2.2.5 Sorted Suggestions Generator

The addition ontology passed to this component forms a lashé eventual extension
suggestions for the domain experts. In order to reduce floet @i the final reviewing
of the master ontology extensions, we create respectivelsinatural language sugges-
tions that are associated with corresponding facts in thitiad ontology model. The
natural language suggestions are then presented to usémsn-arsuggestion is accepted
by the users, the associated fact is included into the mast®togy model. Table 1
shows a scheme of the natural language (NL) suggestion @jemer Ther variable

Table 2.1: Scheme of suggestion generation

[ Axiom pattern | NL suggestion scheme | Example
classc is related by The class:y.label() f(r) The class "difference” is
relationr to classco the classa.label(). disjoint with the class "inclusiarc”.
individual 7 is a The class:.label() has the The class "thecytoskeletonorganiserc”
member of class i.label() instance. has the "centrosomg instance.
propertyp; with features There is g1 .label() g(x) There is a "containr” object property.
featuresr is related to property. Itisf(r) pa.label(). Its range is the "orgawr” class.
propertyps by relationr
propertyp; with There is gp1.label() g(x) There is a "containr” object property.
featuresr has domain/ property. Its domain/range It has the "hagpartr” superproperty.
range clasg is thec.label() class.

represents possible relations between classes or prepéetg.r df s: subC assOf,

rdf s: subPropertyOf or ow : di sj oi nt Wt h), mapped by the functiorf() to

a respective natural language representation (esca sub-class ¢fis a sub-property

of or is disjoint with). The x variable represents possible features of a property (e.g.
ow : Cbj ect Property orow : Functi onal Property, mapped by the function
¢g() to a respective natural language representation ¢bjgctor functiona).

In general, the number of suggestions originating from thditeon ontology model
can be quite large, so an ordering that takes a relevanceuneeaispossible suggestions
into accountis needed. Thus we can for example eliminatgesigpns with low relevance
level when presenting the final set to the users (withoutwlielming them with a large
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number of possibly irrelevant suggestions).

As a possible solution to this task, we have proposed andeimghted a method
based on string subsumption and Levenshtein distance @levBhese two measures
are used within relevance computation by comparing thecéxabels occurring in a
suggestion with respect to two sefs,(.5,) of words, provided by users. Thg, and.S,
sets contain preferred and unwanted words respectivehgeroing the lexical level of
optimal extensions. The general structure of the sortingtion is given in Algorithm 4.

Algorithm 4 Meta-algorithm of relevance-based triple sorting

Require;: SUGGESTION S — list of suggestions
Require: PREF = {Sp, Sn} — user preferences

1: HASH = {}

2: for T € SUGGESTIONS do

3. HASH|getScore(T, Sp, Syn)] « T
4: end for

5: retun sort(HASH)

ThegetScore() function is crucial in the sorting algorithm. Itis given byetformula:
getScore(T, Sy, Sy) = rel(T,S,) —rel(T, S,),

whererel(T, S) is a function measuring the relevance of the suggeStiaith respect to
the words in the se$. The higher the value, the more relevant the triple is. Weelibgy
the relevance function in detail in Algorithm 5.

The function naturally measures the “closeness” of thel$adiecurring in the sugges-
tion to the set of terms i. The value ofl is achieved when the label is a direct substring
of or equal to any word irt or vice versa. When the Levenshtein distance between the
label and a word irt' is lower than or equal to the defined threshglthe relevance de-
creases from by a value proportional to the fraction of the distance and this is not
the case (i.e. the label’s distance is greater thimn each word inS), a similar principle
is applied for possible word-parts of the label and the @hee is further proportionally
decreased (the minimal possible value being

Note that the complexity of sorting itself mostly contribstto the overall complexity
of the relevance-based sorting of suggestions. As can bedfout from Algorithm 5,
the complexity is inO(cmnl? + mlogm) (¢ — maximal number of terms occurring in
a suggestion, thus a constant;— number of suggestions; — number of words in the
preference set$;,— maximal length of a word in suggestion terms, basicallyestant),
which givesO(m(n+logm)). As the size of the sets of user preferences can be pragticall
bounded by a constaihtwe obtain theD (m logm) complexity class with respect to the
number of suggestions, which is feasible for most practapalications.

’In theory, this constant can be quite large, however, intfm@cscenarios, users usually do not define
infeasibly large sets of preferences for particular irdéign iterations.
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Algorithm 5 The relevance function

Require: S; — a set of (possibly multiword) lexical terms occurring iretsuggestion
Require: S — set of words

Require: p € (0, 1) influences the absolute value of relevance measure

Require: t — integer constant; maximal allowed distance

Require: levDist(s1,s2) — Lev. distance implementation

1: for elem € S; do

2. Retem — 0

3: end for

4: for elem € S; do

5. if elem is a substring of or equals to any word$hor vice versaghen
6: Retem — 1

7. else

8: d — oo

9: for v € S do

10: if levDist(elem,v) < dthen

11: d «— levDist(elem, v)

12: end if

13: end for

14: if d < tthen

15 Rele'm — (1 - H,Ll)

16: else ifelem is a multiword termthen

17: L « set of single terms in thelem label expression
18: EXP —0

19: for uw € L do

20: if v is a substring of or equals to any wordS$hor vice versahen
21: EXP — EXP+1

22: else

23: d«— oo

24 for v € Sdo

25: if levDist(u,v) < dthen
26: d «— levDist(u,v)

27: end if

28: end for

29: if d < ¢then

30: EXP—EXP+(1- )
31: end if

32: end if

33: end for

34: if EXP = 0then

35: Relem — 0

36: else .

37 Rele'm — pEXP

38: end if

39: end if

40: endif

41: end for

R

elem

. >
42: return %

2.2.6 Natural Language Generation (NLG) Component

The DINO framework is supposed to be used primarily by usdrs are not experts in

ontology engineering. Therefore the suggestions are pextiin a form of very simple

natural language statements, as seen in the previousrsedfloreover, we automati-

cally create a natural language representation of the waduéion model, interfacing the
framework described in [TPCBO06]. This is meant to furthgysart lay users by readable
representation of the whole addition model in order to gnemt an overall impression of
the changes.
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The single suggestions are still bound to the underlyingstant in the addition on-
tology model. Therefore a user can very easily add the apjptegOWL axioms into the
new version of th&),, master ontology without actually dealing with the intrie@WL
syntax itself. Concrete examples of both suggestions antdntmus natural language
representation of the addition model are given in Chapter 3.

2.3 Integration as an Ontology Revision Operator

In [NHA*07], Chapter 2, we defined several postulates for rationabBted ontology
change operators (hamely foontractionandrevision i.e. for removing and adding of
axioms into an ontology). Since we support OWL DL ontologng$e integration process
described above, we fit into this theoretical framework. &bwer, the integration process
in fact consists of axiom addition into the master ontology.

Since the final integration step is done by human users, tldeanocess can scarcely
be covered by a formal definition of an ontology revision @per (due to the non-
determinism of the human involvement — human users may lpgss$ecide to include
modified set of axioms, using the automatically offeredsin set as only a kind of “in-
spiration”). However, we can restrict the situation a bit(by, taking only the integration
of learned ontologies into account and (2), consideringhalautomatically generated
extension axioms as a base for the revision.

In the simplified case, we have only a restricted subset ofiplessOWL DL con-
structs in the revision set generated by the integrationgs®, due to the simple nature
of the learned ontologies (see Section 2.2.1). Moreoverctntent of the revision set
is precisely determined. Every possible inconsistencgsslved by default in this case
restricted only to learned ontologies (see Section 2.2.3).

Let us go through the postulaté3+1) to (O+4) in [NHA *07] now, showing that the
revision operator of restricted DINO integration confortaghem. We do not consider
the postulatéO+5), as it involves a contraction operator that is not impleradir DINO.

In the postulates, we use the same notation as in [N®#4 — i.e.,O stands for master
ontology in our contextX for the revision set;+ for the revision operator (integration),
Cn for a Tarski-like deductive closure of an ontolodyfor a set of all possible axioms
of a given ontology language & for semantic ontology equivalence. The postulates
assume that th& ontology is consistent, which is generally not the case ler real
world ontologies that can form a master ontology for thegration process. However,

if we further restrict our situation and take only consistaaster ontologies into account
(which is not that harmful, considering the fact that ongidésshouldbe consistent), we
can show the conformance of DINO integration to the postslas follows:

e (O+1) X C O+ X. The inclusion of axioms associated with suggestions, igéee
as described in Section 2.2.5, is based on a set union witimtdster ontology
axioms, therefore the postulate holds for the restrictdd@integration.
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e (O+2)If Cn(OU X) # LthenO + X = O U X. Combining the discussion of
postulategO+1) and(O+3), we can see that this postulate obviously holds, too.

o (O+3)If Cn(X) # L thenCn(O + X) # L. We know thatX is consistent (all
the inconsistencies are resolved in our restricted sdoatiThe integration is based
on the set union, as stated above. Union of two consistesta$edaxioms does
not necessarily have to be consistent. However, the instamgiies in the revision
set are resolved after threappingwith the master ontology (see Section 2.2.2).
Therefore, all inconsistencies possibly originating frtima trivial set union merge
of learned and master ontologies are already resolved oungehe X set. Thus
the postulate holds.

o (O+4)If X 2 Y thenO+ X = O+ Y. Using the postulatéO+2), we can assume
thatO + X = O U X andO + Y = O UY. Therefore, ifX = Y, then obviously
OuX=0uUY.
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Chapter 3

Sample Experiment with the DINO
Integration

We applied the integration technique described in Sectignr2the context of data typi-
cal for biomedical research. However, the typical way ofleitimg the DINO integration
technique reported in this section is rather general, straems at cost-efficient extension
of a master ontology by knowledge learned from empiricahdahus, a similar deploy-
ment of the integration can actually help to tackle needs wéhmwider range of similar
use cases in a domain-independent way.

3.1 Characteristics of the Experiment

Real world data for the master ontology and ontology leaysiources were used. More
specifically, we employed resources from the CO-ODE bioriediontology fragment
repository and data from relevant Wikipedia topics, respectively.

Rigorous evaluation of the whole process of integration mplex task involv-
ing many open problems (for instance, there is no standaxagy evaluation process
applicable in general — see [HS@5, DS06]). Moreover, there is an emphasis on the
human-readable and layman oriented form of the integrationess results. This dimen-
sion forms a primary axis of the evaluation; however, itdisation involves logistically
demanding participation of a broader (biomedicine) expemmunity.

Accomplishing the above tasks properly is a part of our fitwork. Nonetheless,
there are several aspects that can be assessed and regernt&dtbout devising an opti-
mal ontology evaluation method (which may be impossiblenay) and/or getting large
representative sample of domain experts involved:

¢ features of the learned ontology (e.g. size or complexity);

Ynitiative aimed at development of authoring tools and asfructure supporting building of
biomedicine-related ontologies. Seet p: / / www. co- ode. or g/ ont ol ogi es for details.
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e mappings established by alignment;

e basic assessment of the quality and correctness of suggestnd their sorting
according to defined preferences.

These factors of integration are analysed and discusshthwait experimental application
described in Section 3.2.

The negotiation component has recently been evaluatedatelyaas a stand-alone
module, using the Ontology Alignment Evaluation Initi@i(OAEI) test suité and ex-
periments on the impact the argumentation approach hasa@adrof mappings. A com-
parison wrt. current alignment tools is presented in [EBT]. The preliminary results
of these experiments are promising and suggest that thenargation approach can be
beneficial and an effective solution to the problem of dyreathy aligning heterogeneous
ontologies. This justifies also the application of the inmpéted technique in the ontol-
ogy integration task.

3.2 Evaluating Integration of Biomedical Knowledge

In order to show the basic features of our novel integratemhmique in practice, we
tested the implementation using knowledge resources fhenbiomedicine domatn In
particular, we combined fragments of GO cellular compomescription and eukaryotic
cell descriptiofl to form the master ontology. In the example scenario, we e
extend this master ontology using content of WikipediaieatonCel | s_( bi ol ogy)
andRed_bl ood_cel | . These resources were passed to the ontology learning DINO
component and the respective ontology was learned. Botkemasd learned ontology
samples are displayed in Figure 3.1 (on the left-hand ard-Hgnd side, respectively).
Note that these master and learned ontologies correspahe #,,, O, ontologies dis-
played in Figure 3.1. The names in the learned ontology haeeific suffixes (i.e. ‘c”).
This is due to naming conventions of the ontology learniggathm we use. We keep the
suffixes in suggestions, since they help to easily discrateinvhat comes from empirical
data and what from the master ontology. However, we filtemtbat when generating the
text representing the whole extension model (see belowameles).

Table 3.1 compares the metric properties of the master arddd ontologies, as
computed by the Protégé tool. The meaning of the columddrsas as follows:

1. ontology type

20AEl has been organised within the Knowledge Web WP2.2. Bee p: // oaei .
ont ol ogymat chi ng. or g/ for details.

3All relevant resources used and/or created during the ithestexperiment are available lat t p:
//smle.deri.ieltools/08/31/dino_exp _data.zip

4Samples downloaded from the CO-ODE repository, sket p://ww. co- ode. or g/
ont ol ogi es/ bio-tutorial/sources/ GO CELLULAR COVPONENT _EXTRACT. ow and
htt p: //ww. co- ode. or g/ ont ol ogi es/ eukari oti c/ 2005/ 06/ 01/ eukari otic. ow ,
respectively.
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L4 replication_c
Mitochondrion dna_replication_c
Mucleolus response_c
Mucleus L J result_c
MucleusAxes blood_cell_result_c
v Plastid ribosome_c
Chloroplast right_c
Ribosome rouleaux_c
Spindle > salamander_c

Wacuole > saturation_c

Figure 3.1: Sample from master and learned ontology

Ontology || Named classes Par. (mn./| Sibl. (mn./| Anonym. | Properties DL
(all/prim./def.) | md./max)| md./max) | classes | (all/obj./dt.) expr.
Learned | 391/379/12| 3/1/5 | 7/1/16 0 13/13/0 | ALC(D)
Master 40/36/4 2/1/2 | 5/1/15 | 16(restr)] 1/1/0 ALCN

Table 3.1: Metrics of master and learned ontologies

2. number of named classes (all/primitive/defined)
3. number of parents (mean/median/maximum)

4. number of siblings (mean/median/maximum)

5. number of anonymous classes (restrictions)

6. number of properties (all/object/datatype)

7. Description Logics expressivity

The learned ontology has a higher ratio of primitive classesreover, it contains no

restriction class definitions. There are some simple olgemperties with both domains
and ranges defined. Its DL expressivity allows concept seteron, full universal and

existential quantification, atomic and complex negatiod datatypes. The expressivity
of the master ontology does not involve datatypes, althdteglows numeric restrictions.

Summing up, the master ontology contains several complicabnstructs not present in
the learned ontology; however, the ontology learned orynftiwo simple and relatively

small resources is much larger.

When computing the negotiated alignment (thg ontology as given in Figure 3.1)
between master and learned ontoldy; mappings were produced and among théén,
were accepted. A sample from the alignment ontology is digd in Figure 3.2.

Merging of the learned and master ontologies accordingga@tmputed alignments
results in several inconsistencies — the report generatddIHO is displayed in Fig-
ure 3.3. Two of these three inconsistencies are resolvaeatty (according to human
intuition) by the algorithm, forming an integrated ontoyog
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<owl:Class rdf:about="#Chromosome"=
=owl:iequivalentClass rdf:resource="#chromosome c"/=
</owl:Class>

zowl:Class rdf:about="#Chloroplast'=
<owl:equivalentClass rdf:resource="#chloroplast c"/=
</owl:Class=

<owl:Class rdf:about="#Ribosome"=
=owl :equivalentClass rdf:resource="#ribosome c"/=
</owl:;Class>

zowl:Class rdf:about="#F1bosome"=
<owl:equivalentClass rdf:resource="#the ribosome_c" /=
</owl:Class>

<owl:Class rdf:about="#Nucleus"=
<owl:equivalentClass rdf:resource="#nucleus _c" /=
</owl:Class=>

<owl:Class rdf:about="#Mitochondrion"=

=owl:equivalentClass rdf:resource="#mitochondrium c" /=
</owl:Class=

Figure 3.2: Sample alignment

Inconsistency:

The following classes are disjoint and i1n mutual sub-class relationship at the same time:

"organelle_c" and "nucleus_c"

Inconsistency:

The following classes are disjoint and i1n mutual sub-class relationship at the same time:

"cell_c" and "blood_cell_c"

Inconsistency:

The following classes are disjoint and i1n mutual sub-class relationship at the same time:

"cell_wall_c" and "membrane_c"

22

Figure 3.3: Report on inconsistencies
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Relevance: 0.75
Suggestion  : The class "cell_nucleus_c" 1s disjoint with the class "compartment_c".

Relevance: 0.083333336
Suggestion @ The class "Mucleus" 1s equivalent to the class "nucleus c"

Relevance: 0.0
Suggestion  : The class "organelle_c" has the "mitochondrium_c" subclass.

Relevance: 0.0
Suggestion @ The class "Mitochondrion" is equivalent to the class "mitochondrium c".

Relevance: -0.8333333
Suggestion : The class "chromosome_c" has the "Organelle" superclass.

Relevance: -0.9166666
Suggestion @ The class "Chromosome" 1s equivalent to the class "chromosome c".

Figure 3.4: Sample suggestions

There are "Cells", "Nucleuss", "bacteriums", and "genetic diseases".

There are "red blood cells", "absorptions", "additional functions", "advantages", and "archaeons".
There are "autoimmunediseases", "aplasiums", "appendages", "areas", and "atoms".

There are "bacterias", "bacteriums", "beacons", "bilayers", and "blockages".

There are "cannots", "capacitys", "capsules", "cells", and "changes".

There are "chloroplasts", "chromosomals", "ciliums", "ceagulations", and "comparisons'.

Figure 3.5: Sample from the generated continuous text

After resolving the inconsistencies and generating thetiaddmodel, natural lan-
guage suggestions (associated with respective OWL axiareg)roduced. Sample sug-
gestions associated with respective relevance measweatisplayed in Figure 3.4. A
portion of the continuous text generated by the NLG compbtiet corresponds to the
addition model is displayed in Figure 3.5. This text is preéed to users in the DINO
GUI interface (after the necessary post-processing, m@réitering and highlighting of
the ontology terms, which is currently still work in progsgslt provides users with an ad-
ditional source of lookup when deciding which suggestiansdcept into the next version
of the master ontology.

The suggestions are the ultimate output of the integrafigorghm. Their main pur-
pose is to facilitate the effort of incorporating new knoelge from unstructured resources
into an ontology by a layman. Therefore we performed basatuawion of several param-
eters that influence actual applicability of the suggestioiVe ran the integration algo-
rithm on the same data with four different suggestion-peafee sets, simulating four
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Iteration Preferred Unwanted IS+ | ISol | 1S=| | |S]
cell; autoimmune
I disease; transport; 0 310 | 429| 0 | 739
drug; gene; DNA
cell; autoimmune bacteria; prokaryotic;
I disease; transport; organelle; wall; 250 | 344 | 145 | 739
drug; gene; DNA chromosome; creation

cell; autoimmune
disease; transport;
drug; gene; DNA
eukaryotic; organ;
I3 function; part; 0 485 | 254| 0 | 739
protein; disease;
treatment; cell part
immunosuppression|,

production
cell; autoimmune bilayer; bacteria;
disease; transport;| prokaryotic; additional
drug; gene; DNA function; organelle;
eukaryotic; organ; | macromollecule; archaeon;
1y function; part; vessel; wall; volume; 314 | 292 | 133 | 739
protein; disease; body; cell nucleus;
treatment; cell part| chromosome; erythrocyte;
immunosuppression|, creation
production

Table 3.2: Iterations — the preference sets and sizes oé#udting suggestion classes

generic trends in the preference definition:

e specification of a rather small number of preferred termsjmeanted terms;
¢ specification of a rather small number of preferred and utediterms;

e specification of a larger number of preferred and unwantedse

Table 3.2 gives an overview of the four iterations, the patér preferred and un-
wanted terms, and the distribution of suggestions intoveglee classes. The terms were
set by a human user arbitrarily, reflecting general intereslinical aspects of the experi-
mental domain knowledge. The terms in preference setsrefhssible topics, which the
users would like to be covered by the automatic extensiomesf turrent ontology (which
has been covering these topics insufficiently so f&r),. S, andS_ are classes of sugges-
tions with relevance greater, equal and lower than zerpeaely (S = S, U Sy US_).

For each of the relevance classes induced by one iteratemamdomly selecte
suggestions and computed two values on this sample:
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Iteration || P | AL | Py | Ay | P- | A_

I 0.45|0.75] 090| 0.60| - -
Is 0.45| 0.75] 1.00| 0.80| 0.60| 0.70
I3 0.70| 0.80| 0.95| 0.75| - -

Iy 0.55|0.75] 0.70| 0.85| 0.50| 0.85

Table 3.3: Evaluation of random suggestion samples pes clas

e P,z € {+,0,—} — ratio of suggestions correctly placed by the sorting aligor
into an order defined by a human user for the same set (acgolithe interest
defined by the particular preferences)

e A,z € {+,0,—}—ratio of suggestions that are considered appropriate byrah
user according to his or her knowledge of the domain (amdrtge@bkuggestions in
the sample)

The results are summed up in Table 3.3. More details on irgextion of all the experi-
mental findings are given in Section 3.3.

3.3 Discussion of the Presented Results

The DINO integration library allows users to submit the @ses containing knowledge
they would like to be reflected in their current ontology. Tdrdy thing that is needed
is to specify preferences on the knowledge to be includenbusie sets of preferred and
unwanted terms. After this, sorted suggestions on possiiielogy extensions (after
resolution or reporting of possible inconsistencies) canplobduced and processed in
minutes, whereas the purely manual development and integraf the ontology would
take hours even for relatively simple natural language uess. Moreover, it would
require a certain experience with knowledge engineerirfgchvis not necessarily true
for biomedicine domain experts.

In Section 3.2 we described the application of our integratechnique to an exten-
sion of a biomedical research ontology fragment. The aedlyssults show that the sug-
gestions produced are mostly correct (even though rathmgrisiand sometimes obvious)
with respect to the domain in question, ranging fré0% to 85% among the algorithm
iterations. The relevance-based sorting according teepgates is more appropriate in
case of irrelevant (zero relevance) suggestions, rangorg 70% to 100% of correctly
placed suggestions. Its precision in case of suggestiahspesitive and negative rele-
vance is relatively lower, ranging fron% to 70%. More terms in the preference sets
cause better sorting performance (the ratio of appropsiaggestions being independent
of this). Thus, the best discrimination in terms of presegnthe most relevant suggestions
first is achieved for larger preference sets. However, dvediscrimination for relatively
smaller sets is fair enough (as seen in Table 3.2 in the pus\gection).

The automatically produced natural language suggestams&e very easily browsed
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and assessed by users who are not familiar with ontologyneegng at all. Since the re-
spective axioms are associated to the suggestions, tlotisian into another version of

the master ontology is pretty straightforward once a suggess followed by a user. The

DINO integration technique still needs to be evaluated witiroader domain expert au-
dience involved; however, even the preliminary results@néed here are very promising
in the scope of the requirements specified in Section 1.1.
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Chapter 4

Other Possible Application Domains

The previous chapter presented sample use case we invedtigaorder to perform a
preliminary evaluation of the DINO platform. Other possilalpplication domains were
discussed according to the use case areas identified ingErmithin the EU IST 6th
Framework project RIDE The areas are rather broad, however, we can track the needs
that can be at least partially covered by an appropriatd@gydifecycle framework. We

do this for five selected domains here:

¢ Longitudinal Electronic Health Record Section 4.1

Epidemiological Registries Section 4.2

Public Health Surveillance Section 4.3

Management of Clinical Trials Section 4.4

Genomics and Proteomics ResearcBection 4.5

The DINO ontology lifecycle framework can serve as a suligthpart of the respective
semantics-enabled solutions in all of the presented agtit domains, since it provides
complete framework for ontology creation, maintenanceraediation in data-intensive
dynamic environments.

Note that there is one generic method of DINO applicatiorsitdg appropriate and
desired throughout all the presented use cases. In praptdgcular institutions and/or
companies may very often want to extend standard upper hi@adeontologies by their
custom domain-specific knowledge. This knowledge can aflyide present within a
large number of natural language resources. ApplicatioDIBO is straightforward in
such cases — the ontology learned from the textual resoig@Esi-automatically inte-
grated into a master ontology, i.e. the upper ontology toxteneled. This method is
further described for a selected application domain in @reh

1The work we refer to was done independently, however, we e@ied with RIDE project representa-
tives to determine appropriate use cases in the contexedfmiowledge Web research.
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4.1 Longitudinal Electronic Health Record

The main topic here is development of standards and plag@upporting creation and
management of long-term electronic health records of pddr patients. These should
be able to integrate various sources of data coming frorerdifit medical institutions in

which a patient may have been treated during his whole life.

The need for integration of different data sources imposasea for appropriate,
possibly automatised, technologies able to facilitate tigk. The common abstract con-
ceptual structure of the electronic health record needs fwopulated and/or extended by
concrete data, present very often in unstructured natarguage form. The electronic
health record should also be opened to efficient and expeegserying.

Ontologies bound to patient data resources in particulstititions can very natu-
rally support the integration of new data into longitudiabgdctronic health records. Once
there is an ontology describing the underlying data, we ¢eecttlly use the integration
mechanism presented here in order to manage the needechtitrgemi-automatically.
Moreover, the DINO framework can serve for easy and laymamted ontology de-
velopment at the institution level. Support for ontologgr@ng directly facilitates the
population/extension. Querying of ontology-enabledtetetc health records is straight-
forward in our framework, using state of the art OWL reasgriools.

4.2 Epidemiological Registries

Epidemiology is concerned with events occurring in popatet — diseases, their rea-
sons, statistical origins and their relation to a selectgzlifation sample’s socioeconomic
characteristics. Epidemiological registries should He &breasonably store and manage
data related to population samples and their medical ate#in order to support efficient
processing of knowledge by experts.

The needs of this application domain can be seen as an exteosihe needs in
Section 4.1. Again, we have to integrate various sourceatdm data, however, this time
we would like to gather knowledge from the electronic hesdttords to create population-
wise repositories. Furthermore, when studying relatia@ta/ben diseases and population
samples, global drug efficiency measures, etc., we neetkeffinechanisms for dealing
with classes and their attributes while querying the stoled.

Once there are ontology-enabled electronic health re¢asd¥escribed in Section 4.1),
we can easily integrate them within another instance ofdeiiology” ontology devel-
oped in the DINO framework. The ontology representationathdn an epidemiology
repository can add an additional dimension to the usuabkstatl processing of popula-
tion data. Using DL-based reasoning on the data semantmessed by the respective
OWL ontologies, we could obtain additional valuable quaively different (symbolic)
results.
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4.3 Public Health Surveillance

Public health surveillance presents ongoing collectiaoralysis, interpretation and dis-
semination of health-related data in order to facilitateubligc health action reducing
mortality and/or improving health [Eic06]. It has severabfic health functions, includ-
ing estimating the impact of a disease, determining theiigton and spread of illness,
outbreak detection or evaluating prevention and contr@suees.

The needs are similar to Section 4.2. However, there arertanpadifferences, as the
active public health functions (e.g. outbreak detectiargatly require efficient dynamic
processing of new data. Moreover, the need for tools abletonaatically process free
natural language text is explicitly emphasised in this @ggion domain concerning the
dynamic knowledge processing.

The basic design principles of DINO directly conform to theeeds here. Ontologies
created and dynamically extended by or confronted with nécal data can efficiently
support expert decisions in risk management tasks. Canisintegration of less crit-
ical data from various sources can back the study of publadtihhessues in long term
perspective at the same time.

4.4 Management of Clinical Trials

Briefly put, clinical trials are studies of the effects of ngweveloped drugs on selected
sample of real patients. They are an essential part of theealof new drugs for normal
clinical use, and present an important bridge between rabdisearch and practice.

A need for electronic representation of clinical trialsal&t emphasised. However,
even if the data is electronically represented, problentl 8 heterogeneity and inte-
gration occur as there are typically several differentiingons involved in a single trial.
Efficient querying is necessary in order to reduce the oleost of clinical trials signifi-
cantly.

Once again, ontologies developed and/or mediated usin@iR® framework can
facilitate the integration problems. Universal formal OWdpresentation allows unified
guerying of different clinical trial data then.

4.5 Genomics and Proteomics Research

Similarly to Section 4.4, this application domain is rethte translational medicine and
to bridging the research and clinical practice. Genomicsm@nteomics research studies
genes, proteins, their effects, mutual influences andaantiems within the human organ-
ism. It covers both basic and applied medical and pharmaetuesearch.

Integration of various knowledge repositories is heede@mwpursuing study in a
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particular sub-domain of genomics and proteomics. We mayl e integrate specific
knowledge e.g. in GO or UMLS controlled dictionadesd in clinical reports on drug
compounds and their effects in practice. The merits of efficuerying of the knowledge
are obvious even in this case.

The ontology development and integration services, tagethth OWL-based for-
malised support for efficient reasoning, cover the needs &véhis application domain
to some extent. Unfortunately, there are practical linota mainly in the lack of for-
mal structure of genomics and proteomics knowledge bashsir fransformation into
a formal ontology is thus not trivial. However, after deymizent/adaptation and im-
plementation of a certain methodology and rules of thisdliation, the semi-automatic
relevance-guided integration proposed in DINO can helpisitask even if the translation
itself would not perform very well.

2Seeht t p: / / www. ebi . ac. uk/ ego andht t p: // uni si nf o. nl m ni h. gov, respectively.
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Chapter 5

Basic User Manual for DINO
Applications

This chapter presents a basic user manual for the softwgementing the DINO ontol-
ogy integration functionalities. You can download all tieéated materials, source code
and applications dittp: //sm | e. deri . i e/ t ool s/ di no. The user manual con-
sists of three parts:

1. Section 5.1 — general comments on prerequisites of th&htology integration
applications

2. Section 5.2 — description of a GUI user interface to the Didhtology integration
library, namely comments on installation, execution argddgl actions (associated
by respective screenshots)

3. Section 5.3 — description of an APl programmatic intexfaxcthe DINO ontology
integration library, namely comments on its installatioxd dample code, referenc-
ing respective detailed JavaDoc API whenever needed

5.1 Prerequisites

A general prerequisite is a machine with Java SE platforrtailesl. For both APl and

GUI interfaces, the Java virtual machine (JVM) should betdned with 768MB or more

of dedicated heap memory in order to ensure smooth perfaen@dawer amounts of

memory will work, but may reasonably slow down or even disat@rtain phases of the
ontology learning or integration). You can set the Java Imeamory for instance using the
- Xs| NI T_SI ZEmand- Xnk MAX_SI ZEmparameters of theava command in order to

set the initial heap size 1oNI T_SI ZE and maximum heap size MAX_SI ZE megabytes,

respectively.

Required 3rd party applications are covered in the follgnparagraphs of this sec-
tion.
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GATE - NLP and IE framework GATE [CMBTO02] is a general architecture for text
engineering with a wide range of functions and possibleiagpbns. DINO uses the
GATE API for several tasks — mainly for natural language fmeprocessing in the on-
tology learning phase and for the natural language geoarabmponent. Therefore, it
needs to be installed on your machine before you can staggtthe DINO applications.

The DINO framework has been tested with GATE versions 32.a8d 4 (available at
http://gate. ac. uk/ ). However, there may be (rather unlikely) settings (e.gpemw
working with the DINO API interface in some versions of Eslgon certain platforms)
hampering using DINO with the official GATE versions. If thésthe case, you may try
to use a tested alpha-version availablatatp: / / smi | e. deri . i e/ t ool s/ di no/
downl oad/ gat eda. zi p.

Text20nto - ontology learning tool and library Text20nto is an ontology learning
library and GUI-enabled application framework aimed atotogy learning from a nat-
ural language text corpora. We interface the Text20nto APthe ontology learning
component of DINO. The tool is availablelatt p: / / ont owar e. or g/ pr oj ect s/

t ext 2ont o/ . Versions 130607 and 180607 have been tested; any futis®reshould
work fine with DINO.

See Chapter 2 in [VS05] (availablefatt p: / / www. sekt - proj ect. org/rd/
del i ver abl es/ under ID 3-3-1) in order to figure out how to properly configtiie
Text20nto library.

5.2 DINO GUI

The DINO GUI interface is available &tt t p: // smi | e. deri . i e/t ool s/ di no/
downl oad. ht m . Note that the GUI version 0.1 is a public alpha testing arsnot
intended for production use as such.

5.2.1 Notes on Installation and Configuration

The following instructions, namely those related to the DISUI start-up script config-
uration, hold for installation on Windows platforms. If youend to use DINO GUI on a
platform other than Windows, you can easily launch it usheg tava or equivalent com-
mand directly, with the command line parameters set acegridi the Windows start-up
script included in the package.

Recommended GATE and Text20nto installation location After downloading the
DINO GUI package, extract its content into a directory on rymachine (this direc-
tory is referred to aPl NO.GUI _HOVE in the following text). It is recommended to
install/extract the GATE and Text20nto tools into tBeNO.GUI _HOMVE directory as
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DI NO.GUI _HOVE/ gat ed4a andDl NO.GUI _HOVE/ t ext 2ont 018 directories, respec-
tively. You can also create respective symbolic links fromarycustom installation loca-
tions to these recommended directories.

Set theDl NO.GUI _HOVE/ r un. bat start-up script up  If you have installed/extrac-
ted GATE and Text20nto int®@l NO.GUI _HOVE/ gat e4a and DI NO.GUI _HOVE/ -

t ext 2ont 018 directories, you will only need to set up a value @fNO variable to
point to yourDl NO_.GUI _HOVE directory:

set DI NO=<DI NO.GUI _HOVE>

In case you have not used the recommended locations for GAGHext20nto, you
will need to chang&ATE andT2Ovariables to point to their home directories as well:

set DI NO=<DI NO.GUI _HOVE>
set T20=<Text 20nt o_HOVE>

set GATE=<GATE_HOVE>

SetuptheText 20nt 0o _HOVE/ t ext 2ont 0. properti esfile ModifytheText 2-
Ont 0_HOVE/ t ext 2ont 0. pr operti es file according to the following:

| anguage=engl i sh

gat e di r =<Text 20nt o HOVE>/ 3r dparty/ gat e/

gat e_app=appl i cati on. gate

j ape_mai n=mai n. j ape

stop_fil e=stopwords. txt

creol e_di r=<Text 20nt o HOMVE>/ 3r dparty/ gat e/

jwnl properties=<Text 20nt o HOVE>/ 3rdparty/jwnl/fil eproperties.xm
t enp_cor pus=<Text 20nt o HOVE>/ t enp

i cons=<Text 20nt 0o HOVE>/ i cons/

dat ast ore=seri al

where<Text 20nt 0_HOVE> is your Text20nto home directory.

Important note: After setting up thEext 20nt o HOVE/ t ext 2ont 0. pr oper -
t i es file you have to copy it into th® NO.GUI _HOVE directory (otherwise Text20nto
will not see it).

Set the GATE_HOVE directory in the DINO interface  After you have launched DINO
GUI (using either the start-up script or direct invocatigtj lava command), you have to
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set up the GATE home directory in tisettinggnenu item of the interface. Select the item
Set pat hs there and put a path to yo@ATE_HOVE directory into the configuration
window that pops up.

5.2.2 Working with DINO GUI Step by Step

In the paragraphs below, we describe typical actions peddrwhen working with the
DINO GUI interface step by step. Note that only simple exptany data is used in the
examples — for a practical use you have to pay much more @ttefior instance to setting
the preference terms if you want to achieve reasonabletsasuhe eventual suggestion
sorting.

Launching

The DINO GUI interface after launching is displayed in Fig&r1.

Besides the menu (its essential items are described in Hogviiog text and in Sec-
tion 5.2.1), several fields are present in the interface:

e Resourcesfor ontology learning — corpus of natural language texts can be created
here; the corpus is then used for ontology learning, if ankedrontology is to be
integrated

e Master ontology — the master ontology to be used within the integration can be
specified and uploaded here

e External ontology — an external ontology can be specified and uploaded hehneryeit
external (if present), or a learned ontology can be integratto the master one
using the DINO GUI interface — see below for details

e Positive preferences — positive preferences (i.e., the words or expressionsateat
preferred as labels for integrated ontology elements) easplecified here

¢ Negative preferences — negative preferences (i.e., the words or expressionatbat
unwanted as labels for integrated ontology elements) capéeified here

e Suggestions and inconsistencies — the integration output is displayed in this field;
see below for details

Selecting a master ontology

If you press theBrowsebutton in theMaster ontology field, the file selection window
pops up, as showed in Figure 5.2.
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< DINO Integration Manager

File Settings
Resources for ontology learning Master onkology
Resource: File (in RDF,I’XML):| |[ Browse |
| |[ Browse ]
Label:| | add External ontology
Resaurce Label File (in RDFIXML):| |[ Browse Integrate externall
Suggestions and inconsiskencies
Inconsiskency
Remove Remowve &l
Integrate learned!
Positive preferences
Positive preferences:
Relewance | Suggestion Accepted
Remove Remove &l
Megative preferences
Megative preferences:
Remowve Remove all Seleck all Reset Save onkology!
Figure 5.1: Launching the DINO interface
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INO Integration Manager

File Settings

Resaurces for ontology learning

Resource:

IMaster onkalogy

File {in RDF.,l'XML):i [ Erowse |
|[ Browse ]
Labeﬁi | Aidd External ontalogy
Resource - ' externall
Look in: |[E| testdata V| @ [;ﬂil
. | __rorpus
Remove L@ I corpus
ooy Posledni
Integrat Halmeaty
Positive preferences| @
Term: Plocha
Positive preferenced
Diokumenty
Accepted
Remove
= Tento pocitad
Megative preference

Term:

Negative preferencd

<

Iista v siti

File: marne: | masterModel, owl | [

Qpen J

Cancel

Files of type: |Ont0|0gy Files (*,rdf, *.rdfs, *,owl, *xml)

Remove

el
i

=move 3l

Sedect all Reset

Save ontology!

Figure 5.2: Choosing a master ontology
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£ DINO Integration Manager

File Settings
Resources for ontology learning Master onkology
Resource: File {in RDFIXML):| _\devitestidinoltestdataimasterModel awl |[ Browse ]
|[ Erowse ]
Label:| | Exkernal ontology
IR Label FiIe(inRDF,l’XML):| [ erowse

Suggestions and inconsistencies

Inconsistency

Pasitive preferences

Term:

Pasitive preferences:

Relevance | Suggestion Accepted

Megative preferences

Tetmn:

Megative preferences:

Figure 5.3: Loading the master ontology

After selecting the master ontology file (in RDF/XML OWL s, it is ready to be
uploaded as a master ontology in the integration process.cso also edit the file path
directly in the respective field, as can be seen in Figure 5.3.

Creating a text corpus

If you want to integrate an ontology automatically createshf natural language re-
sources, you have to upload the respective resources (im tetet format) first. You
can choose a file to be added to the corpus usin@tbe/sebutton in theResources for
ontology learning field, as shown in Figure 5.4.

You can also specify the path to the file directly in the retipedield, as can be seen
in Figure 5.5.

After specifying the file to be added to the corpus, you can@ate a label with it
using theLabeltext field, as shown in Figure 5.6.
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INO Integration Manager

File Settings.

Resources for ontology learning

IMaster onkalogy

File {in RDF,I’XML):| CildevitestidinaltestdataimasterModel.cwl |[ Browse ]

External ontology

Resource:
" Erowse |
Label:| | Aidd
Resource
ReEmove
P Posledni
Iritegrat
e dokumenty
Positive preferenced @
-
Tetm;
i Flocha
Positive preference:
&
Dokumenty

8

Tento poditad

<

Remoyve

Megative preferency

—

Accepted

Term: File: marne: | __thi.kxk | [ Open ]
MNegative preferenc MMiska v siti Filas of bype: |Plain Text Files (% bxt) v| [ Carcdl ]
Femave Ramove all Select 5l

Raset Save oritology!

Figure 5.4: Choosing a text corpus file
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DINO Integration Manager,

File Settings
Resources for ontology learning Master onkology
Resource: File: {in RDFIXML):| CridevikestidinateskdataimasterMadel, owl |[ Browise ]
sstdatalcorpus),_ rbe.bxt] |[ Browse ]
Label: |[ add ] External ontalogy
Resource Label File: {in RDFIXML):| |[ Browse Integrate externall
Suggestions and inconsistencies
Inconsistency
Remove Remove all
Integrate learned!
Pasitive preferences
Pasitive preferences:
Relevance | Suggestion Accepted
Remove Remove &l
Megative preferences
Megative preferences:
Remove Remove all Select all Resek Save onkology!

Figure 5.5: The text corpus file selected
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= DINO Integration Manager

File Settings

Resources for ontology learning Master onkology

Resource: File: (in RDFIXML):| CdevitestidinaitestdataimasterMadel owl |[ Browse ]
sstdatalcorpust_ rbe.bxt |[ Brawse ]
Label:| 2ed blood cell |[ add ] External ontolagy
Resource Label File {in RDF,I’XML):| |[ Brawse Integrate externall
Suggestions and inconsiskencies
Inconsiskency
Remove Remowve &l
Integrate learned!
Positive preferences
Positive preferences:
Relewance | Suggestion Accepted
Remove Remove &l

Megative preferences

Megative preferences:

Remove Remove all Select all Resef

Save onkology!

Figure 5.6: Labelling the text corpus file
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£ DINO Integration Manager,

File Settings
Resources for ontology learning Master onkology
Resource: File: (in RDFIXML):| CdevitestidinaitestdataimasterMadel owl |[ Browse ]
| sstdatalcorpust_ rbe.bxt |[ Brawse ]
Label:| |[ add ] External antology
Resource Label File {in RDF,I'XML):| |[ Browse

.. Red blood cell

Suggestions and inconsiskencies

Inconsiskency

[ Remove ][ Remove all ]

[ Integrate learned! ]

Positive preferences

Positive preferences:

Relewance | Suggestion Accepted

Megative preferences

Megative preferences:

Figure 5.7: The text corpus file added

After pressing theAdd button in theResources for ontology learning field, the se-
lected and labelled text file is added into the ontology leaycorpus (see Figure 5.7).
You can use th&emover Remove albuttons in the same field in order to get rid of some
or all documents from the corpus.

Preference settings

The preferred and unwanted terms used by the suggestiangsaftjorithm ( see Sec-
tion 2.2.5) can be defined using tResitive preferences andNegative preferences fields,
respectively. Figure 5.8 shows how to type in a positivegnezice term.

After pressing thé&ddbutton in the respective field, the defined preference igdech
as can be seen in Figure 5.9. Note that exactly the same pneciescto be applied when
defining a negative preference, it only has to be done useilyebative preferencesfield.
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DINO Integration Manager,

File  Settings

Resources for ontology learning Master onkology

Resource: File: (in RDF,I’XML):| C\devitestidinaitestdatatmasterMadel, owl |[ Erowse ]

sstdatalcorpust_ rbe.bxt |[ Brawse ]
Label:| |[ add ] External antology
Resaource Label File (in RDF,I’XML):| |[ Browse Integrate externall
estidingt, .. Red blood cell
Suggestions and inconsiskencies
Inconsiskency

[ Remove ][ Remave all ]

[ Integrate learned! ]

Positive preferences

Term:| |[ Add ]

Positive preferences:

Relevance | Suggestion Accepted
Remove Remove all

Negative preferences

Term: Add

Megative preferences:

Remowve Remove all Seleck all Reset Save onkology!

Figure 5.8: Setting preferences — typing a preferred term in
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< DIND Integration Manager

File Settings

Resources for ontology learning

Resource:

|astdata'l,corpus'l,_rbc.txt |[ Browse ]
Label, [Cadd ]

Resaurce Label
Ciidevitestiding)... Red blood cell

Master onkology

File {in RDFIXML):| CiidevitestidinaltestdataimasterModel.awl

|[ Browse ]

External ontology

File {in RDF,l'XML):|

|[ Erowse

Suggestions and inconsistencies

Integrate externall

Inconsistency

[ Remove ][ Remove al ]

[ Integrate learned! ]

Pasitive preferences

Term:|

Pasitive preferences:

[ add |

[ Remove ][ Remove all ]

Megative preferences

Term: Add

Megative preferences:

Relevance Suggestion

Accepted

Remove Remaove all

Select all

Reset

Save onkology!

Figure 5.9: Setting preferences — the preferred term added
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Executing the integration
The integration can be executed in two different ways:

1. integration of a learned ontology— launched by pressing thetegrate learned!
button in theResources for ontology learning field; note that at least the master
ontology has to be selected and respective corpus has teadrbefore you can
launch this mode of integration.

2. integration of an external ontology— launched by pressing thetegrate external!
button in theExternal ontology field; note that at least the master and external
ontologies have to be selected before you can launch thig miodtegration. Also
note that results of integration of more complex externéblmgies (e.g. containing
restrictions or complex anonymous classes) are not nadgsdaal nor complete,
since the current implementation is tuned in order to sugdpes complex learned
ontology integration.

Sample results of integration are displayed in Figure 5.10.

In the three parts of thBuggestions and inconsistencies field, you can see the fol-
lowing (from top to bottom):

e detected inconsistencieghese are resolved by default; you can check the ontology
elements involved in these inconsistencies using an ogyodalitor later on and
possibly adjust the integrated ontology concerning thensstencies found,;

e textual representation of the addition ontologyautomatically generated natural
language text, representing the statements that are todeel &0 the master ontol-
ogy as a result of the integration process

e sorted suggestions the main DINO integration output; the suggestions are pre-
sented in natural language, sorted according to their daeximnilarity to the set
of defined preferences and associated with the underlyitgagy axioms — you
can browse and process them in order to generate the fingtameel ontology, as
described in the following paragraph.

After the integration

A suggestion can be accepted by ticking the respective lsodisplayed in Figure 5.11.

You can also use th8elect allor Resetuttons in theSuggestions and inconsisten-
cies field in order to select or de-select all suggestions, rasdyg. After selecting all
accepted suggestions, you can eventually save the intelgzatology using th&ave on-
tology! button. When pressing this button, the axioms correspgnttinthe accepted

INote that implementation of the appropriate post-proogssf rather distracting form of this output is
currently in progress as one of the major DINO improvemelasnped for the near future.
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DINO Integration Manager.

File Settings

Resources for ontology learning

Resource;

iastdata'l,corpus'l,_rbc.txt |[ Brawse ]
Label| [ add |

| Resource Label
Red blood cell

\dinc,

Remoyve ][

Positive preferences

Remove J[ Remove &l ]

Megative preferences

e
MNegative preferences:

Remove &l ]

Master ontology

File {in RDFIXML):! CiidevitestidinoitestdataimasterModel. owl

|[ Browse ]

External ontology

File: (in ROFfMLY:] |[ Browse
.

Suggestions and inconsiskencies

Inconsistency

1 |The Fallowing classes are disjoint and in mutual sub-class relationship at the same time:"nucleus_c" ...

& are act_cs, advantage_cs, and aplasium_cs. There are area_cs, aktom_cs, and blockage_cs. There are |
od_cs, body_cs, and cannot_cs, There are capacity_cs, cell_cs, and change_cs. There are coagulation_c

, day_cs, and dioxide_cs. There are disease_cs, disk_cs, and donation_cs, There are embryo_cs, enzyme
s, and ervthrocyte_cs. There are erythropoietin_cs, Factor_cs, and Family_cs. There are fever_cs, forma
n_cs, and gil_cs. There are glycoprotein_cs, group_cs, and hemoglobin_cs. There are horse_cs, intake_c
and iron_cs, There are leukocyke_cs, load_cs, and lung_cs. There are mammal_cs, man_cs, and marrow_
There are membrane_cs, microangiopathy_cs, and molecule_cs, There are myoglobin_cs, navigation_cs,
d oximetry_cs, There are pain_cs, parasite_cs, and part_cs. There are particle_cs, pathology _cs, and ple
ma_cs. There are produce_cs, production_cs, and profile_cs. There are protein_cs, receptor_cs, and red
ct_cs. There are result_cs, right_cs, and rouleaux_cs. There are salamander_cs, saturation_cs, and sear

1
IThis is the textual representation of an ontology, There are Cells, abnormality_cs, and absorption_cs, T |

comparison_cs, and compound_cs. There are constituent_cs, count_cs, and cycle_cs, There are damage,

c=. Thers are section s, sequester cs, and shape cs. There are sickle cs, site cs, and splsen cs. The ¥ |

Relevance | Suggestion Accephed
The class "cell_c" has the "blood_cell_c" subclass, ]
The class "cell_c" has the "stem_cell_c" subclass.

The class "muscle_cell_c" has the "cell_c" superclass,

The class "cell_c" has the "cell_with_1_nucleus” instance.

The class "cell_c" has the "musde_cell_c" subclass,

The class "cell_c" has the "cell_with_no_nucleii_that_not_an_abnor...
The class "cell_c" has the "cell_with_unstated_nucleii” instance,

The class "ster_cell_c" has the "cell_c" superclass.

The class "cell_c" has the "cell_with_Z_nucleii” instance.

The class "cell_c" has the "cell_with_no_nucleii” instance,

The class "blood_cell_c" has the "cell_c" superclass,

0,92 |The class "Cell" is equivalent to the cass "cell_c",

CraR iR = AR, SR

—la

ra

D00 OOEOEOEEEcEr

[ Select all ][ Reset H Save on-tology!

Figure 5.10: After launching the DINO integration
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DINO Integration Manager.

File Settings

Resources for ontology learning Master ontology

Fesource: FiIe(inRDF,l’XML):! CiidevitestidingteskdatalmasterMaodel, owl |[ Browse ]
| sstdatalcorpus),_ rbe.txt |[ Browse ] :

Label: ![ add ] External ontalogy

|RESDUrce Label | FiIe(inRDF,l’XML):i |[ Browse ]

Suggestions and inconsistencies

Inconsistency

A 1 |The Following classes are disjoint and in mutual sub-class rela.tionship at the same tiine:"nucleus_c"
[ Remove J[ Remowe Al ]

{1This is the kexkual representation of an ontology, There are Cells, abnormality_cs, and absorption_cs, T
& are act_cs, advantage_cs, and aplasium_cs, There are area_cs, atom_cs, and blockage_cs. There are |
od_cs, body_cs, and cannot_cs. There are capacity_cs, cell_cs, and change_cs. There are coagulation_c

Pasitive preferences comparison_cs, and compound_cs, There are constituent_cs, count_cs, and cycle_cs, There are damage,
, day_cs, and dioxide_cs. There are disease_cs, disk_cs, and donation_cs. There are embryo_cs, enzyme
Teri cell |[ Add ] s, and ervthrocyte_cs. There are erythropoietin_cs, Factor_cs, and Family_cs. There are fever_cs, forma
L

n_cs, and gil_cs. There are glycoprotein_cs, group_cs, and hemoglobin_cs, There are horse_cs, intake_c

and iron_cs, There are leukocyke_cs, load_cs, and lung_cs, There are mammal_cs, man_cs, and marrow_
There are membrane_cs, microangiopathy_cs, and molecule_cs. There are myoglobin_cs, navigation_cs,

d oximetry_cs. There are pain_cs, parasite_cs, and part_cs. There are particle_cs, pathology_cs, and plz

ma_cs. There are produce_cs, production_cs, and profile_cs. There are pratein_cs, receptor_cs, and red

ct_cs, There are result_cs, right_cs, and rouleaux_cs. There are salamander_cs, saturation_cs, and sear
cs. There are section_cs, sequester cs, and shape cs. There are sickle cs, site cs, and spleen cs. The ™

Pasitive preferences:

Relevance | Suggestion Accepted

Remove ][ Remave &l ]

(51

1 has the "ster_cell_c" subclass,
1{The class "muscle_cell_c" has the "cell_c" superclass,

1{The class "cell_c" has the "cell_with_1 _nucleus” instance,

1{The dlass "cell_c" has the "muscle_cell_c" subclass.

1{The class "cell_c" has the "cell_with_no_nucleii_that_not_an_abnor...
1{The class "cell_c" has the "cell_with_unstated_nucleii” instance,
1
1
1
1

NMegative preferences

Termn:|

NMegative preferences!

The class "stem_cell_c" has the "cell_c" superclass.

The class "cell_c" has the "cell_with_Z_nucleii® instance.
The class "cell_c" has the "cell_with_no_nucleii” instance,
The class "blood_cell_c" has the "cell_c" superclass,

The class "Cell* is equivalent to the class "cell_c",

a3 - SRR R T B EVE

—a

ra
=
e}
]

IO0O00OOCOCECc

[ Select all ][ Reset ][ Save onkology!

Figure 5.11: Accepting a suggestion
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File Settings

Resources for ontology learning Master onkology
Besource: File: (in RDFIXML):i i devitestidinaitestdatalmasterModel, owl |[ Browse ]
| astdatahcorpusy__rbc.bxt |[ Browse ]
Labal:l |[ add ] External onbolagy
Resource Label | File {in RDF,I’XML):? |[ Browse Intearate exterriall

Ciidevitestiding!, .. Red blood cell

Suggestions and inconsistencies

Inconsiskency
1 |The Fallowing classes are disjoint and in mutual sub-class relationship at the same time: "nucleus_" ...

Remove ][ Femove all ]

11This is the bextual representation of an ontology, There are Cells, abnormality_cs, and absorption_cs. Tha
& are ack_cs, advantage_cs, and aplasium_cs. There are area_cs, atom_cs, and blockage_cs. There are |
od_cs, body_cs, and cannot_cs, There are capacity_cs, cell_cs, and change_cs. There are coagulation_c
Positive preferences comparison_cs, and compound_cs. There are constituent_cs, count_cs, and cycle_cs, There are damage
, day_cs, and dioxide_cs. There are disease_cs, disk_cs, and donation_cs. There are embryo_cs, enzyme

- cs. There are fever_cs, farma

= [DINO Integration Manager] Save ontology as ... EJE”E . There are horse_cs, intake_c

mal_cs, man_cs, and marrow_
Browse Save

E myoglobin_cs, navigation_cs,
ticle_cs, pathology_cs, and plz

Term:i cell ![ Add
Positive preferences!

ma_cs. There are produce_cs, production_cs, and profile_cs. There are pratein_cs, receptor_cs, and red
ct_cs, There are result_cs, right_cs, and rouleausx_cs, There are salamander_cs, saturation_cs, and sear
cs. There are section cs, sequester cs, and shape cs. There are sickle cs, site cs, and splesn cs. The ™
Relewvance | Suggestion Accepted
Remove ][ Remowe all ] 1 " has the "blood_cell_c* subclass, ~
z 1|The dlass "cell_c" has the "stem_cell_c" subclass. ] =
Meqative prefererces 3 1{The class "muscle_cell_c" has the "cell_c" superclass. ;
4 1|The class "cell_c" has the "cell_with_1_nucleus” instance. ¥
Terrm:| Add 5 1|The dlass "cell_c" has the "muscle_cell_c" subclass. ]
Megative preferences; 6 1{The class "cell_c" has the "cell_with_no_nuclei_that_not_an_abnor ... ;
i 1|The class "cell_c" has the "cell_with_unstated_nucleii” instance, ¥
3 1|The class "sten_cell_c" has the "cell_c" superdlass, ]
2 1|The class "cell_c" has the "cell_with_Z_nuclei” instance, ]
10 1|The class "cell_c" has the "cell_with_no_nuclei” instance, ]
11 1|The dlass "blood_cell_c" has the "cell_c" superclass, ]
12 0,92 (The class "Cell" is equivalent to the class "cell_c", ] v
[ Select all ” Reset ][ Save ortology! ]

Figure 5.12: Saving the updated master ontology — step 1

suggestions are included into the former master ontologgehand a file-save window
pops up, as shown in Figure 5.12.

You can select the file which the integrated ontology will beexl into either using
the Browsebutton in the file-save window (see Figure 5.13), or by typimg respective
path directly into the appropriate field (see Figure 5.14).

The ontology is saved in the selected location by pressiedStvebutton in the
file-save dialog window, as shown in Figure 5.14. Note thatdhtology is saved in
RDF/XML OWL syntax.

5.3 DINO API

DINO API is available athttp://sm | e. deri.ie/tool s/di no/ downl oad.
ht m . Note that the API version 0.1 is a public alpha testing wrsinot intended
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File Settings.
Resources for ontology learning Master ontology
Resource: File: (in ROFf2MLY: | Cdevikestidinoltestdatalmastermadel, owl |[ Browise J

sstdatalcorpus),_ rbe.bxt |[ Browse ]

Label!!

|[ add ] External ontology

| Resource

Ciidevitestiding], =

& externall

Save in: ||E| testdata v| 5] |__9||
[ Il __corpus §
i 2} T e ucleus_c ...
Remove L o El P
Posledni m masterModel owl tion_cs, ThHe
Irtegrs dokumenty T —
= bgulation_c —
Positive preference @ e damage,
s, enzyme
Term:| cel Flocha | s, forma
Pasitive pref k5, inkake_c
'ositive preferency - et
0 gation_cs,
u cs, and plz
Dokumenty 5, and red
Remove L Terto paditad = b
Megative preferend T ;
+ File name: | [ Save J L
Term:| Mict . . L |
Meqative preferen bt Files of type: IF\II Files » | [ Cancel J ;
] 1{The class "stem_cell_c" has the "cell_c" superclass. f
9 1{The class "cell_c" has the "cell_with_2_nuclei” instance, ]
10 1{The class "cell_c" has the "cell_with_no_nuclei” instance, ]
11 1{The class "blood_cell_c" has the "cell_c" superclass, ]
1z 0,92|The class "Cell" is equivalent to the class "cell_c", m v
Re [ Select all J[ Reset ][ Save ontology! ]

Figure 5.13: Saving the updated master ontology — step 2
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File  Settings

Resource;

Resources for ontology learning

Master onkology

FiIe(inRDF,l’XML):i CiidevitestidinaltestdataimasterModel.owl |[ Browse ]

sstdatalcorpus),_ rbe.bxt |[ Brawse ]

Label:|

|[ add ] External ontology

Resaurce

R

ate extarmall

Label File {in RDFIXML):!
|

Ei Irite
Eﬂ bload cell |[ FOWSE ]

Suggestions and inconsiskencies

Inconsistency
1 |The Fallowing classes are disjoint and in mutual sub-class relationship at the same time:"nucleus_c" ...

Remove J[

Femove &l

Ir

Positive preferences

tE IE

11This is the bextual representation of an ontology. There are Cells, abnormality_cs, and absorption_cs, TH#
& are act_cs, advantage_cs, and aplasium_cs. There are area_cs, aktom_cs, and blockage_cs. There are |
od_cs, body_cs, and cannot_cs, There are capacity_cs, cell_cs, and change_cs. There are coagulation_c =
comparison_cs, and compound_cs. There are conskituent_cs, count_cs, and cycle_cs, There are damage,
, day_cs, and dioxide_cs. There are disease_cs, disk_cs, and donation_cs, There are embryo_cs, enzyme

armer |

T
Term; cell

|[ Add cs. There are fever_cs, forma

Positive preferences:

[DINO Integration Manager] Save ontology as ... r._l[tl |[’>T| . There are haorse_cs, intake_c

—————tmal_cs, man_cs, and marrow_

E myoglobin_cs, navigation_cs,

ticle_cs, pathology _cs, and plz

ra_cs. There are produce_cs, production_cs, and profile_cs. There are protein_cs, receptor_cs, and red

ct_cs. There are result_cs, right_cs, and rouleaux_cs. There are salamander_cs, saturation_cs, and sear
cs. There are section_cs, sequester cs, and shape cs. There are sickle cs, site cs, and spleen cs. The ™

Relevance | Suggestion Accepted

[ Remove J[

Remove &l ]

Megative preferences

Term;|

L
MNegative preferences!

]2

The class "cell_c" has the "stem_cell_c" subclass.

The class "muscle_cell_c" has the "cell_c" superclass,

The class "cell_c" has the "cell_with_1_nucleus” instance.

The class "cell_c" has the "musde_cell_c" subclass,

The class "cell_c" has the "cell_with_no_nucleii_that_not_an_abnor...

Add

The class "cell_c" has the "cell_with_unstated_nucleii” instance,
The class "stem_cell_c" has the "cell_c" superclass.

The class "cell_c" has the "cell_with_Z_nucleii” instance,

The class "cell_c" has the "cell_with_no_nuclei’” instance,

The class "blood_cell_c" has the "cell_c" superclass,

0,92|The class "Cell" is equivalent to the class "cell_c",

a8 R AR, SR SR

=

ra

[ Select all ][ Reset ][ Save ontology! ]
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for production use as such. The most current JavaDoc APIrdentation is available
athttp://smle.deri.ie/tool s/dino/docunmentation/.

5.3.1 Notes on Installation

After downloading the DINO API package, extract its contenio a directory on your
machine (this directory is referred to BsNO_API _HOVE in the following text). Include
the source files in thBl NO_API _HOVE/ sr ¢ directory into the build path of the project
that is going to use the DINO integration library. The neeegdibraries should be in-
cluded in theDl NO.API _HOVE/ | i b directory — these have to be imported as well. In
case a library is missing (possible in case of the 0.1 vergamkage; usually indicated
by NoClassDefFound exception thrown when executing a panedDINO integration li-
brary code), please reportvo t . novacek@ler i . or g, preferably with the exception
transcript attached - we will provide you with the neededdily missing in this tentative
alpha distribution.

5.3.2 Executing the Integration

In order to use the ontology integration technique impleteeiy the DINO integration
library, one needs to createDh NO nt egr at i on object. See the JavaDoc documenta-
tion in theDl NO_API _HOVE/ doc directory on how to configure the parameters and set
the input resources within the constructor and possiblsequent set-methods calls.

In general, the DINOIntegration object creation and prefdiunwanted words setting
is only needed before the integration can be executed — sefltbwing example of
typical usage:

DI NO ntegrati on conm = new DI NO ntegration(corpURI, nOnt o, ba-
se, GATE_HOMVE) ;

comm set TMP(t npPat h) ;

comm set Addi ti onOnt Pat h( addi ti onPat h) ;

comm set Pr ef Label s(p);

comm set NonPr ef Label s(n);

SuggestionSeq ts = conmintegrate();

TreeMap suggestions = ts. get Suggestions();

HashSet i ncon = ts. getlnconsistencies();

process(suggestions, incon); // custom processing

The meaning of the variables in the above code sample islasviol
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e cor pURI — a URI path to the files forming a corpus which the ontology ¢o b
integrated is to be learned from;

e NOnt 0 — a path to the 'master’ ontology to which the learned ontplagl be
integrated (OWL format supported);

e base —base URI to be set for the learned ontology;
e GATE HOVE — path to the local GATE installation home directory;

e t mpPat h — path to the temporary directory (to store the temporarg fileated
during the integration);

e addi t i onPat h — path to the persistent addition ontology model (will beated);

e p — collection of preferred terms, i.e. the terms you wouldgaréo be included -
overall relevance of the integration results will be congplaiccording to the lexical
similarity of learned entities to the terms defined here;

e n — collection of preferred terms, i.e. the terms you wouldlikat to be included -
overall relevance of the integration results will be conaplaccording to the lexical
dissimilarity of learned entities to the terms defined here;

e suggest i ons — object containing human-readable suggestions on mastelr o
ogy extension by entities from the learned ontology - theltes the integration -
sorted by their relevance;

e i ncon — object containing a set of inconsistencies possibly duoed by the lear-
ned ontology integration (resolved automatically by d&jau

5.3.3 Processing the Results of the Integration

The typeSuggest i onSeq has aget Ont ol ogyText () method, returningt r i ng,
that can be used to get a textual representation of the whidid@ model resulting from
the integration process.

The methodyet | nconsi st enci es() returns aHashSet with elements of type
CGeneri cl nconsi st ency (see ther wr ap package in the JavaDoc of DINO API).
This type has get NLRepr () method, returning &t r i ng with textual representation
of the respective inconsistency you can further process.

The methodyet Suggest i ons() returns alr eeMap - sorted structure with keys
representing the (float type) relevance of the suggestmedias a respective value. The
value has a typ&eneri cSuggest i on (see the f ace package in the JavaDoc of
DINO API). You can use thget Text () method of theGener i cSuggesgt i on type
in order to get a$t r i ng) textual representation of the respective suggestion.

Any other details on the relevant types and methods can bedfouthe DINO API
JavaDoc — available either in tBe NO.API _HOVE/ doc directory,oratttp://sm | e.
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deri.ie/tool s/ di no/docunentati on/ (if you are using the most recent API
version).
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Chapter 6

Conclusions and Future Work

Here we draw some conclusions in Section 6.1. In particularemphasise the essential
relationship between the DINO integration framework anglementation of the dynamic
lifecycle scenario we described in [NHD6]. Section 6.2 presents an overview of the
future work on the ontology dynamics topics.

6.1 Conclusions

In this deliverable, we have presented the basic principfeSINO — a novel frame-
work for ontology development in dynamic and data-inteaslemains (e.g., e-health or
biomedicine). As a core contribution of the report, we disat the integration mech-
anism for learned and manually maintained knowledge. lecoall the requirements
specified in Section 1.1. The proposed combination of auticnamd manual knowl-
edge acquisition principles, integration and inconsisgaesolution ensures production
and maintenance of reliable, broad and precise ontologesiwsing DINO in dynamic
settings. The analysis of factual needs in the medicinei@mn domains presented in
Chapter 4 has shown that the proposed method we have pretbiypelevant for con-
temporary industry needs (namely in the biomedical reseand clinical practice). We
presented and analysed initial results of a practical eggptin of the DINO integration
technique in Chapter 3, reporting on promising featurehefapproach. The following
section elaborates the relations between the DINO integrand the dynamic ontology
lifecycle we introduced in the previous version of this reghlHL +086].

6.1.1 DINO Integration and DINO Lifecycle
The DINO integration does not provide a full implementatadrthe dynamic ontology
lifecycle scenario features proposed in [NH)6]. However, in the following we show

that it implements a substantial part of it and allows a usdoliow the scenario, if he
or she combines the DINO integration platform with an exaétool for (collaborative)
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ontology maintenance.

Recalling Figure 2.1 in Chapter 2, we can establish whetheh g@hase is imple-
mented by the DINO integration platform:

e creation component/ontology learning covered by the respective wrapper de-
scribed in Section 2.2.1;

e creation component/collaborative ontology developmarit covered by DINO in-
tegration, however, users can benefit from using exteratd sf the art applications
for this task and uploading the master ontology maintaingkimvthis component
into DINO; Protégé [GMF03] can serve very well as such an application, since it
supports both standalone and collaborative ontology deveént [TNO7];

e evaluation— (1) evaluation of the ontology learning results is perfediby users
when accepting or discarding suggestions for integratsae (Section 2.2.5 and
Section 5.2.2); (2) evaluation in the collaborative onggl@evelopment lifecycle
sub-component can be done by users involved in the ontoleggidpment process,
possibly using methods described in [HSI5];

e versioning— versioning can be tackled using the SemVersion system ¢y &Gee
also Knowledge Web deliverables [VERS5, VKZ*05]); when using Protégé for
manual ontology development, users can employ the Senovigphilg-in [GVHO6]
which has recently been extended in order to support thé@gee®DWL interface;

e negotiation— this component is implemented by the DINO integration aauul lwe
used in both places in the lifecycle scheme (however, it maynbomplete for
complex ontologies in the current prototype implementgtio

The applications we have presented here thus allow for egtjn of all the lifecycle
scenario features proposed in [NHD6], even though we are still in a research prototype
stage.

6.2 Future Work

The main portion of the future work consists of several pifirst, the integration pro-

cess should be made more scalable. The inconsistency tiesattiechanism should be
more transparent and user-centric (e.g., an interfacediting user-defined consistency
restrictions and their consequent application in the iragn process would be desir-
able). The set of ontology constructs supported in the ratean process should be ex-
tended in order to fully cover more complex non-learned lmgies. Finally, concerning

the DINO implementation, the natural language componetpigishould be improved in

order to increase its smooth and non-distracting readybili
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Further studies on the theoretical features of the integrgirocess should be per-
formed. This is relevant mainly in the scope of the custorirée inconsistency restric-
tions and their relation to logical ontology inconsisteridgeper studies on conformance

to the ontology change operators of formal diff structurefinéd in [NHAT07]) would
be interesting, too.

The DINO framework could also be directly incorporated itlie Protégé ontology
engineering platform, since it is the most widely used toobag some of the key players
in the Semantic Web community (see Appendix A, Section A.23uch a closer inte-
gration with a complex ontology engineering tool would aely facilitate the dynamic
ontology development process even more, thus presentinga@mentation of the whole
lifecycle scenario introduced in [NHLO6] within one coherent application.

Beside improvements to the implementation, we plan to cootisly evaluate the
framework and elicit feedback among broader expert comiypumniolved. Consequently,
DINO should further be improved in line with demands of ieted industrial partners

(primarily, but not only within the presented e-health anantedicine application do-
mains).
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Appendix A

Ontology Versioning Questionnaire —
Brief Report on the Results

by VIT NOVACEK!, SIEGFRIED HANDSCHUH AND MAX V OLKEL

A.1 Introduction

The document reports on the results of an (anonymous) ayyteersioning survey per-
formed in July, 2007. The survey’s online interface is peigliavailable atht t p:
[lsmle.deri.iel/limesurvey/index.php?si d=2 — there you can browse
the questions, provided by definitions and hints on the priperpretation of terms used.
The survey was created as a joint activity of DERI, NUIG and f€gearch centre repre-
sentatives (the authors of this document).

This introductory section briefly describes the main puepafghe survey, its structure
and character of the collected responses. Section A.2ges\dn analysis of the partic-
ular answers. General trends and significant featuresiiddad among the answers are
discussed in Section A.3. Section A.4 summarises the sesfithe questionnaire. If a
reader is interested only in a rough overview of the most irgm findings, Section A.3
should be sufficient after reading the introduction.

A.1.1 Purpose of the Questionnaire

The main purpose was to analyse requirements and views ologgptversioning among
some of the key industry and academia players in the Semwdix field. Opinions
were solicited on various issues ranging from abstractr#imal matters to rather specific
technical details of vocabulary maintenance. As such, therygresults can provide a
basis for standardisation activities in the field of vocabyimanagement. Moreover, the
requirement analysis serves as an input for the SemVerseah(t p: / / semneb4j .

or g/ si te/ senver si on/ ) ontology versioning tool extension.
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A.1.2 Structure and Content of the Questionnaire

The survey’s structure was organised into three sectioosrding to the topic of the
respective questions:

1. Respondent Specific Modes of Ontology Applicati@mmed at specification of the
way in which respondents use ontologies. It was also pastibhdicate the type,
typical size, complexity, dynamics and other features efahtologies they use,
maintain and/or develop.

2. General Approaches to Ontology Versionirghe respondents could select and
possibly further specify the approach to ontology versi@ntenance that is most
suitable for their practical needs (e.g. syntactic veiisigrsimilar to CVS, trans-
action-based approach or semantic versioning).

3. Required Features of an Ontology Versioning Systemeant to specify some fea-
tures of a system for ontology version management respésidenuld find useful
in their application domain.

The particular questions are given in Section A.2, togethigr an analysis of the col-
lected answers.

A.1.3 Characteristics of the Respondents and Responses

23 respondents, mainly from the U.S. and Europe, participatéite survey. Aboub7%
were from academia&0% from industry,9% from non-profit organisations and compe-
tence centres (the rest with unspecified affiliation). Thecgpm of fields wherein the
respondents were active at the time of making the survey wias lgroad — ranging from
ontology engineering and reasoning applications devetopithrough decision support,
e-health and biomedical data processing or NLP to businésligence and process man-
agement, knowledge management, manufacturing or goverahapplications. Most
respondents answered all the questions properly and oo additional comments
when requested.

A.2 Analysis of the Answers

This section gives a rough statistical overview of the amswethe particular questions.

A.2.1 Respondent Specific Modes of Ontology Application

Q1.1 What is your primary affiliation? See Section A.1.3.
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Q1.2 What are the main application domains in which you emplg ontologies? See
Section A.1.3.

Q1.3 In which way are you involved in ontology/knowledge enigeering? About 87%
of respondents were active in ontology developmadit in ontology maintenance. Be-
sides that, about5% of respondents were also involved in applications of thelogies
(either their own or developed by someone else). One regpmehs active in ontology-
related tool development.

Q1.4 What type of ontologies do you use®lost respondents deal with domain-specific
ontologies (about8%). Besides that39% and48% of respondents deal also with mid-
level and foundational ontologies, respectively.

Q1.5- Q1.8 What is the average size of other ontologies youa&The sizes for partic-
ular types of ontologies (as used by the respondents) amdlaws:

1. foundational- size specified by aboaR% of the respondents

e class-level — mostly ranging from tens to hundreds, onlyrespondent spec-
ified rangel001 — 10000

e property-level — uniformly tens to hundreds again, one sadpnt specified
rangeb00 — 1000

¢ instance-level — relatively lower number of respondentd deth instances in
foundational ontologies; if they do at all, the numbers amily range from
tens to tens of thousands, two respondents even specifyong timan1 00000

2. mid-level- size specified by abou8% of the respondents

e class-level — most respondents (ab2ift)) specified rangé1 — 50, otherwise
the answers were uniformly distributed along ranges frontsuo tens of
thousands

e property-level — most respondents (abdsito in both cases) specified ranges
1 — 10 and51 — 100, ranges of tens to hundreds were also given and one
respondent employs tens of thousands of relations

e instance-level — relatively low number of respondents @ygplinstances in
mid-level ontologies — one respondent specified rdrige 50, three specified
more than thousand (one even more thémn00)

3. domain-specifie- size specified by abo80% of the respondents

e class-level — mostly in range of ten85(; of respondents)13% in range
of thousands, two respondents more thano00, otherwise uniformly dis-
tributed along all other ranges

e property-level — most respondents specified ranges froms tmtens {7%),
13% specified range of01 — 500 and two users specified rang#s — 1000
and more than00000, respectively
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e instance-level —almost all users deal with instances inadoyapecific ontolo-
gies; the ranges were more or less uniformly distributead@l@nges from
tens to thousands, abo24% of respondents deal with more tha®0000 in-
stances.

Note that the ranges collected from these questions do mettbde absolutely represen-
tative, since there is no “standard” and widely agreed dedimiof different types of an
ontology (even though we explained the sense of the termsed)u

Q1.9 What are the knowledge representation formalisms you se within your ontol-
ogy representation?Most users use more than one knowledge representationlfsnma
in their applications. The favourites were RDFS (ab&tjt), OWL DL (about48%) and
pure RDF (aboutt3%). Other flavours of OWL — Full and Lite — were used by about
30% and22%, respectively. A DL-based rule representation languag&B\¥ used by
about26% of respondents. About3% of respondents used also less “classical” (from
the Semantic Web point of view) or proprietary knowledgerespntation formats (e.g.
OBO, Datalog andllv, Prolog, Jena Rules, CLIPS or BRM systems implementations)

Q1.10 What is the complexity of ontologies you use?According to the definitions
provided in the survey interface, most respondents dedl miermediatecomplexity
in ontologies (aboutl8%). However, the distribution among tremple and complex
alternatives is quite even — abd#’% and43%, respectively. Abou?2% of respondents
deal with more than one level of complexity in their ontokg{either intermediate and
complex at the same time, or all alternatives).

Q1.11 What is the schema-level ontology dynamics in your afipation domain?
Most respondents account for rare changes at the scheela@dout26%), however,
about35% respondents answered that the changes occur often (i.&lyweeon a daily
basis.

Q1.12 What is the instance-level ontology dynamics in your @plication domain?
About26% of respondents answer that changes at the instance-lexel @ely or occa-
sionally. Almost half of the respondents (abdats) indicate changes occurring often or
on daily basis.

Q1.13 Do you use a versioning system for your ontologiegsbout 52% of respondents
use a versioning system. However, the only real “systemiadist used issubversior(if
specified at all), or custom management of version URIs asocgated dates. No system
specifically tailored for ontology versioning is referedce

Q1.14 Do you develop and/or maintain ontologies in a de-cenatlised and/or collab-
orative way? About52% of respondents do deal with ontologies in a collaborativg, wa
about35% answered no to this question. The decentralised soluti@ms again mainly
based on architectures aimed at general software devefdp@aly one respondent ex-
plicitly specified a (custom) methodology specifically déaéd to ontology development.

Q1.15 Do you only reuse and/or extend some ontologiegout 43% of respondents
reuse external ontologies, whereas ab®iijt deal only with ontologies developed by
themselves.
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Q1.16 Which ontology editor do you use?Protégé is the most popular editor (about
52% of respondents use it). Swoop is also relatively populao@ab3%). Besides that,
about60% of respondents use one or more from a variety of other editanging from
text power-editors likeemacsthrough custom XML editors to OntoEdit, OBOEdit or
proprietary ontology editors.

A.2.2 General Approaches to Ontology Versioning

Q2.1 Which approach to ontology versioning would you preferin your application
domain? About30% of the respondents prefer syntax-based ontology vergiohiow-
ever, abou22% would prefer semantic versioning for their applicationeeTemand for
other offered alternatives was relatively marginal.

Q2.2 What types of inference would you like to be included inhe versioning pro-
cess?Most respondents who answered the questionq2ewho would prefer semantic
versioning) indicated a need for every inference type etfgtransitive closure compu-
tation, subclass subsumption computation, logical or waimg-based consistency check-
ing). One respondent indicated a need for subclass subsmgamputation only. No
other types of inference were suggested.

Q2.3 What s the preferred alternative of ontology diff computation for your applica-
tion domain? The respondents were rather undecided between the twodlsitatives
provided. More respondents (abau’) would prefer semantically rich than computa-
tionally efficient (aboutt%) diff computation.

Q2.4 What are the features you would like to be included in thecomputed semantic
diff? The presence of ontology change identification (al&it) is slightly preferred
over inconsistencies included in the diff (abadatt). Another feature demanded by one
respondent is a link to an ontology management interface (Bff visualisation for hu-
man users).

A.2.3 Required Features of an Ontology Versioning System

Q3.1 Do you need a facility enabling to discuss versions be#they become official?
About61% of respondents need such facility, whereas aoit do not.

Q3.2 Do you need ontology version branches (like in CVS or SVNn your applica-
tion domain? About65% of respondents need branches, whereas atidutdo not.

Q3.3 What mechanism of addressing versions would you pref@r About 30% of re-
spondents would prefer just URIs for addressing versidmse80% would favour labels
of ontology versions. Most respondents who provided aolddti comments or “Other”
answer would welcome both possibilities for addressingioais.

Q3.4 What are the essential ontology versioning functionseeded for your applica-
tion domain? About 65% of respondents consider syntactic diff essential. Sermaiiffi
is considered as essential by abdiits.
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Q3.5 Do you need version locking (like in CVS) in your applicion domain? About
26% of respondents need locking, whereas al#94t do not find it essential for their
application.

Q3.6 What kind of ontology version metadata do you need?The answers were dis-
tributed along the provided alternatives (with the posisybof specifying additional meta-
data types) as follows:

e creation date- about78%

e author— about65%

¢ valid time(i.e. automatic expiry time for ontologies) — ab@6ts
e provenance URE about35%

e arbitrary RDF encoded metadataabout30%

e other— about13% (basically arbitrary RDF-expressible data as well)

Q3.7 What types of relations between versions are necessaigr your application
domain? The answers were distributed along the provided alteraesijwith possibility
of specifying additional types) as follows:

successors about65%

predecessors about57%

suggested alternative versions under discussiabout26%

other— one respondent (missing parts, broken parts, relatiprdhsemantics to
contexts)

Q3.8 What are the general actions to be performed by an ontolgy versioning sys-
tem for your application domain? The answers were distributed along the provided
alternatives (with the possibility of specifying additadractions) as follows:

e commit a new version as a success@bout83%

e commit a diff as a new versienabout26%

e merge two versions into a new third versienabout52%
e compare two versions about65%

e query versions- about48%

e other— one respondent (basically version comparison)
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Q3.9 What type of manipulations on the graph of different onblogy versions are
needed?The answers were distributed along the provided alterea{with the possibil-
ity of specifying additional types) as follows:

e rollbacks— about35%

e cut out a version in the middleaboutl 7%

e insert a version in the middle about13%

e delete at the end (delete HEAD versierboutl 3%

e other— about9% (cross-linking of ontologies using a special propertietdiag
weights to then, respective visualisation)

Q3.10 Does your application of ontologies require queryingnd/or reasoning across
multiple ontology versions? About 39% of respondents need such reasoning, whereas
about43% do not find it essential for their application.

Q3.11 What kind of query functionality do you need? About26% of the respondents
need querying across all versions of all ontologies in thsivaing system. About3%
need querying across particular branches only. AB6Ut need querying against single
versions of an ontology. For abo@if; of the respondents, no querying on versions is
needed at all.

Q3.12 What is the main desired function to be performed by thesersioning system?
The main desired function for most of the respondents (ab®if) is committing new
versions. Retrieving and and querying were much less irapb(both favoured by about
9% of the respondents). However, the respondents considiemaliions as important in
general.

A.2.4 Further Comments

There were two relevant comments in this section. The fiegédtthat:

...there is a paucity of information regarding the versiogof semantic
web ontologies, particularly those of OWL. The developrardtadvertising
of best practices for ontology versioning would be greafipr@ciated. The
development of tools that enforce best practices is thelogixtal step.

The second one was made by a respondent who commented ongsiblpalternatives
of ontology maintenance work-flow:

There are two issues (at least). 1) Repeated editing of desirggsion on
the way to release, in which there may be multiple checkind,far which
diffs and merges are important. 2) Different versions of $hene ontology
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released to the public. One approach changes the names tiealtlasses
(e.g. via namespace) but this sometimes bothers the consunine other is
to publish the ontology, with the same named classes, butdteaent URI.

| am unclear which is more desirable, but | suspect the latter

A.3 Analysis of Significant Trends and Features

There are several general trends, features and requirenaemitifiable among the col-
lected answers, as presented in the dedicated sections. b&lwe number of the par-
ticipating respondents was not very high, so the resultiatenecessarily statistically
well-founded. However, only the key players in the field cé tBemantic Web research
and industry were addressed, moreover, the spectrum ofiderofinterest of the par-
ticular respondents was rather broad and representatieeS@ction A.1.3). This ensures
a certain level of plausibility of the general findings — itoals us at least to draw in-
formative conclusions, infer some important public regments and possibly also base
relevant recommendations on them.

A.3.1 \Versioning Tools Needed

Many respondents claimed they were using an ontology varggotool, however, this
boils down mostly to use of CVS-like version management §udversioh Practically
no tools specifically tailored for ontology versioning werged. At the same time, re-
spondents specify several rather sophisticated and @yta@pecific requirements in the
survey (e.g. semantic diffs or inter-version ontology qirey) that cannot easily be im-
plemented within the solutions aimed originally at colleddive software development
and maintenance. This leads to the following possible cmchs:

e specialised ontology versioning tools in production stateneeded;

¢ until such tools are widely available and in productionest#t would be good to
have a kind of “best-practices” of ontology maintenanceagsie current CVS-like
systems — this would facilitate adopting mutually transpaipolicies for vocabu-
lary maintenance among ontology developers.

A.3.2 Forked Nature of the Ontology Versioning Topic

The second respondent’s remark in Section A.2.4 mentionke4at) two different in-

stantiations of ontology versioning settings. Both of thafternatives may be relevant
in certain application scenarios with some distinct propsr(e.g. ontology maintained
during time by a centralised authority vs. ontology onceéeieveloped by an institution
or a research project and then released in order to be fuettended and maintained by
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general public in an uncontrolled way). Possible recomragads on vocabulary man-
agement should attempt to cover such differences.

A.3.3 Agreement on Basic Version Metadata Exists

There is a relatively uniform agreement on basic metadatadwsion annotation. The
basic set should be interpreted more or less in the same waggaontology developers.
A need for arbitrary RDF-encoded metadata was indicatecobyt30% of the respon-
dents. It would be good to have principles and/or examplese#ting and documenting
such data publicly available.

A.3.4 Discussion is Important Part of the Process

More than half of the respondents explicitly or implicitlgraits that the discussion and
collaboration is important for the ontology developmend amaintenance in their appli-
cation scenarios. However, no common methodology is ust@lbwed (if there is any
level of formalisation of the process at all), nor a tool féafing discussion is used. This
leads to the following possible conclusions:

¢ having methodologies (even very simple ones) and/or t@alithting discussion
on ontology changes over time in a production state woulddoel gspecification of
such common principles can be helpful for instance if motgesis are active in an
ontology development — following a common “protocol” of clge discussion and
adoption could be much more productive than negotiatingygés in an informal
way;,

e this is partially related to documentation of particulaacbes — before proposing a
change for discussion, it should documented in a way congmsghle (i.e., kind of
standardised) by all parties. involved

A.3.5 Semantic Versioning Welcome

Semantic version management would be welcome, even thdwgé ts no appropriate
tool in use. Several features of the semantic versioninge\vagreed upon among the
respondents. This could serve as a basis for recommendaggarding semantic ver-
sioning tools development.

A.3.6 Multi-version Reasoning Demanded
A need for querying (which is inherently bound to reasoniagjong several versions

of an ontology was indicated by many of the respondents atrakplaces in the sur-
vey. However, there are currently no tools in productionesthat would support this
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feature. Therefore, identification and elaboration of (eppossible approaches to the
multi-version reasoning would be helpful in order to faeile development of mature
tools dealing with this issue.

A.4 Conclusions

Though the number of respondents answering the survey wdbkatdigh, the range of
their affiliations and domains of interest was sufficientpnesentative with respect to
the field of the Semantic Web. All respondents answered thstopns properly, in many
cases providing extensive additional feedback and consnélttis allowed for several
valuable conclusions, as presented here in Section AMdngerell the intended purpose
of the survey.
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Text-based Ontology Construction
Using Relational Concept Analysis

by ROKIA BENDAOUD, MOHAMED ROUANE HACENE, YANNICK
TOUSSAINT, BERTRAND DELECROIX AND AMEDEO NAPOLI

This appendix has been elaborated as an isolated contritotihe ontology learning
part of the DINO lifecycle. Itis not directly related to theegration method and use cases
presented as the major content of the report, however, wd@iacorporate the technique
introduced here within the automatic ontology creation ponent in the future.

We present a semi-automated process that constructs dagynbased on a collection
of document abstracts for a given domain. The proposed gsaedies on formal concept
analysis £cA), an algebraic method for the derivation of a conceptuakinady, namely
'concept latticg starting from data context, i.e., a set of individuals\pded with their
properties. First, we show how various contexts are exttaand then how concepts
of the corresponding lattices are turned into ontologicaloepts. In order to refine the
obtained ontology with transversal relations, the linksuaen individuals that appear in
the text are considered by the means of a richer data formaéed, Relational Concept
Analysis Rca), a framework that helpsca in mining relational data, is used to model
these links and then infer relations between formal corscepiose semantics is similar
to roles between concepts in ontologies. The process 8eschiow the final ontology
is mapped to logical formulae which can be expressed in trecijgion Logics OL)
languageF LE. To illustrate the process, the construction of a samplelogy in the
astronomical field is considered.

B.1 Introduction

Knowledge systems are of great importance in many fieldsedimey allow knowledge
representation, sharing and reasoning. However, the laugel acquisition process is
complex and can be seen ashattleneck [PHSO05]. The difficulty is to acquire knowl-
edge (especially from experts) and then to maintain knogdad a given domain. For
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example, in the area of astronomy, assigning classes tortlargy number of celestial
objects is a difficult task and leads to a large number of ems$raditionally, this clas-
sification task is performed manually according to the dijecperties appearing in the
astronomy documents. The task consists in reading artélearious sources that deal
with a given celestial object and finding the correspondilag< At present, more than
three million celestial objects were classified in this wag anade available through the
SiMBAD databask but considerable work has to be done in order to classifyilfien
remaining objects. Moreover, human experts are not cortfidith the resulting classifi-
cation as the classes lack precise definitions to be examhed a new object must be
classified.

The spread of languages and frameworks for building ontetggnainly within the
Semantic Web initiative, has turned current trends in diaasion towards the construc-
tion of classification in the form of ontologies [T.R93]. @fdgies are an explicit spec-
ification of a domain conceptualisation, developed for thgppse of sharing and reuse.
They comprise a set of concepts and a set of taxonomic angl/eesal relations. In an at-
tempt to bring a formal representation to the ontology congmbs (concepts, roles, etc.),
several studies [FHSO05] have documented the mapping of @hogy intobL formulae.
Such translation is crucial as it makes the domain knowleshgeded by the means of an
ontology at the disposal @L reasoners which in turn enables sharing and reasoning on
a clear semantic basis.

The aim of this section is to introduce a semi-automatedge®for the construction
of classifications in the form of ontologies [T.R93] and thezidation of expressions in
Description LogicspL) that formally describes the resulting classes. Sevemiogehes
were proposed for ontology construction, such those rglgimFormal Concept Analysis
(Fca) [BW99]. FcA is a mathematical approach for abstracting conceptuadittieies
from set of individuals (e.g., celestial objects, telesxypetc.) and the set of their prop-
erties (e.g., emitting, collimated, mass, etc). Theseviddals and their properties are
extracted from text corpora using NLP tools. ApplyirgA with the aim of ontology
construction brings forward two main benefits. First, therfal characterisation of the
FCA-powered concept hierarchy provides a basis for a formalipation to the derived
ontology. Moreover, many efficient operations have beemgdes inFCA to maintain the
concept hierarchy over data evaluation, such as thoserperig an incremental update
of the hierarchy by adding either a formal object or a fornttllzute and those operations
for lattice assembly from parts [PHMO3]. These various apens could be used to solve
the 'bottleneck’ problem in knowledge acquisition. Indeedhen the concept hierarchy
changes, the ontology will evolve and still be correct anaiststent.

However, in order to deal with complex descriptions of indiwals that go beyond a
mere conjunction of properties, an extended framework, namely 'Relational Concept
Analysis’ (RCA) is used to derive conceptual hierarchies where, besideeprosharing,
formed concepts reflect commonalities in object links [DHR]. TheRCA approach
raises links between individuals to the rank of relationsveen concepts whose mean-
ing is similar to roles in ontologieRCA output — concepts organised by a partial order

http://simbad.u-strasbg.fr/simbad/sim-fid
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relation — is translated in a very obvious way to ontology poments [HHNVO07]. More-
over, recent advances in combiniRgA andDL languages have shown ha& A output,

in particular concepts provided with relational descaps, can be expressed in the form
of bL formulae ranging in the=££? language family [F.03].

The proposed process is fed with astronomy data to classlfstial objects. The
translation of the ontology intoaL knowledge base<@g) allows querying th&B through
aDL reasoner and thus answerimpmpetency questiong hese questions are first writ-
ten in natural language and then translated intaothéanguage. Competency questions
look like ‘do objectdvB7 andPSRA belong to the same cla®s ‘Which objects can be ob-
served with an Xray telescopeor ‘What are the objects th&tXX- Newt on observe?®’,
etc.

We start with an overview of the proposed methodology thatlba domain ontology
based on free text. The next section introduces the prawesstexts with NLP tools that
are used to collectcA data. Section B.4 recalls tireA method, its extended framework
RCA, and their application to the domain of astronomy. Sectidh@esents the transla-
tion of therRCA output intobL KB. First, general rules are listed and then applied to the
result of the previous step. We present in the section B.@dla¢ed work and conclude
with brief discussion on the learned facts and the remaiopen issues.

B.2 Methodology

Our methodology (depicted in Figure B.1) is based on "Metblmgy” [AFLCO04]. The
"Methontology” is a semi-automatic methodology, that bsilan ontology from a set
of terms extracted from resources (the resources are noifispg¢. The objective is to
find the exhaustive definition for each concept and eachioalatf the ontology inbL
language. The four steps of the "Methontology” are adaptepgroposed methodology.

Resources:

They are represented by the textual corpora, the thesatmstronomy and the syntactic
patterné such as: aINGC nnnn where n is a number representing one celestial object.

Build glossary of terms:

The extraction of the terms is done from the textual corpaiagithe existing resources
in the astronomical domain. We extract also in this step @iesgobject,property) and
the tuples (object,relation,object) using Natural largguprocessing (NLP) tools.

2pL language that comprises the following constructors: aeetjon ™, universal quantificatiol' and
existential quantificatioa.

3http://msowww.anu.edu.au/library/thesaurus/

4http://simbad.u-strasbg.fr/simbad/sim-fid
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Figure B.1: Mapping between the "Methontology” and Methlody + RCA

Build concept taxonomies:

We propose in this step to use theA. TheFcCA is the mathematical tool (presented in
Section B.4) that builds the hierarchy of concepts by gnogphe terms sharing the same
properties.

Build transversal binary relation diagrams:

The extraction of the transversal relations is done at thees@me as the construction
of the new hierarchy of concepts, taking into account thespprties and also their links
with other objects. This step is done witltA (see Section B.4).

Describe all elements of the ontology:

The representation of all concepts, relations and instaisaone with theF L€ language.
The representation in aL language is done to support reasoning, i.e. classification,
instantiation and consistency checking (see Section B.5).

B.3 Processing texts with NLP tools

We want to extract the pairs (object,property) and the sifdbject,link,object) from the
text corpora. The links in the tuples are used to define thefgetations in the ontology
(see Section B.4.2). We choose to use Faure’s approach [Dig®d on the Harris
hypothesis [Z2.68]. This hypothesis studies the syntaeticilarities in the text corpora of
sub-languages (or specific languages), allowing to idetiié syntactic schema to build
classes. There, classes group the terms (celestial obijleatsare arguments of the same
set of verbs, i.e., the subject of the same set of verbs ancbtihplement of the same set
of verbs. For example: the séHR5223, PRSA, SS433are in the same class because
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they appear as subject with the veiio emit} and as complement with the set of verbs
{to observe,to locaje The set of verbs is translated to the set of properties Xample

if a term is the subject of the verb "to emit”, it has a prop€dynitting” and if a term is
the complement of the verb "to observe”, it has the propestysérved”. We use the same
approach to extract the set of links, if objetd the subject of the verb V and the object
the complement of the verb V then we extract the tuple (objéBobject) where VP is
the verb phrase which represents the link between (obpgect).

The parsing of the corpus is done with the shallow StanfordéfadMMO06]. We
give two examples in the astronomy domain:

1. “One HR2 candidate wagetected andregrouped in each of the galaxies NGC
3507 and CygnusA"We extract the pairs: (HRZegrouped), (HR2,detected),
(NGC 3507 regrouping), (CygnusAregrouping).

2. ‘The XMM-Newton X-ray telescope observed the burstingapW437”, the ex-
traction process will first identif)XMVt Newt on X-ray as a Telescope, and
MB7 as acel estial object. We extract the tuple : MB7, Observed-
ByXRayXMVt Newt on X-r ay).

B.4 Background on concept lattices

B.4.1 Basics of FCA

FCA is a mathematical approach to data analysis based on |tiBoey. The basic data
format in FcA [BW99] is a binary tableC = (G, M, I) called formal context where

G is a set of individuals (calledbjecty, M a set of properties (calleaktributeg and 7

the relation "has” oG x M. The table on the left-hand side of Fig. B.2 represents an
example of context. Her&; is the setotel esti al obj ect s andM the set of their
properties. A pairfX,Y) where X is a maximal set of individuals (callegkten} and

Y is a maximal set of shared properties (calietkn), is called aformal concept For
instance({ Andromeda, NGC3507}, {observed, grouping}) is a concept (see diagram
in the right hand side of Fig. B.2).

Furthermore, the sef; of all concepts of the conteXt = (G, M, I) is partially
ordered by extent inclusion also called #pecializatior{(denoted<y.) between concepts.
L = (Cx, <x) is acomplete lattice, called tlvencept latticeFig. B.2 illustrates a context
and its corresponding lattice. A simplified (or reduced)elaly schema is often used
where each object and each attribute appear only once onatpach. The full extent of
a concept is made up of all objects whose labels can be reabbiegl a descending path
from the concept while its full intent can be recovered in aldvay (ascending path). For
details on the construction of concept lattices, see [BW99]

Shttp://nlp.stanford.edu/software/lex-parser.shtml
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» |={observed}
S E={}

Celestial objects
=i
o

2| 2|88 |g|B| ¢ 5

= 7] = Q =% O ez o I={located}

E15|=|2|8|3 * E={NGC3507} OB

§|8|8|8[8]5
PSRA X X | X
NGC3507 X 0

« |={emitting}

':\/Ir;c;romeda x X ; X 7 . E:{HR52293, PSRA, SS433}
FIR2 XX e
NGC2018 X | X | X A
HR5223 X X | X o I={collimating}
SS433 X X [ X  E={M87, NGC2018}

1

o l={}
S E={}

Figure B.2:The binary context of celestial objects and the correspmndoncept lattice.

As many practical applications involve non-binary data thrmmany-valued con-
textshas been introduced #cA where individuals have values associated to properties.
The construction of a lattice for these kind of contexts meggua pre-processing step,
called conceptual scalingBW99], that derives a binary context out of a many-valued
one. Scaling turns a non-binary attribute into a set of lyirares representing abstrac-
tions of values on the domain of the underlying non-binatyilatte. For instance, the
values of non-binary attributerbitalPeriod in the context illustrated in Tab. B.1 could
be distributed on the rangssortandlong, each of them expressed as a predicate (e.qg.,
orbital period < 24 hours for short one). Observe that the definition of the predicates
precedes the scaling task and is usually in charge of a doemaert.

B.4.2 From FCA to RCA

Relational Concept Analysi®€A)[DHR™04] was introduced as an extendezi frame-
work for extracting formal concepts from sets of individaidescribed bylocal prop-
erties and links. IrRCA data is organised within a structure called&dtional context
family (RCF). RCF comprises a set of contexts; = (G;, M;, I;) and a set of binary
relationsr;, C G; x G, whereG; andG; are the object sets of the contexisandC;,
calleddomainandrange respectively. For instance, the table in Fig. B.2 and Tah. B
depict a samplekcF made of two contexts, ael esti al obj ects context and a

t el escopes context.Two inter-context relationsQbserved By Xrdy( OBXray) and
"Observed By Infrareéd OBlInfrared) indicate the observation links between telescopes
and objects.

The relational and non relational attributes in both cotstést the features of objects
such as the orbit height (perigee) and the orbital perioddtascopes and emitting or
grouping faculty for theel esti al obj ect s.
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OBXray OBlnfrared
c c
Telescopes x g - g
perigee orbitalPeriod mass g % © % % ©
BeppoSAX 600 km 96 min 1400 kg S < B S < g
XMM-Newton | 114000 km | 48 hours | 3800 kg TS| 8 g 5|8
Chandra 26300 km 66 hours 1790 kg @ | X |0 m | X | O
M87 X HR5223 | X
NGC2018 X SS433 X

Table B.1: Sampl&cF encoding astronomy data.

RCA uses the mechanism aklational scaling which translates domain structures
(concept lattices) into binary predicates describinguiatlial subsets. Thus, for a given
relationr which links formal objects fron’; = (G;, M;, ;) to those fromiC; = (G, M;, I;),
new kind of attributes, calledélational attributesare created and denoted hy, where
c is concept infC;. For a given objecy € G, relational attribute- : ¢ characterises
the correlation of-(¢g) and the extent of = (X,Y). Many levels of correlation can be
considered such as the ‘universal’ correlatign) C X and the ‘existential’ correlation
r(g) N X. Due to the correlation constraint, existential encodihglgect links yields to
richer link sharing among objects and thus a wider concépgtuacture to explore when
mining relevant concepts. In the present work, we considbr eéxistential scaling.

/ ';‘{}\

4
ST o I={light} 2
-% 8 o E={} © |={longOrbitalPeriod, perigeelsHigh}
z 5ol E={}
| =235 |2
21T | & |8 \
T |3 |E|8 6
Q o | Q|5 > o=}
o | o | € S
S5 |8 @ | = i  E={Chandra}
s |a|G|e |22 |0 |
BeppoSAX X X X « |={perigeelsLow, shortOrbitalPeriod}
XMM-Newton X X X | ®E={BeppoSAx}
Chandra X X | X

3

o |={heavy}
© E={XMM-Newton}

1

}
{

o=
oE

Figure B.3:The derived context of telescopes and the corresponditigelat

For example, suppose that the context of celestial objeasstth be scaled along
the relationOBXray with respect to the lattice given in Fig. B.3. ABXray(MB7) =
{XMMNew on} and the telescopgMM Newt on is present in the extent of concejpts
c3 andcs (see Fig. B.3), the celestial objects context is extenderklagional attributes
of the formr : ¢;, wherei = {2, 3,5}. Table B.2 depicts the extended context of celestial
objects after the scaling of both relatio@8Xray and OBInfrared. It can be noticed
that beside local attributes, new relational attributeo€ele object links that have been as-
79

KWEB/2007/D2.3.8v2 January 3, 2008



B. TEXT-BASED ONTOLOGY CONSTRUCTION USING RELATIONAL CONEPT ANALYSIS

signed to objects. For instance, in Figure B.4, objects HR%hd SS433 in the concept
¢ Share the attribute OBInfrared:cO which is interpreted @smamon link with telescope
BeppoSAX (the only object in the extent of concepof Figure B.3).

Local attributes Relational attributes
(=] — N 22 < 10 ©
sl s |slols]|S
2| 21E18 || 2|lS|58|8 S5 |E|S|5|8|8|E|5|E|E
sl5|8lzs|8|la|E|E|T|8|g|T|8|ls|s|€|€E|€|E]|E
E 5|1 E| 8| ®| 3 < < < < < < X | £l ||| E£|E
E| 81T 8] ¢o|?d N |0 |0 |0 |0 |0 |0 |d0|oa|lo|o|o|o|o
7} IS o o | L )} (@) @] (@) (@) @] (@) O (@) (@) (@) (@) O |0 | O
HR5223 X X | X X X X
m87 X | XX X X X
SS433 X X [ X X X X
NGC2018 X | X | X X X X X

Table B.2: The result of scaling of celestial objects context alongétations. Formal objects
that are not affected by relational scaling are not disglaye

B.4.3 Qualitative interpretation of RCA

The relational scaling is a key step in a process which, giveRcF, derives a relational
lattice family RLF), one lattice by context. A relational attribute is intex{ed as a rela-
tion between two concepts, on the first side the concept wimbsiet owns this attribute
(i.e. the domain), and, on the other side, the concept itetica the relational attribute
expression (i.e. the range). ThReF extraction process is iterative since relational scal-
ing modifies contexts and thereby the corresponding lattiadnich in turn implies a
re-scaling of all the relations that use these lattices asceoof predicates. This iterative
process stops when a fixed point is reached, i.e., additswading steps do not involve

any more context extension.

- I—{observed}
= e T
s
3 - I—{located}
- E—{HR2}
T

[=3

- I—{grouping}
- E—{NGC3507} o
- I—{emitting}
- E—{PSRA, SN437}/ - I={collimating, OBXray:c5}
- E—1{}

P
- I—faccreting} 9] =TSETE == 7
- E—{Andromeda, CygnusA} o= nfrared:c _— = I1—{OBXray:c3}
= 8
- E={HR5223, SS433} - E—{M87} S I OO
- E={NGC2018}

1
- 1=1}
- E={}

Figure B.4: The final relational lattice of celestial obgcbntext

The analysis of the samplecF usingRCA process yields to the concept lattices illus-
trated in Fig. B.3 and Fig. B.4. Relational attributes in ogpt intents are associated to
the most specific concepts in the corresponding latticeesbelpe context is not a domain
of relation in the runningRCcF. Therefore, the final lattice corresponds to the initial one
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shown in Fig. B.3. By contrast, the lattice of celestial abgecontext has changed. The re-
sulting concepts trigger yet further sharing, at the oljaks level. Indeed, the intents of
various formal objects are enriched with relational atités encoding inter-object links.
These attributes raise the object link to relations betveegitepts. For example, the con-
cepteg in Fig. B.2 represents the celestial objadBy andNGC2018, that are both binary
stars as they are observed, located and collimated. Th# iitéhe former concept is en-
coded with the relational attribu@BXr ay: c5, meaning binary stars are also observable
by XRay telescopes. Moreover, new concepts are discovéradexample, even if the
two celestial objectbiR5223 andSS433 have already composed a formal concept in the
initial lattice (concept;, in Fig. B.2) with an additional object, nameBBRA, they let a
new concept emerge in the final lattice (concepin Fig. B.4), due to the common link
they share with the telescoBeppoSAX. The new concept represents the stars that are
observable with an Infrared telescope sucBaeppoSAX.

B.5 Ontology derivation

The ontology resulting from theca process is represented with the FLE.

The TBox
RCA entity Ontology Example
ContextiC Atomic concept &= a(K) «a(Tel escope)= Tele-

scope

Formal attributem € | Defined concept & a(m) = | a(obser ved)=0Object
M Im. T = Jobserved.T
Concept ¢ = | Defined concepta(c), i.e.| a(Cs) = Jobserved.T I
(X,Y)ecC alc) = Mpeya(m) Jdlocated. T
V(e,¢) € C x C, i.e. | Inclusion axioma(c) C a(¢) | a(Cs) T a(Cg)
c<c¢
Relationr € R primitive role a(r) OBXray is a primitive

role in the TBox
Relational  attribute Atomic concept c= a(r) = | a(OBXray.XMM-

r.C Ir.a(c) Newton)=
JOBXray.XMM-Newton

The ABox
RCA entity Ontology Example
Formal objecty € G | Instancex(g) Andromeda is an instance
Element(g,m) € 1 Assertiona(m)(«(g)) Object(HR2)
Letc = (X,Y), Vg € | Concept instantiation HR2 is an instance of the
X alc)(a(g)) conceptSt ar

Table B.3:Mapping between lattice and DL knowledge base

The translation between tircA formal concepts and relations and the FLE is
carried on using a function defined as followsw : (K, R) — TBox U ABox, where:
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(K,R) is a family RcF, TBox and ABox being the components of the ontology. The
function « is presented in Table B.3. The application of the functiom the two lat-
tices (Fig. B.3 and Fig. B.4) results in the ontology in FighB

B.5.1 The translation of the concepts lattice into the ontalgy

The translation of each context represents an atomic cortbap expresses the top
T of the hierarchy in this context. Each formal attribute ianglated into a de-
fined concept. For example, the attribudbser ved is translated into the concept
c = d observed.T. Each relational attribute r.C is translated into the definencept
in the TBox. For example, the relational attribute of thenfobBXray.BeppoSAX is
translated int@ = 3 OBXray.BeppoSAX, etc.

The design of the ontology is carried out in collaboration thwias-
tronomers. The astronomers have to give a label to each pbrinethe on-
tology according to the properties and the links associatedthe instances
of a concept. For example, the class of objects having theo&eproperties
{observed, | ocat ed, col I i mati ng} and the link {Cbserved-By- Xray}
with the rangeX- Ray- Tel escope is labelled byBi nary- Star. The class of
objects having the set of propertidebserved, | ocated, emtti ng} and the
relation {Obser ved- By- | nf r a- Red} with the rangel nf r a- Red- Tel escope
is labelled byPul si ng-Vari abl e-Star: |nfra-Red-Tel escope observes
Young- St ar that has a large emission compared with Xadray- Tel escope that
observes older stars likgi nary- St ar. This representation is done only to give one
label for each set of celestial objects and to help the experead the ontology.

i owl:Thing
\\\
—a N
i Telescope | £ Dhjecst )
Y - A T

--Light_TeIesc:ope ) [ -.Y\Ra\_,r-TeIesc:ope k] | Star | I Salaxy |

7 - T A T . —5
: | lomxay IR ﬁ \

Infra Red- Telescope ] 'Chandra ] X MBM-Mewton ) [ Young Star' [} Ellnan_,n-Star 1] Indl\rldual Gala:r:y ]

L — = B "‘i PSRA
ohandraf XMM-Newton 7 oBxray g Goiew [ rremeee
; " Cyanusa
=N

OBXray _ L
OBlinfrared Pulsing_‘u"ariable_Star ] '_ NGC "’018 mMeEF

HR5223
e NGC_2018 M87

Figure B.5:Complete Ontology
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B.5.2 Representation of the concepts in the DL languag€LE

The ontology is represented within ttfeCE language. Table B.4 presents the definition
of each concept in the ontology presented in Figure B.5). dritelogy can be used for
three kinds of tasks :

N° in the lattice| Concept Defined Concept
Name
C, Object Jobservedl
Cs Star Jobserved.T M Jlocated. T
Co Young-Star Jobserved.T M dlocated. T M Jemitting. T
Gy Pulsing- Jobserved. T M dlocated. T M demitting. T 1M
Variable-Star | JOBlInfrared. Infra-Red-Telescope
Cs Binary-Star Jobserved.T M dlocated. T M dJcollimated. T
M JdOBXray.Xray_Telescope
C; M87 Jobserved.T M dlocated. T M Jcollimated. T
M JOBXray.XMM-Newton
Cs NGC_2018 Jobserved.T M dlocated. T M Jcollimated. T
M dOBXray.Chandra
Cs Galaxy Jobserved. T M dgrouping.T
Cy4 Individual- Jobserved. T M dgrouping.T 1 Jaccreting. T
Galaxy
To Telescope Telescope
Ty light_Telescopgedlight. T
Ts XRay- dlongOrbitalPeriod. T M dperigeelsHight. T
Telescope
To Infra-Red- dshortOrbitalPeriod. T M dperigeelsLow. T
Telescope
Ts Chandra dlongOrbitalPeriod. T M dperigeelsHight. T
M dlight. T
T3 XMM- dlongOrbitalPeriod. T M dperigeelsHight. T
Newton M dheavy. T

Table B.4: Definition of each concept of the Fig B.SALE

1. Ontology population: Let o; an object with the propertieda, b}, and
the relations{r . cq, ro. co}. A first task is instantiation, i.e. to find the
class of an object such ag. The class ofo; is the most general class X
such thatX C da.Trdb.Trdr;.c;Mdr.co. For example, let us consider
the question”"What is the class of the object GRO, that has the proper-
ties {observed, | ocated,enitting} and the relation OBl nfrared
with the rangel nfra-red- Tel escope?” The answer is: the most gen-
eral class X LC dobserved.Trdlocated. Trdemitting. Tr130BInfrared.
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Infra-red-Telescope. This class in the ontology is the concept
Pul si ng- Vari abl e- St ar .

2. Comparison of celestial objects: Let us consider two objects ando,. A second
task consists of comparing ando, and determining whether, ando, have the
same class. One way of checking that is to find the class,dhen the class af,,
and then to test whether the two classes are equivalentxkorme, let us consider
the two objectdvB7 andPSRA. MB7 is an instance of the clad87 andPSRA is
an instance of the cladung- St ar . Knowing thatMB7 11 Young- St ar = |,
it can be inferred that both objects do not belong to the sdass.c

3. Detection of the domain or the range of relation: Let us consider the relation
r1 with the rangeC;. A third task consists of finding the domain of the relation
r1. The domain ofr is the most specific class X such that X is the most specific
class, union of all the classes linked to the cl@sdy the relation-;. For example
Which objects can be observed by Xray with a Xray telestoffee most specific
class domain of the relatiambser ved by Xray whereXray t el escopeis
the range, is the conceBt nar y- st ar .

B.6 Related work

B.6.1 Building the core ontology

There are two main approaches to building ontologies frothderpora. The first one
is based on the co-occurrence of terms in text and on the usiendérity measures for
building the hierarchy of the object classes [MC99]. Thipra@ach cannot satisfy our
needs to give a definition to each concept of the hierarclogume every concept is rep-
resented by numeric vector and it is difficult to find an intetption for each vector. The
second approach is symbolic, and is based on the use of a8gr#taucture to describe
an object by the verb with which it appears. Faure uses thigtsire for building the
object classes and the statistic measures for buildingigrarchy of the classes [DN98].
Cimiano uses the same approach but builds the hierarchyas$es usingca, without
taking into account the relations between objects [PHSO05].

B.6.2 Extracting the transversal relations

The extraction of transversal relations allows us to hawetbdefinition of each concept.
The concepts are not only defined by their properties butlaigbeir relations with other
concepts. We cite two related approaches in the extracfioglations. The first one is
the work of Aussenac-Gilles [NBS00], who proposes to usamlag method to extract
syntactic patterns. Tuples manually extracted from thésteker m, rel ati ony,

t erm) are the inputs. All the tuplest erm, rel ationg, term) are searched
to build a general relation R, such th@dt= relation; LI ... U relation,. Then, tuples
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of the form(term;, R, term;) are extracted. This method groups the set of objects ac-
cording to the relations that they share, and extracts thergerelations between two
concepts. It does not use the hierarchy of the concepts te maeneralisation. A sec-
ond approach by Maedche and Staab [AS00] consists of exigaitte association rules
[RS95] (term; = terms) and in keeping only those rules having a given support and
frequency. This method finds all the paiis;, Cs) linked by one relation but does not
specify the name of the relation between these pairs.

B.7 Conclusion

A method for building an ontology from text corpora was prepd. The method uses
the RCA framework that extends standardA for mining relational dataRCA derives

a structure that is compatible with an ontology. We have shbaw RCA output could

be represented in terms Df expressions ranging in tiELE bL family. The proposed
method was applied to the astronomy domain in order to edtramvledge about celes-
tial objects that can be used througblareasoner for problem-solving such as celestial
objects classification and comparison. The constructi@fio$t prototype ontology from
astronomy data proved thRtA-based ontology construction is a promising method al-
lowing data mining and knowledge representation techrigue

Ongoing work consists in improving thrcA input data gathering process by consid-
ering alternate syntactic patterns in the extraction oéctpairs such as (subject, verb),
(complement, verb), (subject, adjective), etc. These s 8f pairs will provide a con-
texts with additional formal attributes that make formajeab descriptions richer as well
as new inter-context relations. Eventually, the constomcof a hierarchy of relations
need to be addressed. The principle consists of using oraie tgRCA abstraction pro-
cess to introduce abstract relations between conceptsl loasthe transversal relations
—originally inferred from instance links— that hold amorgeir subsumers. Once the
derived relation hierarchy is merged with the concept hamg the resulting structure
forms a complete ontology that fully captures the domainiedge.
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