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GUI

Training (growing) a new Forest

From the initial RF++ window we can select to train a new forest or open an existing forest.

To train a forest, select the ‘Train’ menu item from the ‘File’ pull down menu. This will open a training
data tab.

RF++ o ] 2

Help

Open Alt+0
Save  Al+s
Exit Al

|Train a forest |Welcome

Training Data Information

Two files are provided with the executable: train_100_10_1.txt and test 100_10_1.txt. These are
training and testing files respectively.

Eile Help

Training Data | Forest Parameters
Mumber of Samples: 1000

Mumber of Wariables: 185

Mumber of Classes:

117

Hawe jds [¥] :5ame Qutcomes for Replicates:

Training Data File: Browse

Wielcome

In the "Training Data’ tab, information describing the dataset must be entered: number of samples in the
file, number of variables and number of classes.

Samples in the training data file must be organized in rows (1 row per sample). Columns must be

arranged as such: an ID is required in the in the first column if the data is clustered, this ID is optional

for non-clustered data. Next, 'Number of Variables’ values for each variable. The last column must be

the outcome (classification) column. Note, if IDs are present, RF++ will do subject-level bootstrapping

based on the values in the ID columns, where all samples with matching IDs belong to the same subject.
3



If the data are not clustered then subject-level bootstrapping consists of subject clusters of size one.
Thus, in this case subject-level bootstrapping is equivalent to sample-level bootstrapping.

The 'Number of Variables’ field is the number of variables in each sample and must not
include the IDs and outcomes columns.

% Outcomes (classifications) are integer values in the range [1,..., number of classes].

IDs are integers and are used primarily to identify clusters within the data. (Note, no double or
character values are allowed).

If the data does not comply with the standard, RF++ will output an error message in the status bar
located at the bottom of the GUI window.

Forest Parameters
To generate a forest specify forest parameters by clicking on the ‘Forest Parameters’ tab.

File QOptions Help \

Training Data  Forest Parameters |

Mumber of variables to try at each split: |14 (Recommend value near 14)
Mumber of trees: 3000 {Recommend value of 5000 or more)
Random Seed: 1 Use Proximity-based weights

Senerate Forest

The 1% parameter ‘Number of variables to try at each split’ will be automatically filled in with the square
root of the number of variables entered in the 'Training Data’ tab. This default value prevents overfitting
the forest to the training data. The user can experiment with different values, but should not increase this
number too much or overfitting may occur.

The next parameter is ‘Number of trees’ to grow. For best results, it is advised to grow between 2,000
and 10,000 trees. Smaller values can be used for quick experimentation with RF++, but larger numbers
of trees should be used for effective analysis.

The ‘Random Seed’ parameter is used to seed the pseudo-random number generator. This value is useful
when reproducing the results of prior experiments.

Proximity-based weights can be used for cluster-correlated data with the same replicate outcomes within
a subject. This can be done by selecting the ‘Proximity-based weights’ checkbox.
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When all fields have been filled, the forest can be grown by clicking the ‘Generate Forest’ button.

The progress report, including any error messages, will be displayed in the status bar at the bottom of the
RF++ window frame. A ‘Error reading in training samples’ message may appear if the data parameters
are improperly specified. This usually indicates a mismatch of the specified numbers of variables and/or
samples with the corresponding values read from the training file. The progress report will change from

‘Growing Forest...’ to ‘Calculating Statistics’ and finally to ‘Done’.

Training Results

After a forest is built, the Out-of-Bag (OOB) statistics are computed and 3 new tabs appear: 'Training

Error’, ‘Variable Importance’ and ‘Testing/Predicting Data’ tabs.

The ‘Training Error’ tab displays OOB sample-level and subject-level (when applicable) error rate(s) and

confusion matrices.

Fle Options Help

4 Training Data Forest Parameters Training Error ‘ Variable Importance |’

Sample-level Error Rate: (0.141

Sample-level Confusion Matrix: (rows = predicted, cols = actual)
434 75
66 425

Subject-level Error Rate: 0.0
Subject-level Confusion Matrix: (rows = predicted, cols = actual)
48 3
2 47
Sample-level 00B Classifications:
ID True Predicted Class 1 Class 2
Class Class

]

1 1 1 [.6622 0.3378
1 1 1 @.6243 0.3757
1 1 1 @.5541 0.4458
1 1 1 [.6608 0.3352
1 1 1 @.6811 0.3189
1 1 1 [.6932 0.30868
1 1 1 @.66041 0.3558
1 1 1 @.6243 0.3757
1 1 1 @.5905 0.40095
1 1 1 @8.5622 0.4378
2 2 1 B.6774 0.3225
2 2 1 @.6145 0.3855
? ? 1 @.56568 0.4344
2 2 2 @.4316 0.5584
- - - AT AD o Cocn ﬂ
Full clustered with numsubjects = 100 Elapsed Time = 72 seconds

The ‘Variable Importance’ tab displays variable importance scores for 2 variable importance measures

side-by-side. Variables in each column are sorted in decreasing order of importance.



File Qptions Help |

4 Training Data | Forest Parameters | Training Error Variable Importance »
Permutation-based | Mean Decrease in :j
Proportion | Margin (MDM)
1D Score | IG Score
346 G, G485 3G B.eo7582
156 B.E4E1 156 B.06823
29 [.E0288 29 B.0444
134 B.o018 134 B.EOR27
11 0. EEE9 11 B.EoE14
25 CCIEIcE] 25 B.oE13
Z21 B, eEe8 58 B.o013
120 [.e0Ee8 21 B.0013
68 6. E0E0e8 120 B.oE12
20 (CCIEIC 124 B.oE12
15 [.oEe7 45, B.oE1e
124 CCIEICT z (CICICNNC]
2 (CICIEICTS 20 [CICIENNC] =]

Elapsed Time = 73 seconds

Testing a Forest and Making Predictions

The ‘Training/Prediction Data’ tab is used to test the performance of the trained forest or to make
predictions for unknown cases. This tab is similar to the ‘Training Data’ tab, but the ‘Number of
Variables’ and ‘Number of Classes’ fields are automatically filled in form the training dataset and are
unchangeable (greyed out). The user needs to provide the number of samples in the testing/prediction
data file and check the ‘Have outcomes’ checkbox if the column of outcomes is present in the file. This
column should be present only in the testing file (not in the file where prediction of the unknown cases
are to be made). Note that, this column is never included in the count of variables.

Fil= Help \

Wariable Importance Testing/Prediction Data ‘

4 Forest Parameters | Training Error
Mumber of Samples: 1000

Mumber of Variables:

Mumber of Classes:

1P

Hawe outcomes

Testing/Prediction Data F”e:}F,ftrunkfgensamp|es,fsimulations,fsimz_tsfl00_10_1.t><t

TestfClassify

Full clustered with numsubjects = 100 |Elap5ed Time = 59 seconds
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Classifications are displayed in the ‘Testing/Prediction Classifications’ tab. When testing, sample
classifications are displayed first, then sample error rate and the sample confusion matrix. If subject-
level classification is appropriate, i.e. the data is cluster-correlated and outcomes for each subject
replicates belong to the same class, the subject-level classifications, then the subject error rate and
subject confusion matrix are displayed.

File Options Help |

4 MEHaMehﬂpoﬁancel Testing/Prediction Data Testing/Prediction Classifications
Sample-level (Classifications: :ﬂ
ID True Predicted Class 1 Class 2
Class Class
1 1 1 B.6180 0.35820
1 1 1 @.5800 0.4200
1 1 1 0.7035 0.29565
1 1 1 B.74585  0.2535
1 1 1 @.5995 04005
1 1 1 B.7470  0.2530
a2 |} | ]
1606 2 2 @.2615 0.7385
106 2 2 @.2330 0.7670

Sample-level Error Rate: 0#0.1310
Sample-level Confusion Matrix: (rows = predicted, cols = actual)
454 85
46 415

Subject-level ClLassifications:
I True Predicted Class 1 Class 2
Class Class

1 1 1 @.6759 0.3231
Z 2 2 0.4870 0.5131
3 1 1 @.5971 0.4@30
4 2 2 @.3566 0.5442
L I T
98 2 2 ¥.3386 0.6614
8o 1 1 @.5931 0.4870
108 2 2 @.3185 0.6815

Subject-level Error Rate: 0O.07060

Subject-Tevel Confusion Matrix: (rows = predicted, cols = actual)
48 5
2 45

| ‘Elapsed Time = 1 seconds

The following columns are displayed: sample/subject IDs, true class, predicted class, followed by the
proportions of votes for each of the classes.



File Help \

4 variable Importance | Testing/Prediction Data Testing/Prediction Classifications
T I I 7. 1638 U.5302 “
100 1 1 B.1758 0.8242
100 1 1 ¥.133% 0.8661
1o 1 1 B.1558 0.8442

Sample-level Error Rate: 0.0000
Sample-lavel Confusion Marix: (rows = predicted, cols = actual)
=1cic] (]
O 1CIC]

Subject-level Classifications:
I True Predicted Class @ Class 1
Class Class

1 G G @.8057 0.1943
2 1 1 @.1772 0.8228
3 G} G} 0.8237 0.1763
4 1 1 ¥.1349 0.8651
5 G} G} [.8622 0.1378 _J
6 1 1 0.1625 0.837%
7 0] 0] .8694 0.1306
=) 1 1 1771 A /770 hd

| |Empsed'ﬁﬁm3= 6 seconds

When making predictions, a true outcome column should not be present. Error rate(s) and confusion
matrices will not be computed.



Saving forest, variable importance scores and classifications

To save a forest, select on of the following tabs: ‘Training Data’, ‘Forest Parameters’, or ‘Training Error’,
then select the ‘Save’ menu item from the ‘File’ pull down menu. Forests are saved with the *“.rff’ file
extension. Training error and confusion matrices are also saved in this file.

File Help |

Glning Data | Forest Parameters ‘E‘ralnl@ \ariable Importance |P
Sample-level ETToTr Rate—6-127
Sample-lev =
426
s Name: |forest,rff
Subject-le 0 |
Subject-le
42 = Browse for other folders
4 |D leclerc | yuliya |GU[ Itmp Create Foider'
Places Name ¥ | Modified
[ leclerc ()20 3 1 _train.ff Yesterday
Full clustered| |0 pesktop O 20_3_1_train_nowt.rff vesterday |/
& File System [ 20_3_1_train_prox.rff Yesterday
10} iris_100.rff Yesterday
$add | = " RFF flles teiff) [+
X Cancel | = save




Variable Importance measures are saved by first clicking on the ‘Variable Importance’ tab and then
selecting the ‘Save’ menu item from the ‘File’ pull down menu. This file is identical to the text displayed
to the user in RF++ window.

File Help |

4 Training Data | Forest Parameters I Training Error Gariable importan@}
TR o ——— ;
(_Save Training Variable Importance o x
ID e
36 Name: |important_vars.bd]
29
156 B |
26
47 = Browse for other folders
133 4 |D leclerc | yuliya || GUI Create Foiderl
60 :
180 Places Name ¥ | Modified
123 0 leclerc & icons 07/03/07
& [ Desktop & smolka 07/03/07 |
Bllpech: @ File System @ tmp Yesterday
15 unused 06/24/07
(] iris_testcl.bd uesday |
% Add | - | (TTfiles () |+
X Cancel | &l save
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Classifications/predictions can be saved by first clicking on the ‘Testing/Prediction Classifications’ tab
and then selecting the ‘Save’ menu item from the ‘File’ pull down menu from the.

File Help |

4 Variable Importance | Testing/Prediction Data Testing/Prediction Classifica@

]

Sample-leva

1 Name: |some_classification_results.txt
1
1 D |
1
1 = Browse for other folders
i 4 |D leclerc | yuliva | Gul Itmp Create Fo!derl
1 |
1 Places | Name ¥ | Modified |i
1 O leclerc [0 100_3_1_testclitxt Yesterday
2 [ Desktop | 100_3 1 _testcl_nowt.bx Yesterday
B File System 40 100_3_1_testcl_prox.txt Yesterday
[ iris_100_testcl.t<t Yesterday o
& Add [ = | CTXT files (*£xt) v_i

X Cancel | & save

Loading an Existing Forest

A previously forest can be loaded by selecting the ‘Open’ menu item from the ‘File’ pull down menu.
After a forest is loaded, 4 tabs that describe the forest are displayed. The first 3 tabs describe the forest:
‘Training Data’, ‘Forest Parameters’, and ‘Training Error’. The ‘Testing/Prediction Data’ tab is opened for
the user to specify testing or prediction dataset parameters in order to test performance of the forest or to
make predictions for unknown cases.
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Forest File Description

XML File

The XML schema for a forest is defined in the file 'forest.xsd'. This schema defines a forest consisting of
forest attributes such as number of samples used to grow a forest, number of trees, etc. followed by a
sequence of trees. Each tree is a sequence of nodes. Nodes are listed in level-order, though knowledge of
this ordering is unnecessary for parsing.

The correct linkage structure of a tree can be determined by using the node attribute ‘id' which uniquely
identifies a node. Each non-terminal node also contains ids of the left and right children nodes. An
example of a forest in XML format is listed in the supplementary file ‘forest.xml'.

Text File

The forest is saved as a text file with the ".rff' extension. It is best to read the descriptions provided for
the XML file syntax, files 'forest.xsd' and 'forest.xml'. The ".rff' file contains more information then the
XML file, such as the confusion matrices that is useful when a trained forest is loaded into RF++ GUI.
An example is available in the supplementary file ‘forest.rff".

Example:

150 4 0 0 3

2

1234567

100

50 3 1.6 150 -1
43.7579 2 1.9 95 -1

50 2 4.8 150 -1
47.3958 3 0.6 96 -1
50.1481 3 1.7 54 -1
39 -1 0390
53.1404 0 4.9 57 -1
5258 -1

46 -1 0 46 2
1-1012
54.0357 3
1.66667 1
5-1052
5 -1 0551

1.6 56 -1
2.2 3 -1

N R
SIS
ocoo
N R
RN

1504003

2

4

5030.6 150 -1
46-10460
53.2308 31.7 104 -1
52.507724.965-1
35.205105.939-1
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... (the rest of the trees)

The numbers in the file are as follows:

1504003

number_of _samples number_of variables have_ids clustered_outcomes number_of classes

have_ids — 0/1 - 0 if no IDs were present in the training data, 1 if IDs were present.
clustered_outcomes — 0/1 — 0 if training data is not clustered and/or outcomes were not the same for all
replicates within a subject. 1 if training data was clustered with outcomes for all replicates within a
subject belonging to the same class. If this is 1, then subject-level classifications and error rates are
produced in addition to the sample-level classification and error rate.

2
number_of variables to_split_at_each_node

1234567
random seed

100
number_of trees

503 1.6 150 -1

Gini_score split_variable split_variable_value sample_size _reached_this_node class

Gini score is used to decide which variable and its value will produce the best separation of training data
into distinct classes. Sample size that reached a particular node is printed for purposes of seeing how the
splits are made and how many samples a split separates from the rest of the samples in a particular node.
The 1% node is the root node that has all the samples, so we see the total number of the samples — 150,
which is the same as in the 1% line of the file.

Variables are numbered 1,2,3,... Class (last value in the line) is in the range 1,2,... for terminal nodes
(nodes that produce classifications) and -1 for nodes inside the tree that do not produce the classification
and are split further.

Trees are separated by a new line. After all the trees are written out more forest information is added:

04

1111
5074
0415
0241

0
<End of file>

0 - which_tree_weight weight_vector_size
which_tree_weight — 0/1, 0 if no tree weights were used, 1 if proximity-based weights used
100 - weight_vector_size — number equal to the number of trees in the forest as each tree has a
weight

1111...111

Tree weights, as one long line with number of trees values in it. Here the weights are set to 1 and thus do
not affect the voting.
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50 04
0462
0 448

Sample-level confusion matrix. Matrix shows the numbers of the Out-of-bag (OOB) samples classified
into each of the classes. Rows are the predicted outcome, columns are true outcome. Values on the

diagonal are the correct classifications, all values off diagonal were classified incorrectly as the class in
different row. Class labels are not printed here, classes are ordered as classl,2,... in rows and columns.

0
subject-level _confusion_matrix identifier (flag) — 0/1, O if no subject-level confusion matrix follows, 1 if
subject-level confusion matrix printed.

Forest file output with the subject level confusion matrix
More information is stored in the forest file if subject-level classification is done. In the following
example 2 classes were available.

2100

0.516667 0.433333 0.433333 0.4 0.513333 0.39 0.39 0.39 0.546667 0.433333 ... 0.576667
122 36

28 114

1

43 11

7 39

<End of file>

2100
2 — proximity based weights are used
100 — number of trees in the forest (small for the purpose of the example)

0.516667 0.433333 0.433333 0.4 0.513333 0.39 0.39 0.39 0.546667 0.433333 ... 0.576667
tree weights, 100 weights

122 36
28 114
sample-level confusion matrix

1

flag (indicator) if subject-level confusion matrix follows, 1 means subject level matrix is present
4311

7 39

subject-level confusion matrix

% Generally, the users do not need to be familiar with the syntax of these files. RF++ will save and
load these files automatically. If someone wants to further investigate the rules used to grow trees
and consequently a forest the “.rff” and XML files will provide valuable insight into the rules.
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