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Abstract

This reference system demonstrates the functionality of the PLBv46 Endpoint Bridge for PCI
Express® used in the Xilinx ML555 PCI/PCI Express Development Platform. The PLBv46
Endpoint Bridge is used in x1 and x4 PCle® lane configurations. The PLBv46 Endpoint Bridge
uses the Xilinx Endpoint core for PCI Express in the Virtex®-5 XC5VLX50T FPGA. The PLBv46
Bus is an IBM CoreConnect bus used for connecting the IBM PPC405 or PPC440
microprocessors, which are implemented as hard blocks on Xilinx Virtex FPGAs, and the Xilinx
Microblaze microprocessor to Xilinx IP.

A variety of tests generate and analyze PCle traffic for hardware validation of the PLBv46
Endpoint Bridge. PCle transactions are generated and analyzed by Catalyst and LeCroy test
equipment. For endpoint to root complex transactions, the pcie_dma software application
generates DMA transactions which move data over the PCle link(s). For root complex to
endpoint transactions, Catalyst and LeCroy scripts generate PCle traffic. A Catalyst script
which configures the PLBv46 Endpoint Bridge and performs memory write/read transactions is
discussed. The steps to use Catalyst to measure PCle performance are given, and
performance results are provided.The principal intent of the performance testing is to illustrate
how performance measurements can be done.

Two stand-alone tools, PCltree and Memory Endpoint Test, are used to write and read PLBv46
Endpoint Bridge configuration space and memory in a PC environment. This is the least
expensive and easiest to use hardware test environment.

The use of the ChipScope™ tool in debugging PLBv46 Endpoint Bridge issues is described.

Included
System

The reference system for the PLBv46 Endpoint Bridge in the ML555 PCI/PCI Express
Development Platform is available at:

http://www.xilinx.com/support/documentation/application_notes/xapp1000.zip

The zip file contains the reference system which is described on page 2 of this application note.
The mI555_mb_plbv46_pcie project uses the PLBv46 Endpoint Bridge configured with four
PCle lanes. To change this to a reference x1 lane system, change the PLBv46 Endpoint Bridge
C_NO_OF_LANES generic to 1.

Introduction

The PLBv46 Endpoint Bridge is an endpoint instantiated in a Xilinx FPGA which communicates
with a root complex. The reference systems are tested using commercial test equipment from
LeCroy and Catalyst. LeCroy and Catalysts are two Analyzers/Exercisers used to verify PCle
systems. The Catalyst and LeCroy testers allow generation, analysis, capture, and triggering of
Translation Layer, Data Link Layer, and Physical Layer packets. The reference systems are also
tested in two test environments which are inexpensive and PC based.

The PLBv46 Endpoint Bridge is tested using the LeCroy and Catalyst testers as root complex.
The ML555 Evaluation Board is inserted into the LeCroy or Catalyst PCle slots for testing.
Sample Catalyst scripts are provided in the m1555 mb plbv46 pcie/catalyst directory.
Sample Lecroy scripts are provided in the m1555 mb plbv46 pcie/lecroy directory.
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Hardware and

Software

Requirements

Reference

System
Specifics

The tests for the PLBv46 Endpoint Bridge which do not require LeCroy or Catalyst test
equipment are the PCIE Configuration Verification (PCIE CV), PCltree and the Memory
EndPoint Test (MET) tests. These are run using the mI555_mb_plbv46_pcie project configured
as x1 and x4. These tests are quick to setup and costs nothing other than a PC with PCle slots.
For these tests, the ML555 PCI/PCI Express Development Platform is inserted into the x8 PCle
slot of a PC (Dell 390). The PC based PCltree and/or MET software are installed. The PCliree
Bus Viewer (www.pcitree.de) and the Xilinx MET tests allow the user to write and read ML555
memory with any pattern, with different lengths. PCltree and the MET do not provide the
capability to analyze PCle traffic.

The hardware and software requirements for this reference system are:

e Xilinx ML555 board (Production Silicon)

e Xilinx Platform USB or Parallel IV programming cable

e USB Type A to Type B Interface cable and serial communication utility (TeraTerm)
¢ Xilinx Platform Studio 10.1i

e Xilinx Integrated Software Environment (ISE®) 10.1i

e Xilinx ChipScope PRO 10.1i

e Catalyst SPX Series PCI Express Bus Protocol Analyzer/Exerciser

o LeCroy PETracer Analyzer / PETrainer Exerciser

This reference system includes the MicroBlaze™ Processor, MPMC, XPS BRAM, XPS INTC,
XPS GPIO, XPS UART Lite, XPS Central DMA, and the PLBv46 Endpoint Bridge. Both the
processor and the bus run at a frequency of 125 MHz. The MicroBlaze processor uses 2 KB for
the instruction cache (I-cache) and 4 KB the data cache (D-cache). MPMC runs at a frequency
of 125 MHz and is set up for three ports.

Figure 1 is the block diagram of the reference system.

XPS XPS XPS XPA Central
INTC GPIO BRAM DMA
MicroBlaze
Processor
PLBv46 XPS
PCle UART Lite MPMC MDM

X1000_01_041408

Figure 1: Block Diagram of Reference System

Table 1 provides the address map of the system.
Table 1: Reference System Address Map

Peripheral Instance Base Address High Address
MDM debug_module 0x84400000 0x8440FFFF
XPS INTC xps_intc_0 0x81800000 0x8180FFFF
XPS GPIO Xps_gpio_0 0x81400000 0x8140FFFF
XPS BRAM CNTLR xps_bram_if_cntir_1 0x8AE10000 0x8AE1FFFF
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Table 1: Reference System Address Map (Cont’d)

Peripheral Instance Base Address High Address
XPS Central DMA xps_cdma_0 0x80200000 0x8020FFFF
PLBv46 Endpoint plbv46_pcie_0 0x85C00000 0x85COFFFF
Bridge
XPS Uartlite RS232 0x84000000 0x8400FFFF
LMB Cntlr ilmb_cntlr 0x00000000 0x00001FFF
LMB Cntlr dimb_cntlr 0x00000000 0x00001FFF
MPMC DDR2_SDRAM_32Mx32 0x90000000 O0x9FFFFFFF

In XPS, double click on PCle_Bridge in the System Assembly View to invoke the PLBv46
_PCle generics editor. The generics shown in Figure 2 are used to configure the PLBv46
Endpoint Bridge. The Xilinx Device ID = 0x0505 and Vendor ID = 0x10EE are displayed in
many of the PCle tests done in this application note.

w PCle_Bridge : plbv46_pcie_v1_00_a

&l | Buses ks
— =]
C_IPIFBAR_MUM 2 _«_z‘ |
C_INCLUDE_BAROFFSET_REG =
C_PCIBAR_NUM B Bl
C_NO_OF_LANES [« B |
C_DEVICE_ID [ox0505 l
C_VENDOR_ID [oxcsozE
C_CLAS5_CODE [oxo58000
C_REV_ID [ox00
C_SUBSYSTEM_ID |ox0000
C_SUBSYSTEM_VENDOR_ID [ox0000
C_COMP_TIMEOUT
C_MPLB_AWIDTH 2
C_MPLE_DWIDTH &4
| C_MPLB_SMALLEST_SLAVE [a2 2 =

X1000_02_041408

Figure 2: PLBv46 Endpoint Bridge Parameters

Implementation
Results

The resource utilization in the reference design is shown in Table 2.

Table 2: Design Resource Utilization

Resources Used Available Utilization (%)
Slice Registers 12003 28800 41
Slice LUTs 12437 28800 43
DCM_ADV 2 12 16
Block RAM 56 60 93
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ML555 Setup Figure 3 shows the ML555 PCI/PCI Express Development Platform. The ML555 has a PCI
connector on one edge of the printed circuit board and a x8 PCle connector on the other edge.

In the figure, no PCle adapter is connected to the ML555 x8 PCl edge connector. For PCle
operation, move switch SW8 to the PCle position and install a shunt on P18.

sws A SRR
| I TIRMOER

ry
8630 94V-0
08141755~

B3DS

P13: 8-Lane Connector
for PCI Express

. LOSXTASDX
& -X3LHIN |

XNNXCS
P45:

(Configure for PCle Lane
Width Presence Detect)

P18: (Install Shunts for
PCI Express)

X1000_03_041408

Figure 3: ML555 PCI/PCle Evaluation Platform
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Put the shunt on P45 to indicate the number of PCle lanes used in the project, as shown in
Table 3.

Table 3: Selecting the Number of PCle Lanes on the ML555

No of PCle Lanes P45 Shunt Location
1 5-6
4 3-4
8 1-2

Figure 4 shows the x1 and x4 PCle adapters which connect to the x8 PCle connector on the
ML555. The adapters are used when inserting the ML555 into PC, Catalyst, or LeCroy test
equipment. The usage of the adapter is generally optional.

B5EE229909990553395322922232722332293329233933792293303323753757 2309290992 %)

L LR L LR LR R LT RALLT IS

Figure 4: x1 and x4 PCle Adapters

Interfacing toa Communication terminals are commonly used to display information related to the functionality

Communication of the ML555. The information displayed is usually output from C code running on the

T inal MicroBlaze processor. Many newer PCs do not have a COM port. The ML555 addresses this
ermina by providing an interface to the communication terminal through a USB port. This differs from

earlier Xilinx boards. This eliminates the serial communication cable/null modem/gender

changers used by other Xilinx boards to communicate with a communication terminal.

Installing CP210x USB-to-UART Bridge VCP Drivers

Silicon Laboratories CP210x USB-to-UART Bridge Virtual COM Port (VCP) device drivers
permit a CP210x device to appear to any PC application software as an additional COM port in
addition to any existing hardware COM ports in the PC. Application software running on the PC
accesses the CP210x device as it would access a standard hardware COM port. However,
actual data transfer between the PC and the CP210x device is performed over the USB
interface. COM port applications such as HyperTerminal or TeraTerm transfer data between the
USB to the CP210x device without the need to modify the terminal application software on
either end of the communications interface. The latest CP210x USB-to-UART Bridge VCP
drivers can be downloaded from the Silicon Laboratories website at:
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http://www.silabs.com/tgwWebApp/public/web_content/products/Microcontrollers/en/MCU_Do

wnloads.htm.

For technical information and support of the CP210x USB-to-UART bridge controller integrated
circuit and the associated VCP device driver, visit the Silicon Laboratories website at
www.silabs.com.

The ML555 contains a CP210x USB-to-UART bridge controller integrated circuit. To
communicate with the MicroBlaze processor in the Virtex-5 FPGA, the Silicon Laboratories
CP210x USB-to-UART Bridge VCP drivers must first be installed on the PC used to remotely
control the DMA operations. For the installation procedure, it is assumed that:

The remote terminal console operates on the same machine that the ML555 board is
plugged into.

No previous versions of this driver are installed on the PC running Microsoft Windows XP.

The ML555 has been properly configured for PCI Express compliant system power, the
reference design has been programmed into the platform flash configuration device on the
ML555 board, and the ML555 is configured to load the reference design into the FPGA
from platform flash at power-up.

With the PC powered off, install the ML555 in an 8-lane or 16-lane PCI Express compliant
add-in card socket in the PC.

Connect the USB B-to-A cable between the ML555 USB port (connector J1) and the USB
connector on the PC. The USB cable is not provided with the Virtex-5 FPGA ML555
Development Kit for PCI Express and PCI designs.

Power up the PC and ML555 system before continuing with the VCP driver installation.
Successful CP210x driver installation consists of five steps:

a. Create an installation directory on the PC and copy the installation files from the ML555
CD-ROM (or downloaded driver from a temporary directory) into the CP210x directory.

b. With the reference design loaded in the Virtex-5 FPGA and a USB A-to-B cable
connected between the PC and ML555 USB port, install the first of two CP210x
USB-to-UART device drivers on the host PC.

c. Install the second CP210x USB-to-UART device driver on the host PC.
d. Verify driver installation using Windows device manager.
e. Start a HyperTerminal application to verify communications.

Place the ML555 CD-ROM in the CD-ROM drive on the PC. The driver file is named
CP210x_Drivers.exe and is located in the directory
ML555 Support Files\SiLabs CP2102 VCOM Driver.

If the ML555 CD-ROM is not available, download the latest CP210x driver from the Silicon
Laboratories website before continuing.
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Interfacing to a Communication Terminal

CP210X Installation Directory Creation

1. Double-click the self-extracting ZIP file. A folder containing various drivers is created in the
C:\SiLabs\MCU\CP210x directory. The InstallShield Wizard is displayed as shown in

Figure 5.
2. Click Next to continue.

InstallShield Wizard X

‘Welcome to the InstallShield Wizard for Silicon
Lab i 2105 E ion Kit Tools

The InztallShield® Wizard will install Silicon Laboratories
CP210x Evaluation Kit Tools Release 3.1 on your
computer. Ta cantinue, click Mext.

ety Cancel |

X1000_05_041408

Figure 5: Silicon Laboratories CP210x InstallShield Wizard

3. Review the Silicon Laboratories software license agreement. Click Yes to accept all the
terms and conditions of the license agreement, as shown in Figure 6.

InstallShield Wizard

License Agreement

Fleaze read the following license agreement carefully.

Press the PAGE DOWHM key to zee the rest of the agreement.

SILICOM LABORATORIES, INC.
SOFTWARE LICENSE AGREEMENT

2

Licenzee and Silicon Labaratarigs, Inc., [*'Silicon Labs™),
located at 4635 Boston Lane, Austin, Teras 78730, [collectively the
"Parties" or individually a "Party"], hereby enter into this Software
Licensze Agreement it accordance the Terms and Conditions [the
“tagreement'].

TERMS AND COMDITIOMS A
Do vou accept all the terms of the preceding License Agreement? If you choose Ma, the

setup will close. To install Silicon Laborataries CP21 0 Evaluation Kit Tools Release 3.1, you
must accept this agreement,

< Back Yes Mo

X1000_06_041408

Figure 6: Silicon Laboratories License Agreement
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4. Click Next to accept the default destination folder as shown in Figure 7.

InstallShield Wizard

Choose Destination Location % I
Select falder where Setup will install files.

Setup will inztall Silicon Laboratories CP210x Evaluation Kit Tools Release 3.1 in the
following folder.

Toinztall to this folder, click Mext. To install bo a different folder, click Browse and select
anather folder.

Destination Folder

C:ASiLabs\MCUNCF21 0% Browsze. ..

< Back Cancel |

X1000_07_041408

Figure 7: Default CP210x Driver Destination Directory

After the destination folder is created on the PC and the VCP drivers are copied to this folder,
the Wizard Complete status screen is displayed as shown in Figure 8.

5. Click Finish to continue with VCP driver installation. At this point, the VCP drivers are only
copied onto the host disk drive.

InstallShield Wizard

InstallShield Wizard Complete
i

Setup has finished installing Silicon Laboratories CP21 0
Evaluation Kit Toolz Releaze 3.1 on your computer.

X1000_08_041408

Figure 8: CP210x Directory Creation and File Installation Complete
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CP210x USB-to-UART First Driver Installation

The following steps require the reference design to be successfully loaded into the FPGA on
the ML555, and the USB interface cable to be connected between the PC and ML555 J1
connector.

1. The PC recognizes new hardware attached to the computer and displays the Found New
Hardware Wizard as shown in Figure 9. Select No, not this time and click Next to continue
with driver installation.

Found New Hardware Wizard

Welcome to the Found New
Hardware Wizard
Weindows will zearch for cument and updated softveare by

loaking an your computer, on the hardware installation CO, or an
the ‘wWindows Lpdate 'web site [with your permizsion).

Bead our privacy policy

Can Windows connect to Windows Update ta search far
software?

() Yes, this time only
() es, now and every time | connect a device

o

Click Mest bo continue.

I MHewut » l[ Cancel

X1000_09_041408
Figure 9: Found New Hardware Wizard

2. Select Install from a list or specific location (Advanced) as shown in Figure 10. Click
Next to continue.

Found New Hardware Wizard

Thiz wizard helps pou install software for;

CP2102 USE to UART Bridge Controller

\) If pour hardware came with an installation CD
&2 or floppy disk, insert it now.

YWwhat do you want the wizard to do’?

() Install the software automatically (Fecommended)

(&) install from a list or specihc locahon (Advanced}

Click Mext to continue.

’ ¢ Back ” Mest > l’ Cancel ]

X1000_10_041408

Figure 10: New Hardware Wizard Install from a Specific Location
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3. Select Search for the best driver in these locations and select Include this location in

Found New Hardware Wizard
Please choose your search and installation options. .

(%) Search for the best driver in these locations.

Usge the check boses below to limit or expand the default search, which includes local
pathz and removable media. The best driver found will be installed.

[ 5earch remavable media [floppy, CO-ROM...]

Include this location in the search:

[CASILabs\MELNCR21 D IN v

() Dan't search. | will choose the driver to install.

Choose this option to select the device driver from a list. *Windows does not guarantee that
the driver you choose will be the best match for wour hardware,

[ < Back ][ Mest > ][ Cancel ]

Figure 11:

X1000_11_041408

Search for the Best Driver in these Locations

the search (Figure 11). Browse to the directory containing the CP210x drivers or enter
C:\SiLabs\MCU\CP210x\WIN if the default directory is selected. Click Next to continue.

Driver installation takes one or two minutes to complete. The Completing the Found New
Hardware Wizard status box is displayed (Figure 12). This is the first of two drivers that must be
installed for the PC and ML555 USB port to communicate correctly.

4. Click Finish to continue with VCP driver installation.

Found Mew Hardware Wizard

Completing the Found New
Hardware Wizard

The wizard hasz finished inzstaling the zoftware for:

% CP21071 USE Compozite Device

Click. Finish to close the wizard.

X1000_12_041408

Figure 12: Found New Hardware Wizard Driver Installation Complete
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CP210x USB-to-UART Second Driver Installation

A second driver must be installed on the PC. The Found New Hardware Wizard is again
displayed on the PC (Figure 13).

1. Select No, not this time and click Next to continue with driver installation.

Found New Hardware Wizard

Welcome to the Found New
Hardware Wizard
Weindows will zearch for cument and updated softveare by

loaking an your computer, on the hardware installation CO, or an
the ‘wWindows Lpdate 'web site [with your permizsion).

Bead our privacy policy

Can Windows connect to Windows Update ta search far
software?

() Yes, this time only

() es, now and every time | connect a device

®!

Click Mest bo continue.

I MHewut » l[ Cancel ]

X1000_13_041408

Figure 13: Found New Hardware Wizard (Second CP210x Driver Install)

2. The driver for the CP210x USB to UART bridge controller must also be installed on the PC.
Select Install from a list or specific location (Advanced) as shown in Figure 14. Click
Next to continue.

Found Mew Hardware Wizard

Thiz wizard kelps you install software for:

CP2102 USE to UART Bridge Caontraller

{ -') IF your hardware came with an installation CD

W

22 or floppy disk, insert it now.

YW'hat do you want the wizard to da?

() Install the software automatically [Fecommended)

(#yinztall from a list or zpecific location [Advanced}

Click Mext to continue,

[ < Back “ Hest » ][ Cancel ]

X1000_14_041408

Figure 14: USB-to-UART Bridge Controller Driver Installation Wizard
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3. Select Search for the best driver in these locations and select Include this location in

Driver installation takes one or two minutes to complete. The Completing the Found New

(%) Search for the best driver in these locations.

Uze the check boxes below to limit or expand the default search, which includes local
pathz and removable media. The best diver found will be installed,

[]5earch removable media [floppy, CO-ROM...
Inchude this location in the search;

| CASILabs\MCUNCP 21 DkbIN v

() Don't search. | will choose the driver ta install.

Choosze thiz option to select the device driver from a list. Windows does not guarantee that
the driver you chooge will be the best match for your hardware.,

l < Back ” Nest » l[ Cancel

X1000_15_041408

Figure 15: VCP Driver Directory Location

the search (Figure 15). Browse to the directory that contains the CP210x drivers or enter
C:\SiLabs\MCU\CP210x\WIN. Click Next to continue.

Found New Handware Wizard
Please choose your search and installation options. .

Hardware Wizard status box is displayed for the second time as shown in Figure 16. This is the
second of two drivers that must be installed for the PC and ML555 USB port to communicate

correctly.

4. Click Finish to complete driver installation.

Found Mew Hardware Wizard

Completing the Found New
Hardware Wizard

The wizard hasz finished inzstaling the zoftware for:

% CP21071 USE Compozite Device

Click. Finish to close the wizard.

X1000_16_041408

Figure 16: Completion of Second CP210x Driver Installation

XAPP1000 (v1.0.1) May 6, 2008

www.Xxilinx.com

12


http://www.xilinx.com

Interfacing to a Communication Terminal S XILINX®

Verification of USB-to-UART Driver Installation

Verification of PC to ML555 communication requires the ML555 powered up in the system unit,
the reference design loaded into the Virtex-5 FPGA on the ML555, and a USB cable connected
between the ML555 and the USB port of the PC hosting the remote DMA initiator terminal
console. If the ML555 is connected to the USB port of the PC but the reference design is not
loaded into the Virtex-5 FPGA, the CP210x USB-to-UART bridge controller port is not
recognized by the device manager application software running on the PC.

To determine which COM port has been assigned to the USB-to-UART bridge controller
attached to the ML555 board, the COM port assignments must be known.

1. Go into the Windows device manager by right-clicking on
My Computer > Properties > Hardware > Device Manager > Ports (COM & LPT) to view
the COM port assignments. Knowledge of the COM port assignment for the CP210x
USB-to-UART bridge controller is required when the HyperTerminal or TeraTerm
application is started on the PC. Figure 17 shows a device manager screenshot depicting
the ML555 COM port assigned to COM3.

£ Device Manager g@@

Fil=  Action Yew Help

S 2 a<xEa

=B GODIILLAOLE ~
+ j Computer
+-g Disk drives
+ j Lisplay adapters
+ i DVDJCD-ROM drives
+-i=) Floppy disk controllers
+ ,ﬂ, Floppy disk drives
+-[88 Human Interface Devices
+-i=h) IDE ATAJATAPT controllers
+-&a IEEE 1394 Bus host contrallzrs
+-» Keyboards
1) Mice and other pointing devices
& Manitors
+ - B8 Nebwork adapters
= ¥ Parts (COM & LPT)
(;yi Communications Port {COM1)
# CP2101 USE ko UART Bridge Contraller {COmM3)
- ECP Printer Port (LPTL)
+- 88 Processors
+ @é SCSIand RAID controllers
+-@), Sound, video and game controllers ¥

¥
¥

X1000_17_041408

Figure 17: Windows Device Manager COM Port Assignment

2. To uninstall the Silicon Laboratories VCP drivers from the PC, go to
Start > Control Panel > Add or Remove Programs. Microsoft Windows searches for all
software applications installed on the PC and presents a list of installed applications for
user selection. Scroll down and select the CP210x USB to UART bridge controller driver to
be removed. If installing a newer version of the VCP driver, remove the older driver version
driver before installing a newer driver version on the PC. The reference design was
hardware-verified using version 3.1 of the Silicon Laboratories VCP driver with the
production silicon version of the ML555.
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Opening a HyperTerminal Console

1. On the start menu of the PC, run the HyperTerminal application by selecting

Start > All Programs > Accessories > Communications > HyperTerminal. This opens
a connection description window as show in Figure 18. Enter ML555 as the name of the
terminal connection and click OK to continue.

Connection Description

Enter a name and choose an icon for the connection:

Mame:
MLE5S |

lcon:

[ Ok H Cancel ]

X1000_18_041408

Figure 18: Start HyperTerminal Application on the PC

A Connect To window is displayed as shown in Figure 19.

2. Select Connect Using: COM3 (or COM4 according to the COM port assignment to the
ML555 USB interface). Click OK. Verify COM port assignment for the CP210x port review

information depicted in Figure 17, specific to end user system configuration.

Connect To

Enter detailz for the phone number that you want to dial:

Country/region:

Area code: I:I

Phone number: | |

Connectusig: | NI - |

[ ] 8 H Cancel ]

X1000_19_041408

Figure 19: Connect Using COM4 or COM3
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UART Lite COM parameters are fixed at the time of reference design compilation. A COM
Properties window is displayed (Figure 20).

3.

Enter the port settings properties by selecting 9600 bits per second, 8 data bits, None for

parity, 1 stop bit and None for flow control. Click Apply and OK to open up the terminal
console on the PC. This terminal console is the user control point for the DMA initiator
reference design.

Part Settings
Bitz per second: | 9600 "
Data bits: | 8 v
Farity: | Haone w
Stop bits: |1 w
Flow control: | L= v

[ Reztore Defaults ]

(] 4 l [ Cancel ] [ Apply ]

X1000_20_042108

Figure 20: HyperTerminal Port Settings for ML555 Communications

XAPP1000 (v1.0.1) May 6, 2008

www.Xxilinx.com

15


http://www.xilinx.com

Interfacing to a Communication Terminal

SXILINX®

The port number (COMB) is displayed as shown in Figure 21.

£ Device Manager,

File  Action  Yiew Help

-= B EHFS P A =RE

=2} %AQLESTERSS
-\> Catalyst Test Todls
W Computer
agp Disk drives
Display adapters
Ly, DYDJCD-ROM drives
{8 Hurnan Interface Devices
=% IDE ATA/ATAPL controllers
- Keyboards
17y Mice and other pointing devices
g Maonitors
E Mebwork, adapters
=% Ports (COM &.LPT)
; (;y" Communications Port (COML)
ZPZ101 IJSE to UART Bridge Controller

(%8 Processors

[+ B8 Programming cables

#- ), Sound, video and game controllers
[+]-=ge Shorage volumes

B 3 System devices

| >

| £

Figure 21: Device Manager Communication Port

X1000_21_041408

If there are problems with the communication terminal, review pages 35-44 of XAPP859 for a
step by step description of setting up the ML555 to use a communication terminal.

Figure 22 shows the setup of Tera Term. Using Tera Term or a similar serial communications
utility, set the TeraTerm Port, Baud Rate to 9600, Data Bits to 8, Parity to None, and Flow
Control to None.

M Tera Term Web 3.1 - COM3 VT

dit Setup \Web Window  Help
. v | |
Tera Term: Serial port setup rﬁ =
Port: [ - |
Baud rate: |96IJD 'I
Data: ]a bit v] Cancel |
Parity: Inone 'i
Stap: [16it - Help |
Flows control: !none 'i
~ Transmit delay
I 0 msecfchar I i] msec/line
w
==

Figure 22: TeraTerm Settings
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Executing the The sequence of steps to test the PLBv46 Endpoint Bridge reference system differs depending

Reference on whether endpoint to root complex transactions or root complex to endpoint transactions are

Svst run. For endpoint to root complex transactions, the steps must be run in the order below. For
ystem root complex to endpoint transactions, the steps are the same, but there is no elf to download.

Change directories to the ready for download directory.

4.

10.

Use iIMPACT to download the bitstream.

impact -batch xappl000.cmd

Invoke XMD and connect to the MicroBlaze processor.

xmd

connect mb mdm

rst

Download the executable.

dow executable.elf

Write to the PLBv46 Endpoint Bridge Control Register to enable Bus Master and the BARs.
mwr O0x85CO001EO0 0x003F0107

Use the Catalyst to write the PLBv46 Endpoint Bridge Configuration Space Header.
File -> Open catalyst/cfg x4.sdc

In the Catalyst GUI, click on

Run

From the XMD prompt, run

con

XAPP1000 (v1.0.1) May 6, 2008
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Testing the The system, including the interface to the LeCroy/Catalyst test equipment, is shown in
PLBv46 Figure 23. The root complex is the Catalyst or LeCroy test equipment, and the endpoint is the
Endpoint PLBv46 Endpoint Bridge in the ML555 reference system.
Bridge
DDR2
XPS Central DMA MicroBlaze MPMC3
M S
BRAM PLBv46 PCle
Rx X Endpoint
A
Analyzer
v (Catalyst or LeCroy)
Exerciser
Root Complex
(Catalyst or LeCroy)
X1000_23_041408
Figure 23: PLBv46 Endpoint Bridge System Identifying Root Complex/Endpoint

Endpoint to Endpoint to root complex transactions are tested using XMD commands and C code. Two
Root Comp|ex softwarg project_s, pcie_dma and pc_ie_mc_:h_dma, geperate D_irect Memory Access (!I)MA)
Transactions transactions which create PCle traffic. This code provides an interface to the user which allows

the selection of the number of loops to run and the seed. The code generates and verifies
pseudo random traffic patterns on the PCle link.

The pcie dma.c code uses one DMA channel. The pcie_mch_dma.c code allows the
specification of 1-3 DMA channels.

The PLBv46 Endpoint Bridge Configuration Space Header (CSH) must be written for the code
to run correctly. The Catalyst and LeCroy scripts, cfg_x4.sdc and cfg_x4.peg, set up the
configuration space header of the PLBv46 Endpoint Bridge.

The Catalyst PCI Express Bus Protocol Exerciser/Analyzer has memory located at address
0x00000000. In the reference systems, the PLBv46 Endpoint Bridge generic
C_IPIFBAR2PCIBAR_0O is set to 0x00000000. This is different from the Base System Builder
(BSB) value for C_IPIFBAR2PCIBAR_O.
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Figure 24 shows the selection of the pcie_dma software project.

4 Xilinx Platform Studio - H:/designs/ml1555_mb_plbv46_pcielsystem.xmp - [Block Diagram]

File Edit “iew Project Hardware Software Devwice Configuration Debug Simulation ‘Window Help

iR R m DN

FDPEHL PWE DL RRMN BB OR EE S e E g

EX BFEIEE

Project | Applications | IP Catalog L}S

Software Projects
I ]4dd Software Application Praject

mDelau\
¥l Detaul

microblaze_0 bootloop

t:
It microblaze 0 xmdstub

. micioblaze_0

Executable: H:\designs'miS55_mb_plbwd6_peiehp
Compiler Options
Sources

Headers

= ﬁPmienl: pcie_mch_dma

Processor: microblaze_0

Executable: H:\designs'ml555_mb_plbv4E_poietyp
Cornpiler Options
Sources

Headers

< |

hS | # || [Platform Studio] | System Assembly View

|8

Output | Warning | Emor

>

]

X1000_24_041408

Figure 24: Selecting the pcie_dma Software Project
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pcie_dma. The pcie_dma project runs Direct Memory Access (DMA) operations. The user sets
the source address, destination address, and DMA length. The pcie_dma code is used for DMA
operations between user defined source and destination addresses. Figure 25 shows the
parameters in pcie_dma.c which are edited to test PCle transactions between different memory
regions. The elf for pcie_dma.c runs on the MicroBlaze processor in the XC5VLX50T FPGA on
the ML555.

pcie_mch_dma. The pcie_mch_dma project runs multi-channel Direct Memory Access (DMA)
operations. The user sets the source address, destination address, and DMA length for each
channel. The pcie_mch_dma code is used for DMA operations between user defined source
and destination addresses. As with the pcie_dma code, The parameters in pcie_mch_dma.c
which can be edited to test PCI transactions between different memory regions are
DMAChannel [*] . BAR. The elf for pcie_mch_dma.c runs on the MicroBlaze processor in the
XC5VLX50T FPGA on the ML555.

DMA Transactions

As examples of source and destination addresses in the DMA transactions, the source address
is an address in the ML555 XPS BRAM and the destination address is Catalyst memory across
the PCle link. Another DMA transaction transfer is data from the source address in one location
in the Catalyst memory to a second location in Catalyst memory.

#define MEM_0_BASEADDR 0x8AE10000
#define MEM_1_BASEADDR 0x20000000

DMALength = 1024

X1000_25_041408

Figure 25: Defining Source and Destination Addresses, Length in pcie_dma.c

The XMD scripts and C code generate DMA operations to transfer data between different
ML555 and Catalyst memory regions. DMA transactions are generated by writing to the
Control, Source Address, Destination Address, and Length registers of the DMA controller.
Table 4 provides the register locations for the XPS Central DMA. In the reference design,
C_BASEADDR is set to 0x80200000.

Table 4: XPS Central DMA Registers

DMA Register Address
Control Register C_BASEADDR + 0x04
Source Address Register C_BASEADDR + 0x08
Destination Address Register C_BASEADDR + 0x0C
Length Register C_BASEADDR + 0x10

XAPP1000 (v1.0.1) May 6, 2008 www.xilinx.com 20
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The pcie_dma.c code consists of the four functions in the functional diagram in Figure 26. The

Barberpole Region function provides a rotating data pattern in the memory located at the

source address. The Zero Region function sets the memory located at the destination address

to all zeroes. The DMA Region function generates a DMA transaction of data located at the
source address to the memory at the destination address. Following the DMA transfer, the

Verify function verifies that data at the source and destination address are equal.

Figure 27 show the communication terminal output when running the pcie_dma/executable.elf.

Figure 26: Functional diagram of pcie_dma.c

Barberpo
Region

le

l

Zero
Region

DMA
Region

Verify

X1000_26_041408

Figure 27: pcie_dma.c output

@ AEE]
0= Z O H
DMASrc = 20000000, Dest = 20002000, DMAlength{words) 000BROAL
DHA Finished
DMASrc = ?2000002c, Dest 2000202c, DMAlength{words) DOOBBDAC
DHA Finished
DMASrc = 2000005c, Dest = 2000205c, DMAlength{words) pePRBRBAd
DMA Finished
DMASKrc = 20000090, Dest = 20002090, DMAlength{words) 000000Ae
DHA Finished
DMASrc = 200000c8, Dest = 200020c8, DMAlength{words) 0o0o00ef
DHA Finished
DMASrc = 20000104, Dest = 20002104, DMAlength{words) 0p0OBO10
DHA Finished
DMASrc = 20000144, Dest = 20002144, DMAlength({words) GLo1s 15 164 18]8]
DMA Finished
DMASKrc = 20000144, Dest = 20002144, DMAlength{words) 0ooRRaa1
DHA Finished
DMASrc = 20000148, Dest = 20002148, DMAlength{words) 000aBOA2
DHA Finished
DMASrc = 20000150, Dest = 20002150, DMAlength{words) 0pPRRBA3
DHA Finished
DMASrc = 2000015c, Dest = 2000215c, DMAlength{words) 000000A4
DMA Finished
DMASKrc = 2000016c, Dest = 2000216c, DMAlength{words) 000BRBAS
DMA Finished
<
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Catalyst Testing

This section discusses testing using Catalyst Enterprises SPX Series PCI Express
Analyzer/Exerciser system. The SPX is a serial bus Analyzer/Exerciser used to analyze and/or
exercise PCIl Express data transactions. The SPX4 Analyzer consists of the SPX4 card and
Analyzer software. The Analyzer allows capture and trigger on Transaction and Data LInk Layer
Packets, Physical Layer Ordered Sets, and all bus conditions. The Exerciser generates bus
traffic while operating as either a root complex or endpoint device.

Figure 28 shows a functional diagram of the Catalyst test setup.

SPx4 Slot
PC I |
Catalyst Software PCle Slot
EDK/ISE | |

PXP-100a PCI Express DVT Platform

X1000_28_041408

Figure 28: Catalyst Test Setup

Figure 29 is a photograph of the Catalyst setup. A x1 or x4 adaptor is attached to the ML555
PCle edge, and the ML555 is inserted into the PCle slot. The Platform Cable USB cable is
connected to the ML555 to use Impact, XMD, and GDB. A USB cable connects the PC based
Catalyst software to the SPX4 Analyzer.

""""""

05
= AG Jowod
06010 190N

@SN elqeD Wiojeld

XNIIX 3R

X1000_29_041408

Figure 29: Photo of Catalyst PCI Express Test Equipment
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In addition to using the Catalyst Bus Protocol Analyzer/Exerciser software discussed
extensively in this application note, the Catalyst SpekChekTM PCI Express Compliance Suite
has been run with this reference design to verify that the PLBv46 Endpoint Bridge meets PCI-
SIG compliance tests. The SpekCheck tests are defined in the SpekChek User Manual Version

6.5.
Several tools, including Impact, XMD, and Catalyst, are used in the setup and testing of this

reference system, and their order of use can affect functionality.

After downloading the bit file into the ML555 FPGA using Impact, the Bridge Control Register
(BCR) of the PLBv46 Endpoint Bridge is written as shown in Figure 30. The BCR enables the
PCle Bus Master and Base Address Registers (BARs).

Command Prompt - xmd

of PC Breakpoints...

of Read Addr-Data Wa

of Write Addr-Data Watchpoint
Instruction CGache Support
Instruction Cache Base Addres . - -Bx700000808
Instruction Cache High Address.... _ Bx7ffFFFff
Data Cache Support on
Data Cache Base Address... Bx? 8000000
Data Cache High Address... BAxPfFFEFEFf
Exceptions Support ff
FPU Support
Hard Divider Support.
Hard Multiplier Suppo
Barrel Shifter Support
MSR clr~ set Instruction Suppo
Compare Instruction Support

Connected to MDM UART Target
Connected to "mb" target. id = 8

Starting GDB server for "mh" target (id = B> at TCP port no 1234
FHMD: rst
System reset successfully

BMD:x: mur BxB5CH01ed BxPE3IfB107
A MD::

Figure 30: Writing the Bridge Control Register

X1000_30_041408
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Five tabs are used to setup the Catalyst PCle Bus Protocol Analyzer/Exerciser. Figure 31
shows Catalyst Capture settings. The option selected is to Capture Everything except Idles.
In the Trigger On tab, select Pattern and Trigger on TLP (Any Type). Select Any Direction.
In the Settings tab, specify the name of the output ssf file.

Catalyst Enterprises, Inc. 5SPX Analyzer/Exerciser Software - [cfg_x4]

@@ Pz Edit View Configuration Tools Project Setup  Window Help »
D-SEHE 2 &l 2 3
PP WwARE DX S Pe |+ D0E- B8 [ |
Exercizer Program  Capture I Trigger Dn] Link. Settings] Settings] Project Tree
i =k Capture
¢ Eventhing & Ewverythingl Exclude ldles |
™ Pattem r =-[A] Trigger On
" Mo Capture B @ TLP [ Type]
Frrenisiae @ Frt = &y Format
@ Type = bry Type
[ Esclude DLLPs @ Requester ID =303 [H)
[ Ewxclude Ordered Sets @ Traffic Class = dny TC
@ Payload = 00000 [H)
r @ Start at =00 H]
W Exclude [dies @ Address = XS00000ME000RMN (H)
@ Enhanced =
- - T
@ Direction = &ny Direction
™ = Settings
& Trig Position in Memary = 9%
& Capture Memory Space = 100 KB
& Dutput Sample File = H:Acatalyst/cfg_sd. ssf
& Analyzer = Simulation Mode
Ready Analyzer: Simulation Mode Mot Triggered |

X1000_31_041408

Figure 31: Capture Settings
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Figure 32 shows the setup of the Catalyst Link Settings. The ML555 can be used with either
x1 or x4 lane width. This application note uses x4 lane width. Select the Platform mode (hidden

behind the Link Status pane). Click on the Link Status button to invoke the Link Status pane
displayed. The figure shows a Link Width = 4, so the link is up and trained as x4.

D-SEHHE 2 @K 3|

Scramble Bypass

Folarity Reversal

= 13| ¢
BB L2 WaRS VRS T+ BE DB -
Exerciser Plogram] Eapture] Trigger On  Link Settings ]Settlngﬂ
- Physical Layer Settings 5P Reference Clack
Lirk width " Slow Speed Spstem Clock [1 - 1.25 Ghbps)
] C e & w4 o £ %z o o © Slow Speed System Clock [1.25- 2.5 Ghps
¢~ Full Speed System Clock
. - [zuppoitz Spread Spectrum Clocking]
Link Settings
Transmitter Receiver Intemal Source

De-Scramble Bypass  Polaiity Reversal

o [does_not support Spread Spectum

Easy. switch to Advanced mode ‘

[ Lane 0 WEEEL Physical, Data Link Layers Status |?|
] Lane 1 1 Lane ==
] Lane 2 ] Lane Physical Layer Status
] Lane 3 1 Lane
LTS5M CONFIGURATION
Ll
Link Mumber 0xf7 Link ‘idth 4
TMis$ion
LS s 2 ] R GG L 2 )
LanePolaity &+ + + + + + + + + + + + + + + +
- Diata Link Laper Status i
r
DLCMSH INACTIVE y
Check &1 Checll | Device]
Clear Al Clear=mr=T TS =T TP O e e e L evice)
| Advanced Options... ‘ Link Status...
I Define different patternz for pre-trigger and post-trigger data captures
Apply Settings Bun

Ready

|Analyzer 1:(000ESS000159)-UISE Mot Triggered |[Exerciser = Stoj 2

X1000_32_041408

Figure 32: Catalyst Link Settings
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Figure 33 is a graphical view of the stimuli for configuring the PLBv46 Endpoint Bridge,
including BAR 0. The m1555_mb_plbv46_pcie/catalyst directory contains the

cfg_x4.sdc stimuli file. The cfg_x4.sdc project is loaded using the File -> Open pull down menu.
The *.sdc files are readable text files which contains the transactions used as stimuli.

In cfg_x4.sdc, the Device ID/Vendor ID is read. The Command Status register is written and
read. The Revision ID and Class Code register is read.

In the figure, the Name column provides the type of transaction and the Reg Num column

specifies the register in the Configuration Space Header.

BARQO is written and read. BARO is a 64-bit BAR with the lower 32-bits defined at Configuration
Space Header (CSH) Register Number 4 and the higher 32-bits defined at CSH Register
Number 5.

Packets 10 and 11 are Configuration Writes and packets 12 and 13 are Configuration Reads.

In the Data field in packet 10, the endianess of the data written is swapped

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software - [cfg x4]

@File Edit ‘View Configuration Tools Project Setup  Window

D-=EEHS 2 @M & 4

Help e

8 x

B 2Led wadde DX &+ @@ |5EBH- 8-
Exerciser Program lCaptura] Tnggean} Link. Setlimgsl Satt\ngs]
Global Loop
£5t | =3, > @ Moloop " Count ’— " Confinuous
<]
! Frt (H) Type (H) ‘ Len(H) | ReqlD(H)
. CONFIG WRTE TO 3DV header, with data Config Write o [IBO1N IR
Last DWW BE (H) | FirstDw BE (H) | Bus Mum {H) | Dev MNum (H) | Func Num {(H) | Reg Mum {H) Data (H)

Frt (H) Type (H) \ Len(H) | ReqID(H
CONFIGWRITETO | 3DW header, with data | Config White T \-m

Last DW BE (H) | First DWW BE (H) | Bus Mum {H) | Dev Num (H) | Func Mum (H) | Reg Num (H Data (H

Fmt (H) Type(H) | Len(H} | RegD(H
CONFIGREAD TO | 3DW header, no data | Config Read T0 |-m

Last DWW BE (H) | First DWW BE (H) | Bus MNum {H) | Dev Num (H

Func Mum {H) Reg Mum (H)

Fmt (H) Type (H) | Len(H) | ReqlD(H

Last DW BE (H) | First DWW BE (H) | Bus Mum {H) | Dev Num (H) | Func Mum (H) | Reg Num (H

[ Define different pattems for pre-tigaer and post-tigaer data captures

Easy, switch to Advanced mode

Bun

Apply Settings

Feeady Analyzer 1:{000EES000159)-USE Mot Triggered |Exerciser = Stop  Analyzer = Stop
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Figure 33: Catalyst Configuration Stimuli
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Figure 34 shows the Analyzer output after running cfg_x4. The results are contained in the
cfg_x4.ssf file. Registers in the Configuration Space Header are displayed in packet 0 using
Vendor ID and Device ID symbolic names, with Xilinx 0x10EE and 0x0505 values. The
Command Status Register is read. The SC in the status field indicates successful completion of
the transaction. In the figure, the Revision ID and Class Code Register field is expanded to
provide a readable table of the values in the Data field.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software - [cfg_x4]
aFila Edit View Configuration Tools Filtering Report  Window Help

D-=E0HS 7 @M &

E=)ES]

- 8 X

| @- BeLedlndtde PR P+ - 20e-2B- 8- ||&w o
E@;WE Q@@ - e 2o KA ||[ T:ooogooooo3E0 | | YT
= [

Type Len (H)| Req D (H}| Tag (Hj| Last Dy BE (H) | First DY BE Bus Mum {H
) mmmn—

EAEIE

a=
e Type Len (H)| Req ID (H)| Tag (H) | Last DWW BE (H)| First DW BE (H)| Bus MNum (H
Dev MNurm (H) | Func Nurm (H Reg Num Data , 4 Bytes (H Comp ID (H)| Status
I == Type Len (H)| Req D (H)| Tag (H)| Last Dy BE (H) | First DW BE (H)| Bus Nurm {H

Type Len (H)| Req 1D {H ag Last Dy BE (H)| First DWW BE (H) | Bus Num {H

_ g “_“
Dew Mum (H) | Func MNurm (H Reg Mum Data , 4 Bytes (H Comp 1D (H M
““ ' 5 mm
bit 0 Revision 1D ‘| Byte 00
bit 8 - Class Code 3 Bytes 058000 = Other memory controll
bit 0 Programming Interface ‘| Byte 00 |dentifies a sp
bit 8 Sub-Class Code | Byte 80 identifies m
bit 16 Base Class Code | Byte 05 = Memory caontroller

Eroadly classi -

X1000_34_041408

Ready

Figure 34: Results from Catalyst Configuration
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Packet_Type = “Config Read T0”
Framing_Symbol1 = “FB”
Reserved_1 =“0"
Sequence_Number = “000”
Reserved_2 =“0”

Format = “0”

Type = “04”

Reserved_3 =“0”

TC ="0"

Reserved_4 =“0”

TD =“0"

EP =“0"

Attribute = “0”

Reserved_5 =“0"

Length = “001”

Requester_ID =“0000”

Tag = “00”

Last DW_BE =“0"

First. DW_BE =“F”
Bus_Number = “00”
Device_Number = “00”
Function_Number = “0”
Reserved_6 =“0”
Register_Address = “000”
Reserved_7 =“0”

TLP_Digest = *

LCRC =“2AC19647”
Framing_Symbol2 = “FD”
Loop_Type = “No_Loop”
Loop_Count =
Iterate_After_Trigger = “No”
Delay_Count =“0”
Trigger_Source = “Immediate_Execution”
Disparity_Error = “No”

ZData = “10000000000000000001”
Symbol_View = “Collapse”
Trigger_Output = “No”
Trigger_Output_Type = “Pulse”
Global_Loop

Figure 35: sdc_example

X1000_35_041408

Figure 35 shows an excerpt of the Exerciser cfg_x4.sdc file. The file contains the stimuli TLPs.
While it is generally easier to read and edit the TLPs using the Catalyst Display Viewer, the text
file is readable and editable, and more details are provided than can be efficiently presented in
the Display Viewer. The figure shows the content of a single Configuration Read TLP.
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As Root Complex, the Catalyst Exerciser performs memory writes and memory reads to the
ML555 memory. The ML555 reference design contains XPS BRAM and a Multiported Memory
Controller (MPMC) interface to DDR2. Figure 36 shows the memory addressing for Root
Complex (Catalyst) to Endpoint (ML555) transactions.The memory addressed is controlled by
the BAR value written and by the C_PCIBAR2IPIFBAR_* generic(s). In the reference design,
BARO is written as 0x0000000060000000. C_PCIBAR2IPIFBAR_0 addresses XPS BRAM at
0x8AE10000, and C_PCIBAR2IPIFBAR_1 addresses DDR2 at location 0x90000000.

ML555
XPS
BRAM

PLBv46 PCle 0x8RE10000
Catalyst |— PCle x4 — | c_PCIBAR2IPIFBARO = 0x82E10000
C_PCIBAR2IPIFBART = 0X90000000

MPMC/DDR2
ROO'[ CompleX 0x90000000
End Point X1000_36_041408

Figure 36: Catalyst Root Complex

Figure 37 shows the write then read TLPs in the wr_rd_x4.sdc file. In the figure, Packet O is a
MWr64 to address 0x0000000060000000 of 128 bytes. The Data Field allows the user to
specify data as Upcount, Walking Bit, or Random pattern, or a user defined pattern such as
0x12345678 can be entered. As exercises in learning to use the PLBv46 Endpoint Bridge, the
data can be varied, and the memory written/read can be changed from XPS BRAM to DDR2.

The Length field is 020H which is 32 doublewords (DWs) or 128 bytes.

Packet 1 is a MRd64 of address 0x0000000060000000, used to verify the written data. The
MRd64 TLP address endianess differs from the CfgWr address endiness used when the BAR
was written with a CfgWr in Figure 33. Bit Order and Endianess can be defined by right clicking
a field to invoke a pop up menu.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser, Software - [wr_rd_x4]
@ File Edit Yiew Configuration Tools Project Setup  Window  Help g x

D-ZERS 2 @M 3 >
BLL¢ made R ¢r=|+ - 20w -|3H %

Ewerciser Program ] Capture } Trigger Dn] Link Settings I Seltings]

Global Loop

* Mo Loop " Count " Continuous
Frt {H)

| 4DW header, with data | Mem Write | 020
First DW BE (H) Addr (H)

|»

1 =

Fmt (H) Typ
| A0W header, no data | Mem Read | 001 |
First Do BE (H) Addr (H) |
F | 0000000060000000 |
Ready Analyzer 1:{000EBS000159)-1SE Triggered Exerciser = Stop |Analyz
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Figure 37: wr_rd_x4 TLP Stimuli
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Figure 38 shows the results after running a version of wr_rd_x4.sdc in which a pattern of
OxAAS55AAS5AA55AASS is transmitted followed by a pattern of 0x1234567812345678.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software - [wr_rd_x4]

@ File Edit View Configuration Tools Filkering Report  Window Help
D-=E @S % @ &) FFesh
B Bers waasd PROE=-+ 208 0B8]
i - a“
=R _ = | [ ] o 2o | Fr- || e |
_ Type To (| TO ¢81| EF (B3 Len (H1| Req 1D (Hi| Tag 1| Last by BE (1| =
5 n Q00000 000 000 | hiem Wite dduwwith data “““mmm
[+ 4
[+ =
[+ =
||
Ready

Figure 38: Catalyst wr_rd_x4 Results
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Figure 39 shows the use of XMD to read ML555 DDR2 memory to provide a second verification
that the wr_rd_x4.sdc script functioned as intended. The data read in XMD should be the same
as the data in the Analyzer waveform display.

s+ Command Prompt - xmd
[ 9 HHARAH =
i.“"' I'"'.r H '5555555‘1
Eluununu‘ il
&y Lo o el
& e e vl
4 e Al
? A A3 aHH
O A A TR T - : : : :
aMI -
4 3
X1000_23_041408
Figure 39: Verifying Root Complex to Endpoint Transactions with XMD
Using Catalyst Catalyst is used for performance testing. This section provides performance tests for Root
to test PCle Complex to Endpoint transactions, first for read transactions and then for write transactions.

Performance

The test setup is defined and then performance results are given for various lengths for 32 and
64 bit transactions.

Figure 40 shows the physical link setup for the performance test. For the
mI555_mb_plbv46_pcie project, change the Physical Layer Settings Link Width to x4.

Catalyst Enterprises, Inc. 5SPX Analyzer/Exerciser Software - [cfg_x4] g@@
5| %
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-2 EHE % @1 & b
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i -
C o r o & g g ~ r %ig ~ Slow Speed System Clock [1.25- 25 Gbps)
Full Speed System Clock
. . [supports Spread Spectum Clocking]
Link Settings
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Scramble Bypass  Polanty Reversal De-Scramble Bypass  Polarity Reversal ggzi;;; suppart Spread S pectium
] Lane ] Lane0 ] Lane ] Lans0 =
T Out
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[] Lare2 [ Lane2 [] Lare2 [ Lare 2 £ Megative Edge
[] Lane3 ] Lane3 [] Lane3 1 Lane3 @ Posiive Edge
Capahbilities Level
[” Enable Back to Back Transmizsion
[ Enable D ata Link Layer
[w Enable LTSSM
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Figure 40: Performance Test Physical Settings
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Using Catalyst to test PCle Performance

Root Complex to Endpoint Performance Tests

To setup the performance test, the ML555 is inserted into the Catalyst. The bitstream is
downloaded into the FPGA. Use XMD to write 0x003F0107 to the PLBv46 Endpoint Bridge
Bridge Control Register to enable the bus master and the Base Address Register(s).

Root Complex to Endpoint Read Operations

Figure 41 shows the opening of the rc2ep_rd64 performance project. Performance projects use
the spf extension.

S=1ES

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software

File View Configuration Tools Project Setup  Help

| D-2E0E&(2 @k &

Lok, in: IE} catalyst j - I‘j( v

ll;lperF_eerc

MPerFDrmanceAnalyzerl Hcmep_rdEH_lD
MPerFDrmanceAnalyzerZ Hcmep_wr
MPerFDrmancEAnalyzer_xl_eerc Hcmep_wrﬁ‘I
ll;lPerFDrmanceAnalyzer_x‘l lI;lcmep_wr64_1E|
ll;lcmep_rdSZ

L]

File name: |rc2ep_rd54

Files of tpe: IPerformancaﬁnalyzer Files[" spf]

I [ 2

X1000_41_041408

Ready |

Figure 41: Opening a Catalyst Performance Test

The four tabs used in performance projects are the Exercise Program, Performance ltems, Link
Settings, and Settings. In Performance ltems, the type of performance tests run are defined.
The PCle traffic used in the performance measurement is defined in the Exercise Program.
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Figure 42 shows a single TLP used in the performance measurements of Rd64 transactions of
length = 003. Click the TLP button below Performance Items to add the TLP to the Exercise

Program. Using the pop up menu, select Memory — Read Request 64 bits. Fill out the
address and Len fields. Select the Continuous radio button so that the TLP is continuously

transmitted.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software - [cat_perf_x4 rd64]

I!;[ File Edit “iew Configuration Tools Project Setup  Window Help

h-=E 88 2 @ g »

000 | 4DW header, no dats

| n | nnnn | F

B2Lewdde R $lre-+- @ 0E-|7-
Exerciser Program 1 Performance Ilemsl Link. Setlings] SEll\ngw
Global Loop
" MoLoog " Count {+ Continuous
Seq(H) Fmt (H) i | Lengiy | Reqio g | Last o BEH) || First D BE (1)

F 00000000G0000000 |

Ready

Analyzer 1:{D00ESS000159)-USE

Exerciser = Stop |Analyzer = Stop

X1000_42_041408

Figure 42: Defining MRd64 Performance Stimuli

The next two figures show the performance results of MRd64 transactions, varying the length of
the TLP. The single continuously transmitted TLP stimuli just defined is shown in the pane at the
bottom of the figure. The left pane is a Link Chart which provides the average payload size. The

right pane is a Link Chart which provides the data throughput and the payload throughput.

In the Performance Items tab, Link Usage, Number of Packets, and Latency are unchecked.

Under Report Directions, Aggregate is c

hecked.

In the following tests, Data Throughput is the overall bus traffic of all non-idle packets divided by

the update interval. Payload Throughput is the payload data of TLPs divided by the update

interval. The update interval, defined in the Settings tab, for performance measurements in this

documentis 1 s.

The MRd performance is the round trip time including the MRd command and the Completion

with Data packet.
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Figure 43 shows the performance results of a MRd64 TLP of length 10. The data and payload
throughput are 314.2 MB/s and 163.9 MB/s.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software - Link Chart [Average Payload]
File “iew Configuration Tools

Froject Setup  Window  Help
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- H 224t RE DK T |eE
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oE-o8 [ ]
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[ Bata Thoughpulistd:2 ME/Sec)
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Figure 43: MRd64 Performance Results - Length = 10
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Figure 44 shows the performance results of a MRd64 TLP of length 100. The data and payload
throughput are 298.5MB/s and 215.1MB}/s.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software - rcZep_rd64

File Edit Wiew Configuration Tools Project Setup ‘Window Help
| D-2EWS 7 @l &) B

|- B2t wddd DK &=+ - vo@u [QE- (8- |
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4
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| i

|Analveer 1:(000EES000159)-USE | [Exerciser = Run |analyzer =Run | | [
X1000_48_041408

[ Giobal Laop

54

Figure 44: MRd64 Performance Results - Length = 100

The maximum length TLP which can be measured by the Catalyst software at the time of this
measurement is 400 bytes.
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Figure 45 shows the performance of MRd32 transactions of length = 3.The data and payload
throughput are 114.6MB/s and 15.4 MB/s.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software - PerformanceAnalyzer3 [jrj‘ﬁr
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Figure 45: MRd32 Performance Results - Length = 3
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Root Complex to Endpoint Write Transactions

Figure 46 shows a write transaction. The length field is set to 020H or 128 bytes. The data
written is an Upcount pattern. The Continuous radio button is selected.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser, Software - rc2ep_wr64
File Edit Wiew Configuration Tools Project Setup  Window  Help

OD-=22 @& 72 @l & m
B 2L AN K $xe=

[ D=tz ThroughpultE20.5 WBiSes)
[ £verane Payload(128.00 Bytes)
- [ £vlead Throughpuli3a 1.3 MBIS eq)

. rc2ep_wrb4
Exerciser Program 1 Performance Items I Link, Setlings] Setting]

Global Loop

?_n?}- =3, X " Mo Loop " Count + Continuous
4

004 | 4DW header, with data | MemWiite | 020 |

Addr (H) Data (H)
| 0000000060000000 | [Upcount] (]|

v
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Figure 46: MWr64 Performance Results, Length = 20
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Figure 47 shows the performance results from running a continuous MWr32 transaction. The
data and payload throughput are 508.4 MB/s and 391.3 MB/s.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software - Link Chart [Throughput] c‘]'ral,_gr g@@
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Figure 47: MWr32 Performance Results, Length = 20
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Endpoint to This section measures the performance of Endpoint to Root Complex transactions. The stimuli

Root Complex for these transactions are generated using the Xilinx XPS Central DMA Controller in the

T ti reference system. The functionality of the DMA controller is discussed earlier in this application
ransactions note. The DMA transaction is from the address specified in the DMAC Source Address register

to the address specified in the DMAC Destination Address register. The length of the DMA

transaction is specified by the value in the DMAC Length register.

Prior to generating the stimuli, the performance test is set up. Figure 48 shows the importing of
the performance test setup file catalyst/pcie dma.spt. The throughput measurements in
this application note are aggregate throughput.

e .
D-SHES 2 @1 &> m
Broswine PR &lme |+ v0E gE-|8

Exerciser Program  Perfomance Items lLink Sellings] Settingl

Items Group Report Direction
= O Link Usage

¥ Link [~agregate]

[ Link Utiization
[ Transmission E ficiency ™ Upstream,/Transmit
£ Thioughput [ Downstream/Receive
#verage Payload
+1 [ Mumber of Packets
+ [ Latency I
Open |1‘E‘
Look in: |Q catalyst ﬂ & B
=73 ll;lpciefdmaZ
=75
|2 Endpaint_Checkist
Check Al | Uncheck il | | | [=exanes
mer64
Mpciafdma
MNote: Link [Agaregate] ﬁpmt direction does hot
T | Performancedinalyzer Files(” spf] Cancel

Lpply Settings Start

Ready Analyzer 1:{000ES5000159)-UsSE Exerciser = Stop  Analyzer =5 2|
X1000_48_041408

Figure 48: Importing Performance Test Setup
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To generate stimuli, either C code or an XMD script is used to write the DMAC registers.
Figure 49 shows an XMD script to generate stimuli. Using XMD scripts and commands allows
the relatively quick verification that the operation is functioning correctly. After running a DMA
operation, a mrd command can be used to verify that the data in the source and destination
regions are equivalent. XMD commands may be too slow to give maximum performance

results.

The DMA Status Register is monitored to determine if the DMAC is Busy. When it is not busy,
a DMA transaction is initiated by a write to the DMAC Length register.

set outfile [open "dma.txt" "w"]
connect mb mdm
rst

puts $outfile [mwr 0x85C001E0

puts $outfile [mwr 0x80200000
puts $outfile [mwr 0x80200030
puts $outfile [mwr 080200004
puts $outfile [mwr 0x80200008
puts $outfile [mwr 0x8020000C

puts $outfile [mwr 0x20000000
puts $outfile [mwr 0x20002000

0x003F0107]

0x0000000A]
0x00000003]
0xC0000004]
0x20000000]
0x20002000]

0x12345678 100]
0x0 100]

set DMASR [mrd 0x80200014 1]

set DMASR_BUSY 0x40000000

puts $outfile "DMA Status Register = $DMASR"

#while {1} {
for {set i 1} {$i<1000} {incr i} {

if (SDMASR != $DMASR_BUSY} {

puts $outfile [mwr 080200010 64]
}
}
puts $outfile [mrd 0x20000000 100]
puts $outfile [mrd 0x20002000 100]
close $outfile
exit
X1000_49_041408
Figure 49: dma.tcl
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Figure 50 shows the Catalyst SPX4 Analyzer/Exerciser output after running the ep2rc_*.spf
performance analyzer project. The payload throughput depends on various factors such as the
size of the transfer, if print statements are included in the source code, and if the verification is
included in the source code. For this run, all print statements are removed, there is no
verification, and length is set to 20. This is a hex value of doublewords, so the TLP lenght is 128
bytes. The transfer is from XPS BRAM to Catalyst memory across the PCle link. The data
throughput is 19.0 MB/s and the payload throughput is 8.3 MB/s.

Catalyst Enterprises, Inc. SPX Analyzer/Exerciser Software - per_epZrc_x1
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Figure 50: EP to RC Performance - Length = 20
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Figure 51 shows the performance of an Endpoint to Root Complex transaction using C code
(pcie_dma_0.c) to generate stimuli with the length = 200. The data throughput is 61.8 MB/s and
the payload throughput is 36.8 MB/s. In this test, the Source Address is XPS BRAM, which is
0x8AE10000, and the Destination Address is written to 0x20000000, which translates to
Catalyst memory, across the PCle link.

|2 . BLee wade PK[® e+ p@w-0E- 2. |
Linkl::hm'_t [A\_vg_r,ﬂf,_e__ Payl tj] E|@HE _,_;_}mk.fiﬁ_art__[Thrgughpuﬂ ~ 2
FMEDICE wlwfi: @[ [k
M o s Tosmuons viszs ||
= per_ep2rc_x1
Exerciser Program  Performance Items I Link. Sett\ngsl Settingi
i Items Group i~ Repoit Direction
g D:LEKL\;Infﬂilizatiﬂn o e
- [ Transmission Efficiency I™ UpstreamTransmit
- [ Thraughput I~ Downstream/Feceive
- [ Average Payload o
- [ Mumber of Packets
=[] Latency R | L«
|Analyzer 1:(000E85000159)-LU58 [Exerciser = Stop Analyzer = Run .r"_,j
X1000_51_041408
Figure 51: EP to RC Performance - Length = 200
LeCroy Testing Use the LeCroy - ML555 test setup shown in Figure 52 to verify the PLBv46 Endpoint Bridge

using the LeCroy tester as root complex, including configuration and data transactions. The
ML555 is inserted into the host emulator.

The m1555 mb _plbv46 pcie/lecroy directory contains the stimuli files which use peg as
the filename extension.

This section discusses the procedures used in setting up the LeCroy, including defining the
Recording and Generation Options. Root Complex to Endpoint transactions are discussed,
followed by a section on Endpoint to Root Complex transactions.

SPx4 Slot
PC I |
Catalyst Software PCle Slot
EDK/ISE | |
PXP-100a PCI Express DVT Platform

X1000_52_041408

Figure 52: LeCroy Test Setup
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Figure 53 is a photograph of the LeCroy test setup. The ML555 is inserted into the LeCroy Host
Emulator. The Platform Cable USB Programming cable is connected to the ML555 JTAG
connector.

Wodsi X114

Model 10K _ |

Ay

TC Protocol Analyzer sustem

L i

X1000_53_041408

Figure 53: LeCroy Test Equipment
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Figure 54 shows the menu for setting Generation Options after selecting Setup -> Generation

Options.

The LeCroy ML test equipment is selected. Link Width is specified as x4. Select Host as the
Interposer.
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Figure 54: Setting Generation Options
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Figure 55 shows the menu for setting Recording Options after selecting Setup -> Recording
Options. The Simple Mode is used. An Event Trigger is selected.

The Buffer Size is specified as 32 MB and the Trigger Position is set at 90% post triggering.The
x4 Lane Width is selected.
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Figure 55: Setting Recording Options
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Figure 56 shows using File — Open to open a LeCroy stimuli (peg) file.

The LeCroy PETracer software provides the interface to the PETracer (Analyzer) and PETrainer
(Exerciser). To run an analysis, click on the Record icon (the Sun) in the menu bar. Click the
Traffic Light icon at the bottom left of the GUI. After the status bar indicates Traffic Finished,
click the Stop icon (black filled square next to the Sun). This causes results to be shown in the
Display area. Results files have a pex extension. Like peg files, pex files can be opened using

File -> Open.
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Figure 56:

Opening a LeCroy PEG File
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Figure 57 shows the use of XMD to enable the PLBv46 Endpoint Bridge Bridge Control
Register. The BCR enables the Bus Master and Base Address Registers (BARs).

ommand Prompt - xmd

Mo of PC Breakpoints

Mo of Read Adder-sData Watchpoints...B

Mo of Write Addr-Data Watchpoints..B

Instruction Cache Support on

Instruction Cache Base Address B:700800800
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Data Cache High Address
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FPU Support

Hard Divider Support
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MDM UART Target

"mh" target. id = 8
Starting GDB server for "mb" target ¢id A at TGP port no 1234
BMD: pst
System reset successfully

WMDx: mur BxBS5CHA1ed BxAA3FE107
W MD

X1000_57_041408

Figure 57: Using XMD Commands to Write the Bridge Control Register

After generation and recording options are specified and the BCR is written, the link must be
trained. The Link State is displayed at the bottom of the PETracer GUI. Prior to training, the Link
State is displayed as Detect.Quiet as shown at the bottom of Figure 56. After training, the Link
State is displayed as LO. To initiate training, click on the Connect icon. To disable a trained link,
click on the Disconnect icon.
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Figure 58 shows that the LeCroy - ML555 PLBv46 Endpoint Bridge link is trained with the
LTFSM in LO. If the clocking and resets are correct, link training occurs in less than one second.
If link training is unsuccessful, the LTFSM cycles through training states.

D LeCroy PETracer(TiM) PCI Express Protocol Analyzer - [H:\lecroy\cfg x4.peg]

:lﬁ File Setup Record Genmerate Report Search  VYiew Tools Window Help

sl

BRSO 7

sEE b BE e =Ly

DevicelD [ Register| [ 1st BE LCRC
000000 | ox000 |[ 1111 || OxzACioes7
DevicelD | Register | | 1st BE LCRC
000000 | 0x004 |[ 1111 || Dx3305FB40

= RN

S BB ook RRE | BE| S

1 ; The following scripts perform configuration reads and writes ~

z ; to configure sSpace = Seript commands:

3 Packet

4 template = TLP Idle

i ! Link.

[ Mame = "MyCfglirite’ : Template neame Eon.fig

i TlpType = CEglir0 ; Write device Configuration Space w/ait

e FirstDuwBe = OxF ; First DW Byte Enables ITniT:f:::te

9 Length = 1 ;1 DUWCRD Tn

10 Payload = ([ OXFFFFFFFF ) Repeat

- d Branch

12 Proc:

153, LI:" template = TLFP v AddressSpace
[14] <] »] v\ cfg_x4peg TN ol
PETrainer ML SH:1102 | Link State InitFC State
g 3; 1‘3 _ "—3 l—;_;', Lo |Complete
Ready search: Fwd v

Figure 58: LeCroy After Link Trained
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Root Complex to Endpoint Transactions

As Root Complex, the LeCroy Trainer generates memory writes and memory reads to the
ML555 memory. The ML555 reference design contains XPS BRAM and an MPMC interface to
DDR2. Figure 59 shows the memory addressing for Root Complex (Catalyst) to Endpoint
(ML555) transactions.The memory addressed is controlled by the BAR value written and by the
C_PCIBAR2IPIFBAR_* generics. In the reference design, PCI BARO is written as
0x0000000060000000. C_PCIBAR2IPIFBAR_0 addresses XPS BRAM at 0x8AE10000, and
C_PCIBAR2IPIFBAR_1 addresses DDR2 at location 0x90000000.

ML555
XPS
BRAM

PLBv46 PCle B
LeCroy |— PCle x4 —— | c_PCIBAR2IPIFBARO = 0x8AE10000
C_PCIBAR2IPIFBART = 090000000

MPMC/DDR2
ROOT Complex 0x90000000
End POInt X1000_59_041408

Figure 59: LeCroy Complex

The display area shows the TLPs defined in the peg file. Figure 60 shows an excerpt from the
Ic_rc2ep_wr_rd.peg file. The Ic_rc2ep_wr_rd.peg shown is writes FFFFFFFFSs to the six BAR
registers in the Configuration Space header. This is done using the Repeat construct. The first
register written is BARO, located at offset 0x10.

D LeCroy PETracer(TM) PCI Express Protocol Analyzer - [H:\lecroy\le_rc2ep_wr_rd.peg]

@Eile Setup Record Generate Repork  Search  Wiew Tools  ‘Window  Help ﬂﬂﬁ
SHE PHBHE e n LK T RKD PR MK LS @ 7] 7

-

B i 0000 . 000 000 000 s
Packet TP | . g " RequesterlD | Tag|[  DevicelD | Register| [1st BE
1 0 = 10: 000000 | 0 000:00:0 | 0x010 || 1111 || 1 dword

LCRC
0x05042021 0.000 ns 0000 . 000 000 000 s
Wy ait Timeaut Fmt Type
TLF Header Infinite || 30WY header, no data | CplsCplD | | D000 . 000 000 024 5

TLP al DevicelD Register | | 1st BE
1] 00:00100 000:00:0 a 000:00:0 0x010 111

LCRC
0:4ED1215A 0.000 ns | 0000 . 000000024

W ait Timeout Frmt Type
TLP Header Infinite || 30%Y header, with data | Cpl/CplD | | 0000 . 000 000 044 s

Repeat
End 0 0000 . 000 000 264 s
3 TLP Cighi0 | RequesterlD | Tag] DevicelD | Register || 1st BE
10:00100 000:00:0 1] 000:00:0 0x010 1111 1 dword

0

LCRC
0xFADB2642 0.000 ns | 0000 . 000 000 264 5 ﬂ

] 1o
PETrainer ML SM:1102 Link. State InitFC State

g3 . i‘ 5 % —__‘é —; Lo Complete

Ready Search: Fwd

X1000_60_041408

Figure 60: RC to EP Write/Read Test
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The next figures show BARO configuration packets, followed by write then read operations on

BARO.

Figure 61 shows the configuration of BARO and the read, write, and read transactions. The
address of BARO is 0x0000000060000000. Packet 0 is a CfgWr of the lower order address
and packet 2 is a CfgWr of the higher order address. Packets 4 and 5 use CfgRd TLPs to verify
the configuration writes. Packets 6, 7, and 8 are MRd32, MWr32, and MRd32 TLPs used to
read and write BARO memory.

Double click on the Data field in packet 7 to display the 1234678 value.

The endianess of the address in the CfgWr0 TLP differs from the endianess of the address in
the MWr32 and MRd32 TLPs.

0= LeCroy PETracer(TM) PCI Express Protocol Analyzer - [H:Xlecroyire2ep_cfg wr_rd_bar0. peg]

EX

@ Fle Setup Record Generste Report  Search  Wiew Tools  Window Help 81
= HE W WHE e m TR FORE (% # & [0 O & b 4B < ||| P Uk Spin
G1 TLP RequesterlD | Tag DevicelD Register || 1st BE [
e i 000000 ] 000000 010 1111 ||000000a&0
Wait Timeout Fmt Type
TLP Header Infinite || 30V header, no data | CplfCplD
G1 TLP C ] RequesterlD | Tag DevicelD Register || 1st BE
kg 1] 10:00100 0oo:00:0 1] 000:00:0 0014 7111 ||00000000
Wait [Tirneout || Frt [ Type |
TLP Header || Infinite ||30W¥ header, no data | CpliCpiD |
G1 TLP RequesterlD | Tag DevicelD Reqister || 1st BE
e 0 0000100 000000 0 000000 D010 111
G1 TLP RequesterlD | Tag DevicelD Reqister || 1st BE
x ] 00:00100 000:00:0 ] 000:00:0 014 1111
G1 TLP Requesterll | Tag Address 15t BE [Last BE
x ] 000:00:0 ] 50000000 1111 | 0000
G1 TLP Requesterll | Tag Address 15t BE [Last BE
x ] 000:00:0 ] 50000000 1111 | 0000 ||12345678
G1 TLP RequesterlD | Tag Address 15t BE [Last BE
xd ] 000000 ] 80000000 1111 | 0000 L
T D
PE Trainer ML SM:1102 Link State InitFC State
-3 ]i 5 5 g = a0 Complete
Ready Search: Fwd
X1000_61_041408
Figure 61: Configuring and Testing BARO
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Figure 62 shows the results after running rc2ep_cfg_wr_rd_bar0.peg. Packet 9 is a MWr32 of
0x12345678 to address 0x0000000060000000. This address is translated using the

generic C_PCIBAR2IPIFBARO to the XPS BRAM at 0x8AE10000. In packet 12, the data value
0x12345678 is returned in the CplD packet.

The status fields indicate Successful Completion (SC).

= LeCroy PETracer{Th) PCl Express Protocol Analyzer - [C:¥Program Files\CATCWPETraceridatal157. pex]

File Setup Record Generate Report Search  View Tools Window Help =R
= HE | DYV om LT R RO % | 88 Bk || £35S & & dib 45 - B2 i
El
Packet [ TLF e RequesterlD [Tag Address 15t BE [Last BE
3 . 1 o 000:00:0 0 50000000 1111 | 0000
Packet [ TLP e RequesterlD |Tag Address 15t BE [Last BE
9 . 12 "' 000:00:0 0 50000000 1111 | 0000
Packet R'—ﬂ TP | col CplD RequesterlD | Tag || CompleterlD Status BCM
10 ! 10 P 10:01010 000:00:0 0 000:00:0 SC 0
Byte Cnt |Lwr Addr
4 0x00 12345678
Facket 51 TLF i 1 RegquesterlDr | Tag Address 15 BE [LastBE
11 &4 13 00:00000 000:00:0 0 50000000 1111 | 0000
Packet R._ﬂ TP |[ col CplD RequesterlD |Tag || CompleterD Status B
12 w4 11 P 10:01010 000:00:0 0 000:00:0 SE 0
Byte Cnt | Lwr Addr
4 0x00 12345678 L |
K1 2
FETiainer ML SMH:1102 Link State InitFC State
E R S8 55| |o Complete
Ready Search: Fud

Figure 62: BARO Test Results

X1000_62_041808

Figure 63 shows the verification of the Endpoint to Root Complex PCle transactions using
XMD. In the system.mhs, the PLBv46 Endpoint Bridge generic C_PCIBAR2IPIFBARO is

0x8AE10000, the location of XPS BRAM. This shows that the 0x12346578 written by the
LeCroy Root Complex MWr64 TLP is resident in XPS BRAM.

= | Command Prompt - xand

A

oo &
P (50 &0 I

il fea el el

OaED S S

=
=
=
=

-

Figure 63: XMD Verification of BARO Tests
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Figure 64 shows an excerpt of a peg file.

The peg file used as stimuli in LeCroy transactions is readable and editable. In the figure,

templates are defined for Configuration Write and Configuration Read TLPs. The Configuration
Write template is called in the repeat loop to write FFFFFFFFs to the six Configuration Space

Header BARs.

The pegfilesinml555 mb plbv46 pcie/lecroy can be used to test the PLBv46 Endpoint
Bridge on the ML555.

template = TLP{
Name = “MyCfgWrite”
; Template name
TlpType = CfgWr0
; Write device Configuration Space
FirstDwBe = OxF;
First DW Byte Enables
Length =1
;1 DWORD
Payload = ( OxFFFFFFFF )
template = TLP
{
Name = “MyCfgRead”
; Template name
TlpType = CfgRd0
; Read device Configuration Space
FirstDwBe = OxF; First DW Byte Enables
Length =1
; 1 DWORD
}
; Enumerate all 6 Base Address registers
repeat = Begin { Count = 6 Counter =i }
; Write OXFFFFFFFF into Base Address register
packet = “MyCfgWrite” {
Register = (0x10+i* 4)
; Wait for completion received
wait = TLP {
TLPType = Cpl
}
; Read Base Address register
packet = “MyCfgRead” {
Register = (0x10+i* 4)
}
; Wait for completion received
wait = TLP {
TLPType = CpID
}

repeat = End

Figure 64: PEG Example

X1000_64_041408
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Endpoint to Root Complex Transactions

In Endpoint to Root Complex transactions, the read and write operations originate from the
ML555 and target the LeCroy. The LeCroy model used in this application note (ML) does not
have target memory. For read operations, the peg files are written to respond with read data.

Invoke PETracer and run File — Open lecroy/ep2rc_mrd32_1dw.

Endpoint to Root Complex transactions are generated with XMD commands or C code. Since
the MWr and MRd TLPs originate from the ML555, the LeCroy peg files cause the LeCroy to
wait for the TLP(s) from the ML555. Figure 65 shows the peg for the EP to RC MRd32. The
LeCroy waits for the MRd32 packet from the ML555. When the MRd32 packet is received, the
LeCroy returns a Completion with Data (CplID) packet with a 0x12345678 payload.

wait = TLP {TLPType = MRd32 }

Packet=TLP {TLPType=CpID CompleterID = (0:1:0)
Length = 1 ByteCount = 0 LowerAddr = 0x00
Payload = (0x12345678)}

X1000_65_041408

Figure 65: ep2rc_mrd32

Figure 66 defines the functionality of the LeCroy Root Complex when receiving a MRd32
transaction from the PLBv46 Endpoint Bridge endpoint on the ML555.

D2 LeCroy PETracer(T#) PCI Express Protocol Analyzer - [H:Mecroylep2rc_mrd32_1dw. peg]

@Eile Setup  Record Generate Report  Search  Wiew Tools  Window  Help Aﬂﬂ

SHE P ilE em tF- KK PR MK CBLOe ) 7

Wait Timeout Fmt Type Time Stamp I

TLP Headsr Infinite || 30DWY header, no data | MRAMWr || 0000 . 000 000 000 5
TP |f o CplD _ RequesterlD |Tag|| CompleterlD Status
0 P 10:01010 000:00:0 0 000:01:0 SC
ECM | Byte Cnt | Lwr Addr LCRC Time Stamp

0 0 000 12345678 || (xDFSACEBT || 0000 . 000 000000 5 =

KI Iz [
PETrainer ML SM:1102 Link. State InitFC State
§ }i 4: 5 % ;‘. ";. Lo Complete

Ready Search:

X1000_66_041408

Figure 66: EP to RC MRd32 Test Stimuli (1 DW)
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Figure 67 shows results from running the EP to RC memory read. The peg is loaded. Start
recording by clicking on the Sun icon in the menu bar. Click the Traffic Light icon. Generate a 1

doubleword read using XMD.
mrd 0x20000000 1
Click the Black Square icon to stop recording and view the results.

: ile  Setup Record Generate Report  Search  Wiew  Tools  window Help

T D e LT DI ERE
= | ] Address
2 000:00:0 0 00000000

15t BE |Last BE
1111 | 0000

Packet o IEE CplD
I 1 . R & 10:01010
Status ECM |Byte Cnt | Lwir Addr
SC 0 0 0x00 |{12345678 —

CompleterlD
000:071:0

T 5]
FETrainer ML SM:1102 Link State InitFC State
ERE| & g &= B o |Complete
Ready
X1000_67_041408

Figure 67: EP to RC MRd32 Test Results (1 DW)

Figure 68 shows the ep2rc_mrd32_4dw.peg for a four doubleword Endpoint to Root Complex
MRd32.

Iﬁ File Setup Record Gemerate Report  Search  Wiew  Tools  Window Help
SHE|PRE e m tug QT o EREMeTL 7] 7
Wifait Timeout Fmt Type
TLP Header Infinite || 30WY header, no data | MRdiMr
TP |l o CplD [ CompleterlD
0 P 10:01010 000:00.0 000:01:.0
Status ECMH | Byte Cnt | Lwr Addr
SC 1] ] 0x00 123456078 0000ARRAR B7A543Z1 FEFFO00O0
[« | |
PE Trainer ML SM:1102 Link. State InitFC State
ERLH 2 é% !—5 £S5 ||Lo |Complete
Ready
X1000_68_041408

Figure 68: EP to RC MRd32 Test Stimuli (4 DW)
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Figure 69 shows results from running the XMD command below.

mrd 0x20000000 4

= LeCroy PETracer(Ti) PCI Express Protocol Analyzer - [C:\Program Files\CATC\PETraceridatal157. pex]
=@

9[i=1[E3)

Setup  Record Generate Repork  Search  Miew  Tools  Window Help
»

HE W WHE o n b7l QS R Pz % 8 B |05 O @l i % 7

Address 15t BE |LastBE
00000000 1111 | 0000

TLP
17

0000000

CompleterlD Status

Packet [ TG1][ TP |~ CplD | R Tag]
1 | 18 k 10:01010 000000 [ O 000:01.0 sc ||

B | Byte Cnt | Lwr Addr
0 0 000 123454678 0000ARRRE BT7A54321 FEFFOOO0
hd|

K1 i
PETrainer ML SN:1102 Lirk State IitFC State
g 3 i 3'_; % % z ﬂ Lo Complete
Ready Search: Fid
X1000_69_041408

Figure 69: EP to RC MRd32 Test Results (4 DW)

Endpoint to Root Complex Write Transactions

Figure 70 shows the peg for the EP to RC MWr32. As with EP to RC memory reads, start
recording by clicking on the Sun icon, and then click on the traffic light.

wait = TLP {
TLPType = MWr32
}

X1000_70_041408

Figure 70: ep2rc_wait_mwr32.peg

Figure 71 shows LeCroy Root Complex setup for analyzing an Endpoint to Root Complex
MWr32 operation.

> LeCroy PETracer(T#) PCI Express Protocol Analyzer - [H:\lecroylep2re_wait_mwr32. peg] E”E”z|
@ File Setup Record Genmerate Report  Search  Wiew Tools  Window  Help @
SHE P e Lk F-QRQE RPN O RN ST |
Wait Timeout Frt Type mp
TLF Header Infinite || 3DW header, with data | MRd/MWr || 0000 . 000 000 000 5
[ | 2l
PETrainer tML SH:1102 Link. State InitFC State
E-] ;. }‘; 5 % 72' g Lo Complete
Ready Search: Fwd
X1000_71_041408

Figure 71: EP to RC - Write Operation

55

XAPP1000 (v1.0.1) May 6, 2008

www.Xxilinx.com


http://www.xilinx.com

LeCroy Testing S XILINX®

The xmd command below generates the stimuli for the PLBv46 Endpoint Bridge to transmit the
TLP.

mwr 0x20000000 0x12345678
Figure 72 shows the Analyzer output for an EP to Root Complex Memory Write of 0x1234567.

= LeCroy PETracer(T#]) PCI Express Protocol Analyzer - [C:¥Program Files\CATC\PETrace. .. |-_||E|EJ

File Setup Record Generate Report  Search  Wiew Tools  Window Help |8
S HE DENE e n LLIF- QYR Al
e ) hlem ulillcl]
19 N 10:00000
Address 15t BE | Last BE
00000000 1111 | 0000 ||12345678 )
4 _,J_
PE Trainer ML SM:1102 Link State InitFC State
£ 3 -ﬂi 3: 5 n% ;'3 T:.'._. La Complete

Ready

X1000_72_041408

Figure 72: EP to RC Write Results

The write operation is easily varied using XMD. The XMD command below writes eight
locations.

mwr 0x20000000 0x12345678 8
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Figure 73 shows the results from running the eight doubleword Endpoint to Root Complex write
transaction.

E LeCroy PETracer(Ti) PCI Express Protocol Analyzer - [C:¥Program Files\CATC\PETraceridatal157. pex]

Ei\s Setup Record Generate Report Search  Wiew Tools  Window Help Aﬂﬂ
SEHE DY e LT AT Pe P 8 & |[E S G ot 4B G F | PR Lk Sl

RequesterlD [T
|

g|[ Address  |[1stBE[LastBE]
000:00:0 /|

2]
10:00000 00000000 |[ 1111 | 0000 |[12345678

Mem

Packet TLP
><4 22

Packet TLP
><4 23

RequesterlD [T
|

g|[ Address  |[1stBE[LastBE]
000:00:0 /|

00000004 |[ 1111 | 0000 |[12345678

2)
10:00000

Mem

RequesterlD [T
|

g|[ Address  |[1stBE[LastBE]
000:00:0 /|

00000008 |[ 1111 | 0000 |[12345678

2)
10:00000

Packet 2) [ RequesterlD [Tag|[ Address  |[1stBE[LastBE |
1000000 || 000000 [0 || 0000000 [ 1111 | 0000 |[12345678
Packet

RequesterlD \T
\

g|[ Address  |[1stBE[LastBE]
000:00:0 /|

2]
10:00000 Q0000010 |[ 1111 | 0000 |[12345678

Packet TLP Mern
><4 26 b
-
[ & | 7

[ Packet NG| TLP |
" 2

RequesterlD [T
\

g|[ Address  |[1stBE[LastBE]
000:00:0 /|

Q0000014 |[ 1111 | 0000 |[12345678

2)
10:00000

RequesterlD [T
|

g|[ Address  |[1stBE[LastBE]
000:00:0 /|

00000018 |{ 1111 | 0000 |[12345578

[ RequesterD [Tag|[ Address  |[1s5tBE][LastBE]
| o]

10:00000  |[ 000:000 0000001C [ 1111 | o000 |[12345&78] [
-
PETrainer ML SN:1102 Link State InitFC State
ERED S S BB | Complete
Ready Search: Fwd

X1000_73_041408

Figure 73: EP to RC Write Results - 8 DW

XAPP1000 (v1.0.1) May 6, 2008

www.Xxilinx.com

57


http://www.xilinx.com

Testing with a PC

SXILINX®

Testing with a
PC

Using a Personal Computer (PC) as Root Complex (RC) is an inexpensive method of verifying
PLBv46 Endpoint Bridge functionality. PCltree and the Memory Endpoint Test (MET) run on
PCs. Figure 74 shows the ML555 in a Dell 390 PC. The PC PCle integrated circuit(s) act as
root complex. The Dell 390 has a x1 connector for PCle slot 1 and a x8 connector for PCle slot
4. In the Dell 390, only 4 of the 8 lanes of the x8 connector are active. The Dell 390 runs
Windows XP which has ISE, EDK, and PCltree installed.

The USB Platform Cable is connected to the ML555 JTAG port for Impact, XMD, and
ChipScope operations. A Type A to Type B USB cable is used for communicating to a
communication terminal. In the tests described in this section, the ML555 PCI/PCI Express
Development Platform is inserted into a Dell 390 x8 slot for the mI555_mb_plbv46_pcie project.

X1000_74_041408

Figure 74: PC Test Environment

The ML555 receives power from the PCle slot, and the power up sequence of the PC affects
the PCle scan. In order for BIOS to recognize the drivers and PCle BARs at power up, the
FPGA bit file should be loaded prior to PC power up.

Xilinx recommends writing the XCF32P PROM so that configuration occurs at power up. Xilinx
recommends the use of Master SelectMap mode for configuration.

Configuring the ML555 XC5VLX50T when used in a PC PCle Slot

Theml555 mb plbv46 pcie/ready for download/ml555 mb plbv46 pcie.mcsis
the configuration file for this reference design. Because Xilinx recommends configuring from
the PROM, the next figures outline the steps for creating a mcs for the ML555. Users
generating the PROM file for the first time should reference the detailed instructions provided
on pages 101 - 108 of UG201 (v1.4) Virtex-5 FPGA ML555 Development Kit for PCI and PCI
Express Designs.
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Figure 75 shows the ML555 Boundary Scan chain. The first XCF32P is used to configure the
FPGA. Right clicking on the XCF32P invokes the Prepare PROM GUI.

. iMPACT - [Boundary Scan]

B ¥Y®BX&Ex

7& File Edit WView Operations Output Debug Window Help

e [ (B3O

DI

EABoundary Scan
BalSlaveSenal
alSelecttar

pae U g

Right click device to select operations

E LN

ENILNE

“BaiDirect SPI Configuration
[E)5vstemacE
@PHDM File: Formatter

A esktop Configuration ol i

DG

]

xcavlxa0t
e file F -

]

wc2o3a

- filg 7 -

]

xef32p
- file 7 -

pae U g

xef32p
e file 7 e

Modes |

Available Operations are:

Operations

| @ Boundary Scan

PROGRESS_END - End Operation.
Elapsed tims = 2 sec.
/¢ *** BATCH CMD : identifyMPH

& (A8
i

|

v

>

uput | Epor | Warning |

Configuration | Parallel IV | 5 MHz | LPT1

X1000_75_041408

Figure 75: ML555 Boundary Scan Chain
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Provide the PROM file name as shown in Figure 76.

£ iIMPACT - Prepare PROM Files

| want ko target a

(&) Hilinx FROM
() Generic Parallel PROM
() Jrd-Party SPI PROM

PROM Supporting Multiple Design Versions: | Spartan3E kultiB oot

FROM File Format
(%) MCS ) TEK {3 UFP ['C" farmat)

) EXD ) BIN O ISC
) HEX Swap Bitz

Checkaum Fill Yalue [2 Hex Digits]: |FF

PROM File Mame: |m|555_mb_p|bv45_pu:ia|

Location: |H:"-u:lesigns"meEEE_mb_pIbvdE_pu:ief | | Browze. ..

< Back Mewt » l ’ Cancel ]

X1000_76_041408

Figure 76: Defining the PROM File
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Specify the XCF32P PROM as shown in Figure 77.

Ef iMPACT - Specify Xilinx PROM Device

[] Auto Select PROM
[ ] Enable Revizgianing
Mumber of Fevisions:

[ ] Enable Compression
Select a PROM [bits) Add

Pasition Part Name

1] wcfaZp

Delete Al
[] Add Data Files
« Back ] [ Ment = l ’ Cancel

X1000_77_041408

Figure 77: Specifying the XCF32P PROM
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Select the bit file (download.bit) as shown in Figure 78.

Add Device

Look. in: | [C=) implementation

x| e @k E-

I==)lmb_bram_wrapper
ICSimb_plb_wrapper

D

ICplb_v46_0_wrapper
Cplb_w46_1_wrapper
ICplbvds_poi_1_wrapper
E]prnc_sys_reset_ﬂ_wrapper
E|r5232_uart_1_wrapper
E|r5232_wra|:uper

[T ps_bram_F_crtle_1_bram_wrapper

My Documents
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Documents L) mprac_0_wrappet [Chxps_inke_0_wrapper
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Figure 78: Specifying the Bit File
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Select Generate File. The generated MCS file is shown in Figure 79.

. iMPACT - [PROM File Formatter]
% File Edit View Operations Window Help 2[& <)
PH SBEX SRED O 280 WK
[ Flows
SoBoundary Scan
o5 laveSerial
SoSelectMAP
o) Desktop Configuration
“SoiDirect SPI Configuration %cta2p
[E]5vstemaCE 4188 % Ful

weSvkeS0t
E PROM File Formatter [}g dowvnload hit

Generate File.

PROM File Generation Succeeded

5 Boundary Scan | s PROM File Fomatter

Operations

Writing file "H:designsimlS55_mih_plhwvas poiel//wml555_th plhwdé_poie.wcs"”. ~
Writing file "H:idesignsimlSE5_mh_plhwdas poiel/ /w1555 b plhwd6_poie.prm'”. I
Wriring file "H:'designsiml555_mh plhwdé poieh/ /w1555 mb plbwd6s_poie.sigh.

2 b
zh i 3

=1 Output | Enor | Warning

PROM File Generation | Target Xilinx PROM | 14,052,352 Bits used | File: mISS5_mb_plbv46é_prie in Location: H:\designsimiSss_mb_plbvaé_peietf

X1000_79_041408

Figure 79: Selecting Generate File

The recommended configuration mode is Master SelectMap, which is specified when the
configuration Mode Switch (SW5) should be set to M0-0 (ON), M1-0, M2-1.

Use Impact to download the mcs file into the ML555 XCF32 PROM. Select the XCF32P, left
click to invoke a menu, and select Program. Under the Programming Properties menu, check
Parallel Mode under the PROM Specific Properties.

Insert the ML555 into the PCle slot and power-on the PC. Verify that the DONE LED lights.

It is possible to configure the FPGA after PC power up using the JTAG mode, but a warm reset
is usually required for the ML555 PLBv46 Endpoint Bridge to be recognized in a PCl scan. A
warm reset is a PC Shutdown with Restart.

PCltree Testing PCltree is shareware available from http://www.pcitree.de. It runs on Windows XP. PCltree can
be used for either PCIl or PCle tests. In the tests described in this section, the ML555 PCI/PCI
Express Development Platform is inserted into a Dell 390 x8 slot for the
mI555_mb_plbv46_pcie project.

Invoke XMD and enable the master and the BARs by writing to the PLBv46 Endpoint Bridge
Bridge Control Register.

mwr O0x85C001EO0 0x003F0107
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Figure 80 shows the XMD output when the PLBv46 Endpoint Bridge configuration space
header registers are read. At power-up, the Device ID is 0x0505 and the Vendor ID is 0x10EE.
BARO is 0x0000000C.

= =

= 5]

(=
=
(=
=
(=
=

B (S

LT T LT LTI TR

4

4 »
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Figure 80: XMD Read of PLBv46 Endpoint Bridge Registers
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After invoking PCltree and running a scan, Figure 81 shows the ML555 PLBv46 Endpoint
Bridge detected as Other; Memory Controller, with Bus Number 3, Device Number O,
Function Number 0, or BDF = 3.0.0.The Xilinx Vendor ID and Device ID are displayed. In its
Configuration Space Header, BARO has a value of 0x0000000C.

direct select: = show INT routing | highest
bus: dewr: func: ﬁ
ii 3 i‘ 0 j 0 show Mem Map
3.0.0
=0 SeCRT Octher; Memory Controller
D00 Host/PCI: Bridge || 4on. 410EE Milinxk Corp
—-0.0l.0 0-+1 {1} PCIL/PCI; Br: DID: x0E0E no device name found no o
1.00.0 WEA; PC Compati SUBYID: %0000 —————————————
o.z7.0 o. Multimedia 20% SukhID:  x0000
0o.z8.0 O-=2 (2} PCIFFCI; Br: revw.: x00 no INT
—0.E8.4 0-=3 (3) PCISPCI; EBr: edit ConfRedq: Nr of ConfRegs:
2.00. Other; Memory |
2 e & 16 " 54
—--0.Z8_& O-=4 (4} PCIFPCI; Br:
4.00.0 Ethernet; Netwc [7 use BIOZ int
o.z2.0 i 1 Host C ;
o se 1 Un:!-versal H‘:'S E‘:‘I Write ConfReg | ket
s niversa ost Cot ::
dump
0.z23_2 Uniwersal Host Cor [ refr after wr.
0.z3.3 Uniwversal Host Co Config Space Dump: (type L =)
o.z3.7 o. serial bus Dew: T LT ——
= S
.30 - ive,
0-30.0 O==& (8] Subbractave.l| )0 gooo <04 Swat Cod
B3T0 PCI/ISR; Bridge D¢l qeag gooo <08 : BaseClass SubClass I
0.31.1 0. Mass Svorage Colll gpoo 0000 =0C : BIST Header LatTime:
0.31.2 o. Mass Storage Co oooo QooZz =10 : BAR 0O mem pref. &dhbi
0.31.3 SMBus; Serial Bus oooo o000 <14 @ BAR 1
Qoo00 Qood <18 : BAR 2
Qoo0 Qood <1C : BAR 3
Qoo00 Qo0d <20 : BAR 4
Qoo00 Qo0d <24 : BAR &
oooo ool <28 © Cardbus CIZ Por
oooo Qgoood =zC - SubID SubVendorID
oooo ool =30 : Exp ROM BAR
Qo000 0040 <34 @ reserved
oooo o000 <38 @ reserved
£ » 0000 O0FF <3C @ maxlat minGnt IntPir
| e rescan wrif‘e ta re.set < }
DCIbus file bhridoe
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Figure 81: PCltree Scan

To edit the registers in the Configuration Space Header (CSH), highlight the register in the CSH
to edit and provide a value in the Edit ConfReg dialog box. As an example, select the
Command Status Register, write 0xFFFFFFFF in the Edit ConfReg dialog box, click Write
ConfReg, and click Refresh Dump to see the new value of the Command Status Register
(CSR) displayed. The new value of the CSR is not 0xFFFFFFFF as some of the CSR bits are
reserved.
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Click BARO and use the edit ConfReg dialog box to change the BARO value to xE000000C.
Click Write ConfReg and then Refresh Dump. The new value of BARO is displayed. Figure 82
shows the value of BARO re-defined to 0xE000000C.

showy Mem Map

direct select:
bus: dearr: furic: ﬁ
=13 :] ] j 0
= host CPU
a.oo.no Host /PCI; Bridge I
—-0.01.0 0-=1 (1) PCI/SPCI; Er:
l.00.0 VWGEA; PC Compati
a_z7.0 o. Maltimedia &0
a.zg.0 0-=2 () PCI/PCI; Er:
—-0.z8.4 0-=32 (2} PCISPCI; Er:
2.00.0 Other; Memory C
—-0.z8_.5 O-=4 (4) PCI/SPCI; Er:
4_00.0 Ethernet; MNetwc
o.zs.0 Tniwversal Host Co:
o.z5.1 Thiversal Host Cot
a.z3._ & Tniwversal Host Cor
a.z9.32 Tniversal Host Co:
o.zs.7 o. serial bus Dew:
o.z0.0 O-=E& (&} Subtractive,
0.31.0 PCI/IZA; Eridge D:
o.z21.1 o. Mass Btorage Ct
o.21.% o. Mass Btorage Ct
o.31.3 EMEus; Serial Bus
< ?
+t __ rescan write to reset
PCIbus file bridoe

3.0.0

Other ;
VID:
DII:
SubWIL:
SubIDl:

rew. o

Memory Controller

#10EE ¥ilinx Corp

*¥0505 no device name found no

x0oan
x000n
x00

no INT
edit ConfReg:

xEEnunnnc hex

Nr of ConfRegs:

* 15  ga

[ use EIOS int

Write Eonﬁfeg ety
[ refr afte\r} WE . EREENES @
Config Space Dmmp: (type 1 xs)
0505 10EE =00 LID» WID
oolo o000 =04 Stat Cmd
oLa0 0000 =08 BaseClass SubClass I
aooo goood =0c BIZT Header LatTime:r
ooao AR, mem pref. &4b
oooo o000 =14 EBAR 1
gooo o000 =1% BAR Z
gooo o000 =1C BAR 3
aooo 0000 =Z0 EALR 4
gooo o000 =z24 BAR E
gooo o000 =28 Cardbu=s_CI3_Prr
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< | >
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Figure 82: Defining BARO in PCltree
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Figure 83 is XMD output which shows that BARO has been written as 0xE000000C. The XMD
mrd also shows that the data in the initial 8 addresses in XPS BRAM is 0x00000000.

¢ Command Prompt - xmd
B5CAZA ARDAAREH -
85 CH20 550515551515
A2 6 ARAABREH
D mrd B
85 CH2 APE
B5CH2 g
#5CHZBAY
85 CA2
85 CA2 016
B5CH2 g
B5CAZA18
RS CHZ
(4 £ "
Ao med ¢
T hihihi‘ ==
: A =
+H 0
80 E160E A
8 E18016
T AR r ==
BAE10P18 A8
T AR ==
. -
1 3

X1000_83_041408

Figure 83: XMD showing the Configuration Space Header, XPS BRAM
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Figure 84 shows the memory test for PCI tree. To run the memory test, click on Mem Test at

the lower left of the BAR Space GUI. Check Auto Read Memory at the top of the BAR Space
GUI to display memory values in the left side of the display. To edit a memory location, highlight
the location to be edited, and enter the value in the Edit memory dialog box. Click Write
Memory. To view the results, click on the Refr. View icon.
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00000000
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Figure 84: Running PCltree Memory Test
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Figure 85 shows the results of running the memory test. The leftmost column shows the count
pattern used for data. The count increments for even addresses and decrements on odd

addresses. With the PCltree read of BARO, the data is the count value specified in the PCliree
memory test.The results (No Errors) are provided.

i J-;':-.Pl:_:,iTre,e

. BAR space

00000000  <x00000000- ... » | ¥ &uto read memory 0K |
FFFFFFFF =x00000004* 55
00000002  <x00000008> O, . . Mewory Space typef (prefetchable)
FFFFFFFI» =x0000000C= iy base : =0000000
aoooooo4 <=x00000010= 0O. .. range : L£E£££0000 = &4 EBRvyte
FFFFFFFE =x00000014> <sHme :
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FFFFFFF9 =x0000001C=> 15y —edit memory :
00o00o0o0g  =x000000zZ0=- 0. ..
FFFFFFF7 =x000000z24= -+ ! l
0000000A  <x00000028= 0. .. et
EEEEEEEE :xDDDDDDZE:— [=hiatats il- toggle rnj:fr.

xO0000030:= q. | W =amms wienr:
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aooooolo  <=x00000040=- 0O 'y Mo Errersi I P B REEES TR Br
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00a0000lz  =x00000048= O. .
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aooooolc  <=x00000070= 0. .. LLI _}j
FFFFFFEZ =x00000074= &y
0000001E  <x00000073= O... It SRR S [
FFFFFFEL «<x0000007C*  &jririr 1 i | ,l
00000020 =x00000080= b
~Display range:

mem test load file | =save file (" 178 Bytes (% 1024 Bytes |

|

PCIbu i

file

‘ bridos I”_l

| (!-
—|
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Figure 85: PCltree Memory Test Results

The ML555 memory written/read is the BRAM and/or DDR2 defined in the system.mhs and
addressed with the PLBv46 Endpoint Bridge C_PCIBAR2IPIFBAR_* generics. In this
reference system, two PLBv46 Endpoint Bridge BARs are active. The C_PCIBAR2IPIFBAR_O
generic points to the ML555 BRAM located at 0x8AE10000.

After writing the ML555 BRAM using PCI tree Edit Memory, XMD can be used to verify BRAM
(or DDR2 if the BAR is enabled) from the PLBv46 side.
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Figure 86 shows verification that the XPS BRAM contains the data written by PCltree using
XMD commands.

ommand Prompt - xmd

BxBAE1BBBBD B
HaBHEEEE
FFFFFFFF
A2A8RARA
FDFFFFFF
H48868688
FBFFFFFF
A6 BRARA
F?FFFFFF

X1000_86_041408

Figure 86: XMD Verification of PCltree Write Operation

In the next two figures, XMD is used to write XPS BRAM, which is then re-read by PCltree.

Figure 87 shows the writing and reading of 0x12345678 to the first four locations in XPS

BRAM.
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Figure 87: Writing XPS BRAM using XMD

XAPP1000 (v1.0.1) May 6, 2008

www.Xxilinx.com

70


http://www.xilinx.com

Memory Endpoint Test

SXILINX®

Memory
Endpoint Test

Figure 88 shows a PCltree read of XPS BRAM. The first four locations are read as
0x12345678.

7" BAR space

78563412 <x00000000> O4¥x | ¥ =ute read memory 1]+
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FFFFFFF2 =x0000001C> <xinry edit memory :
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FFFFFFF7 =x000000Z4%  +ir | |
0000000a  «=x000000E8= 0O... Data:
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0000001 =<=x00000048=- O. ..
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aoooool4  <xOo00oooso= O, ..
FFFFFFEE <=x000000&84= &y flesedmeisianm mem copy
0o00000le  <=x00000058=- O. ..
FFFFFFES <x0000005C> &Ry
0oooools  =x000000&0= D::: Sellmmn TASE rEmEes
FFFFFFE7? <x000000&4> i
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FFFFFFES <x0000006C*  &iriry
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Figure 88: PCltree Read of XPS BRAM

The Memory Endpoint Test (MET) is run on a PC with the ML555 inserted into a PCle slot. MET
provides a simple method of writing and reading memory. Like PCltree, the ML555 memory
written/read is the BRAM and/or DDR2 defined in the system.mhs, and addressed with the
PLBv46 Endpoint Bridge C_PCIBAR2IPIFBAR_* generics.

The MET requires the installation of the Xilinx Virtex-5 PCle Endpoint Driver. The Xilinx
application note XAPP1022 Using the Memory Endpoint Test (MET) Driver with the
Programmed Input/Output (PIO) Example Design for PCI Express Endpoint Cores provides
instructions on setting up and running the MET. XAPP1022 uses the PCle Endpoint Block Plus
core driven by the PIO interface. This section uses MET to write and read ML555 memory
using the PLBv46 Endpoint Bridge.

Pages 6-11 of XAPP1022 provide instructions for installing the Xilinx Virtex-5 PCle Endpoint
Driver.
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Figure 89 shows the invocation of the Memory Endpoint Test. The values for the Device

Number, Vendor Number and the address indicate that the PLBv46 Endpoint Bridge on the

ML555 is detected.

=+ Command Prompt - met

--log 555.log

Microsoft Windows HP [Uersion 5.1.268H]
C(C>» Copyright 1985-2801 Microsoft Corp.

H:>cd met

H:*met*met ——log 555.1log
MET v2.4
Status request:
0K=1

Target regpoprt:
oK=x1 R

Uendor=Ax1Hee
Device=Bx585
Busi=AxA

Deyit=Bx8
MenmAddress=Axe A0BHAHAAA
MenS ize=Ax1 86088
IoAddress=AxH
IoSize=AxA
IsPciExpress=TRUE
Interactive mode
MEM:22:Hex:A0AAAAAA >

Figure 89:

Invoking the Memory Endpoint Test

X1000_89_041408

Pages 11-15 of XAPP1022 provide detailed instructions on using the MET to test transfers to

PLBv46 Endpoint Bridge memory.
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Figure 90 shows basic read and write operations using the MET. In the figure, the Display (d),
Location (), and Set (s) instructions illustrate basic memory read and write transactions.

The command
d 40

causes the values of 40 current memory locations to be displayed. The values displayed
(00000000 FFFFFFFF 00000002 FFFFFFFD .. .)are the same as the values displayed by
PCltree in Figure 23 because this test was run shortly after the PCliree tests.

The location command
10

moves the address to location 0x00000000. All addresses are offset addresses from the BAR
start address.

The set command
s 12345678

is a memory write to the current address. In the figure, after the write of 0x12345678, the
address pointer is move back to location 0x00000000 (I 0), and the contents of the memory is
re-displayed using d 40. The 0x12345678 value just written at location 0x00000000 is
displayed.

e+ Command Prompt - met --log 555_pcie.log
Device=Hx585

MemAddress=Axe AI0BAAAA

MenS ize =HAx1B6080A

IoAddress=AxA

IoSize=AxA

IsPciExpress=TRUE

Interactive mode

MEM:32 :Hex :00000BAA >d 48

BEBE6E6E66: 0000BBBE fEffffff OOODOOB2 fFIfffffd
POBEER16: APPPPNER4 FEFFFFFDh DOOOOOO. fFEFFFfFfe
BABE6E626: O00DDDOE FEfffff7 DDOOOOB. fLLLLf15
POBEEEIA: APPPNRAc FEFFFFF3 DODOOOBe ffFffffi
MEM:32:Hex:-00000048>1 Bx8
MEM:32:Hex:000000AA > 12345678

MEM:32 :Hex:000BAAAA>]1 BxB

MEM:32 :Hex:0000BBAA >d 48

PABAAAAA: 12345678 fEffffff POPPBAA2 FEFffffd
PABEEA16: AEPBBRAR4 FEFFFffh DOOOBOB. FEFFfffe
PARAARZA: APPPPAAE FEFFffff7 POOOOOBA FEFFffffS
POBEEAIA: AEBABRAA: FEFFFff3 DOOOBBB: fEfffffi
MEM:32 :Hex:AAAAAA4A >

X1000_90_041408

Figure 90: Running the Memory Endpoint Test
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Using
ChipScope with
the PLBv46
Endpoint
Bridge

ChipScope is used to debug hardware problems. Debugging is done at either the system or
PLBv46 Endpoint Bridge level. To analyze PLBv46 Endpoint Bridge internal signals, insert the
ChipScope cores into pcie_bridge_wrapper.ngc. To analyze signals involving multiple cores,
insert the ChipScope cores into system.ngc. The flow for using the two debugging methods
differs. Below, an outline of the steps for debugging at the system level is provided. This is
followed by a detailed list of steps for debugging at the core level.

Inserting ChipScope at the System Level
The following steps insert the ChipScope cores into the system.

In XPS, select Hardware — Generate Netlist.
2. From the EDK shell in the implementation directory, run

ngcbuild -i system.ngc system2.ngc

3. Copy chipscope/ml555 mb _plbv4é pcie.cdc file to the project area (usually either
one directory above chipscope or the implementation directory).

4. Invoke ChipScope Inserter. To specify the input in the Input Design Netlist window,
browse to the system2.ngc file created in step 2. Define the Clock, Trigger, and Data
signals in Inserter, and generate the ICON and ILA cores.

5. From mI555_mb_plbv46_pcie/implementation, copy the file displayed in the Inserter
Output Design Netlist window, usually implementation/system2.ngo, to
implementation/system.ngc.

6. In XPS, run Hardware — Generate Bitstream.
Inserting ChipScope in the PLBv46 Endpoint Bridge

The ml555 mb plbv46 pcie/chipscope/plbv4é pcie.cdce file is used to inserta
ChipScope ILA core into the pcie_bridge_wrapper core. Do the following steps to insert a core
and analyze PLBv46 Endpoint Bridge signals with ChipScope.

1. Invoke XPS. Run Hardware — Generate Netlist.

2. Copy chipscope/plbv4é pcie.cdc file to the project area (usually either one directory
above chipscope or the implementation directory).

3. Run Start —» Programs — ChipScope Pro — ChipScope Inserter
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4. From ChipScope Inserter, run File Open — plbv46_pcie.cdc. Figure 91 shows the
ChipScope Inserter setup GUI after File Open — plbv46_pcie.cdc.

v ChipScope Pro Core Inserter [plbv48 pcie.cdc]

=0 %
File Edit Insert Help
D @ « = &% ?
= DEYICE DEVICE Select Device Options
= ICON : -
:| rDesign Files
uo: ILA :

Input Design Netlist: ‘b_plbv46_pcie_cs,f\mplEmematiDnjpc\e_br\dge_wrappeﬂ | Browse |
rCore Utilization

OQutput Design Netlist ‘b,p\bv46,pcie,cs}imp\ememat\on,fpcie,bridge,wrapper‘| Erowse |

. I | | output Directony: ‘scratch/designs/miz55_mb_plbwd & _pcie_csfimplement

Core FeSpurce estimation is : . b ‘ /designs/ P P fimp 4 TS
currently not available for this

architerture. :

rDevice Settings

Device Family: ‘Vim!XE ‘v|

Use SRL16s

Use RPMs

< Previous | | Next =

copy fscratch/cesigns/miSSS _mb_plvd&_pcie_csfimplementation/poie_bridge_wrapper.ngo =
fecratch/designs/mI5 55 _mb_plbwd & _pcie_csfimplementation/pcie_bridge_wrapper_signalbrowser.ngo
SetDesian [prie_bridge_wrapper]

show SignalBrowserDialog

L

X1000_91_041408
Figure 91: Opening plbv46_pcie.cdc
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5. The plbv46_pcie.cdc provides a good starting point for analyzing designs. In most analyses,
additional nets are needed. Figure 92 shows the GUI for making net connections. Click Next
four times to move to the Modify Connections window. Select Modify Connections. The Filter
Pattern is used to find net(s). As an example of using the Filter Pattern, enter *ack* in the
dialog box to locate acknowledge signals such as SI_AddrAck. In the Net Selections area,
select either Clock, Trigger, or Data Signals. Select the net and click Make Connections.

Correct Clock, Trigger, and/or Data signals displayed in red.

v Select Net i

Structure [ Nets Net Selections

¢ f [pcie_bridge_wrapper]
o= PCle_Bridgefcomp_master_bridgeREx5FIFO_&4. ExSFIFO [fifo_70x512]
o= PCle_Bridge/comp_master_bridge/Tx5FIFO/ CompFIFO_&4. dpram [dapram_7

—| Trigger Signals rDataSignaIs |
H Clock Signals

o PCle_Eridge/comp_plbv4s_master/ISE_SYNC_RD_LLIMK.I_LLINK_RD_EKEND J3l_addrack -
o PCle_Bridge/comp_plbvdé_master/ISE_SYRC_WR_LLINK. |_WR_LL_BACKEND | /SI_rdDACK 1
o PCle_Bridge fcomp_slave_bridge comp_rx_fifo/ GEN_64. COMP_RX_RAM [dp ”::—"“;‘g; T
o= PCle_Bridgefcomp_slave_bridge fCEM _TX_&4_FIFO. comp_tx_fifa [fifo_72x51 ,{PL_I;_RN:Vrm

o PCla_Bridge/comp_tlif/RxFIFC_&4. rx_afifo [fifo_70x32]
o= PCle_Bridgefcomp_thiffTxFIFO_&4 tx_afifo [fifa_70x16&]

/S_rdDBus<0=>
/SI_rdDBus<1>
/SI_rdDBus<2 >
/SI_rdDBus<3 >

Ll I | [» {SI_rdDBus <4 >
------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------ /SI_rdDBus<5>
|Net Mame |V| Pattern: [ |V|| Filter {SI_rdDBus<6 >
/SI_rdDBus<7 >
RGeS | B /SL_rdDBus<8>
IPZINTC _Irpt pofpe. M /SI_rdDBus=9:
MSI_request pofpe [P /SI_rdDEus<10 =
SPLE_R.st pofpe [P /SI_rdDBus=<11:>
REFCLE b oo e /SI_rdDBus<12>
SlowrComp po.|pe |Fo /SI_rdDBus<13>
TN pop.. |G /SI_rdDEus <14 >
TxP<0= pop.. |G /SI_rdDBus<15>
MPLE_CIk b o P /SI_rdDBus<16>
PLE_RMu b [P /SI_rdDRus<17 >
M _wrBurst pofpe |Le /SI_rdDEus<18 >
PLE_MAddrack p..|p.. [P /SI_rdDBus=<19> =
PLE_MRdAETerm pofpe [P
PLE_wirBurst p...|p.. [P..
Sl_addrick po.|pe |Fo
Sl_rdBTerm p...|p.. [F... R
MPLE_Fist E S | Make Connections | | Move Ne.. |
PLE_MRearbitrate p..1p... P| | Remove Connections || Move Ne... |

-

Ll

.

X1000_92_041408

Figure 92: Inserter Data Signals

6. Click Insert to insert the core into pcie_bridge_wrapper.ngo. In the
ml555 mb plbv46 pcie/implementation directory, copy
pcie bridge wrapper.ngotopcie bridge wrapper.ngc.

8. In XPS, run Hardware — Generate Bitstream and Device Configuration - Download
Bitstream. Do not rerun Hardware — Generate Netlist, as this overwrites the
implementation/pcie bridge wrapper.ngc produced by the step above. Verify that
the file size of the pcie_bridge_wrapper.ngc with the inserted core is significantly larger than
the original version.

9. Invoke ChipScope Pro Analyzer by selecting
Start —» Programs — ChipScope Pro — ChipScope Pro Analyzer

Click on the Chain icon located at the top left of Analyzer's GUI. Verify that the message in the
transcript window indicates that an ICON is found.
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10. The ChipScope Analyzer waveform viewer displays signals named DATA*. To replace the
DATA* signal names with the familiar signal names specified in ChipScope Inserter, select File

— Import and browse to plbv46_pcie.cdc in the dialog box.

The Analyzer waveform viewer is more readable when buses rather than

discrete signals are

displayed. Select the SI_rdDBus<*> signals, click the right mouse button, and select Add to
Bus — New Bus. With SI_rdDBus in the waveform viewer, select and delete the discrete

SI_rdDBus<*> signals. The signals are displayed as buses in Figure 93.

Note: The Reverse Bus Order operation is useful for analyzing buses in Analyzer.

t ChipScope Pro Analyzer [mI555_mb_plbv46_pcie]
File  View JTAG Chain  Device Trigger Setup  Waveform  Window  Help

[ lalnj[Ts]¢ [ »[2]E]

Project: mi555_mb_plbwi6_pcie {2} Trigger Setup - DEV:D MyDevicel (XCSVLX50T) UNIT:0 MyILAD (LA

¢ DEY.0 hyDeviced ({CEVLHEOT) = -
Systern Monitor Console g7 £ MO:TriggerF ortd ==

@ UIMIT:O MylLAD (ILA)

4
|

JTAG Chain :
] = Match Unit Function

Trigoer Setup 5 Add | Active | Trigger Condition Mame
Wavefarm il | o) | Triggerconditiond
Listing —
Lo §) e [rnaow | 1 '
| bur B e e [7] oo 0 o
S . =
Signals: DEV: 0 UNIT: 0 @ | Storage Qualification: All Data

¢ Data Port
o JM_wrDBUs

o JET_rdDBUS || 1 waveform - DEV:0 MyDevice0 (XC5VLXS0T) UNIT:0 MyILAO (ILA)

|1I]24 |V|

CH: 07gl_addrAck

GH: 1 15 |_rdDAck (ETEISiE 5@

CH: 2781 wait = o /M wDBus
CH: 3/5_rdBTerm : -
CH: 4IPLE_RMWW

CH: 818/_rdDBus=0=

o /51 _rdDBus

/51_addrack o o
CH: 6i8I_rdDBus=1= -
CH: 7isI_rdDBus=2= A8l_rdDiack o o
CH: 8/8I_rdDBus=3=
CH: 8/5|_rdDBus=4= /3L wait oo
CH: 10/51_rdDBus=5> /31_rdBTern al o
CH: 11 IS1_rdDBus=6=
CH:12/51_rdDBus=7> AFLE_RIW oo
CH: 13 /581_rdDBus=8= JPLE_MUrDAck al @
CH: 14 /51_rdDBus=8=
CH: 15 /51_rdDBus=10= JPLE_rdBursat ol o
CH: 16 /SI_rdDBus=11= /M request ol o

CH: T /SI_rdDBus=12>
CH: 18/31_rdDBus=13=
CH: 19731 _rdDBus=14=

AIPZINTC Irpt al o

CH: 20 /31_rdDBus=15> e B
CH: 21 IS1_rdDBus=16= /31 wrComp ol o
CH: 22 /51_rdDBus=17=

CH: 23 /5|_rdDBus<18= LRSS g v
CH: 24 [51_rdDBus<149» 0 T ool oe]

INFO: Found 1 Care Unitin the JTAG device Chain
COMMAND: save_project "CXilinx\ChipScope_Pro_9_2ibinntimI555_mb_plina6_pcie.cpj”

Wiriting project file: CAlnAChipScope_Pro_8_2ihimntmIS85_mb_plbwd6_pcie.cpj

DOMNE

Figure 93: ChipScope Pro Analyzer Waveform

X1000_93_041408
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11. Set the trigger in the Trigger Setup window as shown in Figure 94. The trigger used
depends on the problem being debugged. Simple triggers are PA_Valid, SI_AddrAck,
SI_wrComp.

hipScope Pro Analyzer [ml555_mb_plbv46_pcie]
File View JTAG Chain Device TriggerSetup Waveinrm WWindow  Help

[]@|» m 11| |

mpfﬂiem: mi555_mh_plbwi6_pcie | : 2] Trigger Setup - DEV:0 MyDevicen (XC5VLX50T) UNIT:0 MyLAD (ILA)
‘ifTA[()}E‘\:f'hDal‘\:yDevmeD GCSVLE0T) atch Unit Function Walue Radix Counter
Systern Monitor Consale ; ¢ I MO:TrignerPartd == 000 0000 Bin disabled -
P LIMIT:0 MviLAD (LA : iSI_addrack
Trigger Setup 3 [ tPLE_FAvali
\i\.':;?f;"m H: [y /5L rdDAck
Bus Plat ; [ JPLB_Maders
T = e = =)0 3 M _werBurst
Signals: DEV: 0 UNIT: 0 : ISI_wrCnmmip
¢ Data Part =l 3 IS_rdCamp
& M_wrDBus SI_wrBTerm

o= I5_rdDBus
CH: 0/51_addrack [ im_rdBurst

CH: 1 8|_rdDAck : [ 151 wnDack
CH: 2751 _weait 1
CH: 3/51_rdBTerm i
CH: 4 JPLE_RMNW
CH:8/5|_rdDBus=0=
CH: 6B /SI_rdDBus=1=
CH: 7 I81_rdDBus=2=
CGH: 8/8|_rdDBus=3~
CH:9/5I_rdDBus=4=
CH: 1018 _rdDBus=5=
CGH: 11 /51 _rdDBus=6~
CH:12751_rdDBus=7=
CH: 13751 _rdDBus=8=
CH: 14/51_rdDBus=9=
CH: 1875 _rdDBus=10= ]
CH: 16 /5| _rdDBus=11= : -
GH: 17 (S_rdDEus =1 2= cET—
CH:18/5I_rdDBus=13= : Trigger Condition Narne Trigger Condition Equation | |
CH:19/5_rdDBus=14= : Del (Y] ‘ TriggerCondition ni0

CH: 20 J8I_rdDBus <15>
wiindows: | 1| Depth: 1024 ~| Position: | 0

CH: 21 /5I_rdDBus=<16=
All Data

i)

YIE 4

EA A AR A A o

Blilq
>
=
=
=
=
S
&

CH: 2275 _rdDBus=17=
CH: 23781 _rdDBus=18=
CH: 24 151_rdDBus=19= i

COMMAND: upload 0 0 E‘

ainjdesd |

IMNFO - Device 0 Unit0: Waiting for core to be armed

Upload

X1000_94_041408

Figure 94: ChipScope Analyzer Trigger Setup
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12. Arm the trigger by selecting Trigger Setup — Arm, or clicking on the Arm icon as shown

in Figure 95.

&l ChipScope Pro Analyzer [mI555_mb_plbv46_pcie]

[Zl@i)n

Eile Yiew JTAG Chain Device TIrigger Setup ‘Waveform Window Help

IiPmiet:l: mi555_mb_plbwd6_pcie

JTAG Chain
§ DEY.0 MyDeviceD (CEVLE0T)
Svystern hMonitar Console
& UNIT 0 byl (LAY

Trigger Setup
Waveform
Lifsng
Bu=Flot

1
L1

@ Trigger Setup - DEV:0 MyDevice0 (XCSVLXS0T) UNIT:0 MyLAD {ILA]

hatch Lnit

Function Walue

Radix

Counter |

YAen4

7 L3 MO:TriggerPoro

B {000 0000

Ein disabled =

[ is)_addrack

[) 1PLE_PAvali

ISI_rdDAck

[ 1PLE_MtAddrd

) _wirBurst

Signals: DEV: 0 UNIT: 0

IS _wriCamp

¢ Data Port

o= M_wrDBus

o= [3I_rdDBus
CH: 0iSI_addrack
CH:1151_rdDAck
CH: 2181 _wait
CH: 3J5I_rdBTerm
CH: 4 /PLB_RNW
CH: 8/81_rdDBus=0=
CH: B/SI_rdDBus=1=
CH: 7iSI_rdDBus=2=
CH: 8/51_rdDBuUs=3=
CH: 9/51_rdDBus=4=
CH:10/81_rdDBus=5=
CH: 11 /8I_rdDBus=6>
CH:12/8I_rdDBus=7>
CH: 13 /8I_rdDBus<g=
CH: 14/BI_rdDBus=9>
CH:15/8I_rdDBus=10=
CH:16/8I_rdDBus=11=
CH: 17 /8I_rdDBus=12=
CH:18/5I_rdDBus=13=
CH:19/5I_rdDBus=14=
CH: 20/8I_rdDBug=15=
CH: 21 /3I_rdDBug=16=
CH: 22/81_rdDBus=17=
CH: 23/8I_rdDBus=18=
CH: 24/31_rdDBus=19=

vl

[ 151_rdcomp

[) 151_wrBTerm

I _rdBurst

[ 151_wiDack

Pl A e i R R A e

Add

Active |

Trigger Condition Mame |

Blild

Del ®

TrggerConditiond |

Trigger Condition Equation
]

Storage Qualification:

aimdede

Wiind ows: 1) Depth: 1024 Fosition: a

All Data

COMMAND: run 0 0

COMMAND: set_storage_condition 0 0 FFFF

CAIY

§ 2 Device 0 Unit 0: Waiting for trigger, Sample Buffer has 0 samples (1%)

Figure 95: ChipScope Analyzer with Trigger Armed

X1000_95_041408

13. Run XMD or GDB to trigger patterns which cause ChipScope to display waveform output.
For example, set the trigger to SI_wrComp, arm the trigger, and run

xmd -tcl xmd commands/dma.tcl

at the command prompt. This produces signal activity in the Analyzer waveform viewer.
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14. ChipScope results are analyzed in the waveform window, as shown in Figure 96. This figure
shows the bus signals generated in Step 10.

hipScope Pro Analyzer [m1555_mb_plbv4é_pcie u =
File View JTAG Chain Device Trigger Setup ‘Waveform Window Help
@ »ruTROR L LR
Proiect: i 1
[Project: mi555_mh_plind6_peie | | & waveform - DEV:0 MyDevice0 (XCSVLXS0T) UNIT:0 MyILAD (ILA)
JTAG Chain :
¢ DEV:D MyDeviceD ({CEWLET) : Bus/Signal % | o 180 .2|u 5:] 110 ZZI'] 3?“ 3?0 4t|50 510 62|IJ 7?0 7?“ B'lm
Swstem Manitor Cansole 2 e
& UNIT:O MylLAD (L= M| % M _wDBus 0oofoog 0000000000000000 =
Trigger Setup §l = /51 _rapBus 000|000 0000000000000000 3
‘Waveform 2 -
Listing . /51 _addrack ol o
R s N mixese | o) 0
& = T
Signals: DEV: D UNIT: 0 N I i [
¢ Data Port =[ /31 _rdBTern ol o
o IM_wrDEUS :
o J3I_rdDBus : /PLELENW af 0
CH: DUSI_addrack s JPLE MirDAck ol o
CH: 1 i51_rdDAck : =
CH: 2151 wait L4 J/PLE_rdBurst (1] )
CH: 3451_rdBTerm e Al
CH: 4 IPLE_RMNW : =
CH: 551_rdDEus=0= : JIFZINTC Irpt | of 0
CH: GJSI_rdDBug=1= 2 ?
CH: 7J51_rdDBus <2 IR(EREEEAT SR 0 e ]
CH: 8/51_rdDBus=3= : /81 _wrComp ol o
CH: 8J51_rdDEus=4= :
CH: 10 /SI_rdDBus=5= : AL TR o
CH: 11 /51_rdDBus<6= : JPLE Maddrick o o
CH: 12 /5I_rdDBus=7> : B
CH: 13 /8I_rdDBus=8> : /PLB_MRdBTerm | Of O
CH: 14/51_rdDBus=0= JPLE wrBurst ol o
CH: 15 /51_rdDBus=10= : =
CH: 16/3I_rdDBus=11= : /MR ol o
CH: 17 /3I_rdDBus=12= :
CH: 18 (S_rdDBus=13> 431 rdConp o0
CH: 19/51_rdDBus=14= :
CH: 20/81_rdDBus=15= : L
CH: 21 /SI_rdDBus=16= : =
CH: 22 /51_rdDBus=17> H |l Il o fa e« [»]
CH: 23 /51_rdDBus =18 : = T :
CH: 24 /5_rdDBus<19= i 2eis100 [4D¥] |o: -100 WD [aee-01: 0
COMMAND: upload 0 0 -]
INFO - Device 0 Unit 0: ¥Waiting for core to be armed
-
Upload

X1000_96_041408

Figure 96: ChipScope Pro Analyzer Triggered

To share the results with remote colleagues, save the results in the waveform window as a
Value Change Dump (vcd) file. The vcd files can be translated and viewed in most simulators.
The ved2wlf translator in ModelSim reads a vcd file and generates a waveform log file (wilf)
file for viewing in the ModelSim waveform viewer. The vcd file is opened in the Cadence Design
System, Inc. Simvision design tool by selecting

File — Open Database.

After running ChipScope, it is sometimes necessary to revise the Trigger or Data nets, or both,
used in a debug operation. Saving Inserter and Analyzer projects simplifies this procedure. The
saved project can be re-opened in Inserter, and edits can be made.
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Figure 97 is the waveform output of a ChipScope inserted into the reference system when
running the endpoint to root complex performance tests. The
chipscope/mi555_mb_plbv46_pcie_scs.vcd file can be used to view all of the signals more
clearly.

@.}ChipScnpe Pro Analyzer [1_ep2rc_mpmc_2000]

Eile  Wiew JTAG Chain Dewice Trigger Setup ‘Waweform  Window  Help

@ r TR BT

R LA

Project: 1_ep2rc_mpmc_2000
JTAG Chain
9 DEV.0 MyDeviceD (KCAVLXS0T)

:r@ Waveform - DEV:0 MyDevice0 (XC5VLX50T} UNIT:0 MylLAD (ILA)

Bus/Signal

400 -360 -320 -280 -240 -200 -160 -120 -80 -40
| | | | | | | | |

Systern Monitor Console
@ UNIT:O WyILAD LAy
Trigger Setup
Waverarm
Listing
Bus Plot

Signals: DEV: 0UNIT: 0
L . S U _ O _ s
CH: 63 Jps_central _drma_0M_wirD|
CH: B4 fxps_central_dma_0M_wrD|
CH: B5 fxps_central_dma_0M_wrD|

il

CH: 70 fxps_central_dma_0M_wrD|
CH: 71 fxps_central_dma_0M_wrD|

CH; B8 faps_central_dma_0i_wrD
CH: 72 ps_central_dma_0i_wiD

CH: 73 fxps_central_dma_om_wrDE T |

CH: 74 fxps_central_dma_0M_wrD|
CH: 75 Jps_central _drma_0M_wirD|
CH: 78 /PCle_Bridge/S_wrDAck

CH: 77 /PCle_Bridge/PLE_MWrETern
CH: 78 /JPCle_Bridge/S|_wrBTerm

CH: 78 /PCle_Bridge/PLE_rdBurst
CH: 20 /PCle_Bridge/PLE_PAValid
CH: 81 /PCle_Bridge/S|_wrComp
CH 82 JPCle_Bridge/PLE_RNW

CH: 83 /PCle_

CH: 84 /PCle_Bridge/PLE _wirBurst
CH: 85/PCle_Bridge/S|_addrAck
CH: 86 /PCle_Bridge/SI_wait

CH: 87 [PCle_Bridge/PLB_ABus=0-
CH: 88/PCle_Bridge/PLE_ABus=1=

Bridge/PLE_MAddrAck) |-

| > /DDR2_SDRAM_3211x32/SFLBO_FLB_ABus

/DDRZ_SDEAM 32Mx32/SPLEQ_S1 rdDick

|| o /PCIe Bridge/PLE RBus
i| = fxps_central ama_0/M waDBus

o fxps_central_dma_0/M_ABus

fxps_central dwa 0/M request
fxps_central dwa 0/MPLE_MRADAck
fxps_central dwa 0/51 rdDhck
fxps_central dwa 0/SPLE_FNW
fxps_central dwa 0/MPLE MUrETernm
fxps_central dwa 0/MPLE_MUrDAck
fxps_central dwa 0/SPLE_PAValid
fxps_central_dwa_0/M_wrBurst
fxps_central dma_0/51_addrick

/xps_central_dma_0/MPLE_Maddrick

/¥ps_central_dma_0/¥ps_central_dna |

/¥ps_central_dma_0/¥pa_central_dna |

/PCIe_Bridge/S1_wrDAck
/PCIe_Bridge/PLE_MWrBTern
/PCIe_Bridge/S1_wrBTern
/PCIe_Bridge/FLE_rdBurst

/PCIe_Bridge/PLB_PAValid

RS 08000808 EE S 11
Y Y

BEAB SN I0N SN SEE N 11

FFEFFFFE el

0naonoon Ho 20000000 )Q( g

INFC - Device O Unit 0: Waiting for core to be armed

Upload

X1000_97_041408

Figure 97: System Debugging Using ChipScope Analyzer

As show in Figure 97, memory, XPS Central DMA and PLBv46 Endpoint Bridge transactions
are monitored simultaneously. The trigger is
PCle_bridge/comp_slave_bridge/sig_request_complete. The

ml555 mb plbv46 pcie scs.cdc is included in the chipscope directory.

Table 5: ChipScope Signals in Debugging Reference System

Component

Signal

Trigger

PCle_Bridge

SI_wrDAck

S|_addrAck

comp_slave_bridge/sig_request_complete

xps_central_dma_0

SLAVE_ATTACHMENT_l/dma_status_reg[0]

Sl|_addrAck

MPLB_MWrBTerm

M_rdBurst

M_wrBurst

Data
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Table 5: ChipScope Signals in Debugging Reference System (Cont’d)

Component

Signal

PCle_Bridge

PLB_ABuUS[0:31]

sig_sb_txsof_n

comp_tlif TXESM/TXEOFn

sig_sb_txeof_n

comp_slave_bridge/sig_ip2bus_wrgo_bar

siglP2Bus_Cond_Wr_Go

sig_IP2Bus_Cond_Rd_Go

comp_slave_bridge/sig_cmd_rnw

comp_slave_bridge/sig_memory_request

comp_hard_pcie/mim_dll_bwen

comp_hard_pcie/mim_tx_bwen

comp_slave_bridge/sig_cmd_burst

comp_slave_bridge/sig_cmd_bar_num|[0]

comp_slave_bridge/sig_cmd_complete

comp_hard_pcie/gt_tx_data_reg[0]

comp_hard_pcie/gt_rx_data_reg[0]

comp_hard_pcie/dst_req_n

comp_tlif/RXESM/PendingWrite

comp_tlif/RxISM/Load

comp_tlif TXESM/LoadPipe

comp_tliff TXESM/TxRdEn

comp_tlif TxSOFn

comp_tlif TXEOFn

comp_tlif TXESM/TxSOPn

comp_tlif TXESM/TXEOPN

comp_tlif TXESM/TxSrcRdyN

comp_slave_bridge/sig_completion_request

comp_plbv46_slave/I_SLAVE_ATTACHMENT/bus2ip_rnw_i

comp_registers/sig_bus2ip_rnw

comp_slave_bridge/sig_IP2Bus_WrAck_bar

comp_registers/IP2Bus_WrAck

sig_IP2Bus_Cond_Wr

sig_IP2Bus_Cond_Wr_Go

sig_IP2Bus_Cond_Rd_Go

comp_slave_bridge/sig_ip2bus_wrgo_bar

comp_slave_bridge_ip2bus_rdgo_bar

comp_slave_bridge/sig_rxtlif_completed

comp_slave bridge/sig_rxtlif request
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Table 5: ChipScope Signals in Debugging Reference System (Cont’d)

Component

Signal

DDR2_SDRAM_32Mx32

SPLBO_PLB_ABus[31:0]

SPLBO_SI_rdDAck

xps_central_dma_0

SLAVE_ATTACHMENT_l/dma_status_reg[0]

SLAVE_ATTACHMENT_l/dma_status_reg[1]

M_ABus[0:31]

S|_rdDAck

SPLB_RNW

MPLB_MWrBTerm

MPLB_MWrDAck

M_wrBurst

S|_addrAck

MPLB_MAddrAck
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Reference The reference design matrix is shown in Table 6.
Design Matrix

Table 6: Reference Design Matrix

General
Developer Name Xilinx
Target devices (stepping level, ES, production, speed grades) Virtex-5 XC5VLX50T
(Production Silicon)
Source code provided No
Source code format Verilog/VHDL
Design uses code/IP from an existing reference design/application No
note, 3rd party, or CORE Generator software
Simulation
Functional simulation performed No
Timing simulation performed No
Testbench used for functional simulations provided No
Testbench format N/A
Simulator software used/version (i.e., ISE software, Mentor, N/A
Cadence, other)
SPICE/IBIS simulations No
Implementation
Synthesis software XST
EDK Software EDK10.1
Implementation software tools used/versions ISE10.1
Static timing analysis performed Yes
Hardware Verification
Hardware verified Yes
Hardware platform used for verification ML555
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Revision

History

Notice of
Disclaimer

UG197: Virtex-5 FPGA Integrated Endpoint Block for PCI Express Designs User Guide

2. UG201: Virtex-5 FPGA ML555 Development Kit for PCI and PCI Express Designs User
Guide (v1.4) March 10, 2008

3. XAPP1022: Using the Memory Endpoint Driver (MET) with the Programmed Input/Output
Example Design for PCI Express Endpoint Cores

. LeCroy PCI Express Multi-Lane Exerciser User Manual Version 5.0
5. SpekChek User Manual Version 6.5
6. Catalyst - PCI Express Bus Protocol Analyzer/Exerciser User's Guide

The following table shows the revision history for this document.

Date Version Revision
04/25/08 1.0 Initial release.
5/6/08 1.0.1 Made minor non-technical edits.

Xilinx is disclosing this Application Note to you “AS-IS” with no warranty of any kind. This
Application Note is one possible implementation of this feature, application, or standard, and is
subject to change without further notice from Xilinx. You are responsible for obtaining any rights
you may require in connection with your use or implementation of this Application Note. XILINX
MAKES NO REPRESENTATIONS OR WARRANTIES, WHETHER EXPRESS OR IMPLIED,
STATUTORY OR OTHERWISE, INCLUDING, WITHOUT LIMITATION, IMPLIED
WARRANTIES OF MERCHANTABILITY, NONINFRINGEMENT, OR FITNESS FOR A
PARTICULAR PURPOSE. IN NO EVENT WILL XILINX BE LIABLE FOR ANY LOSS OF DATA,
LOST PROFITS, OR FOR ANY SPECIAL, INCIDENTAL, CONSEQUENTIAL, OR INDIRECT
DAMAGES ARISING FROM YOUR USE OF THIS APPLICATION NOTE.
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