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FOREWORD

This guide covers trimmed and re-arranged version 3.6 of the Quaatixatray Analysis
System (QXAS) software package that includes the most indguaesed methods of
quantitative analysis. QXAS is a comprehensive quantitative sisglackage that has been
developed by the IAEA through research and technical contracts. éxddiievelopment has
also been carried out in the IAEA Laboratories in SeibersdorfeV@XAS was extensively
tested. New in this version of the manual are the descriptibthe Voigt-profile peak fitting,
the backscatter fundamental parameters’ and emission-transmissibids of chemical
composition analysis, an expanded chapter on the X ray fluorescence physomsnatetely
revised and increased number of practical examples of utilizafidghe QXAS software
package. The analytical data accompanying this manual werectedllen the IAEA
Seibersdorf Laboratories in the years 2006/2007.

Any gueries, comments, or suggestions regarding this guide and th8 giftware package
may be directed to:

XRF Group

IAEA Laboratories Seibersdorf
A-2444 Seibersdorf

Austria

E-mail: official. mail@iaea.org
Fax: +43 1 2600 28222

EDITORIAL NOTE

The IAEA is not responsible or liable for the aamy of analytical results produced using QXAS. Samturacy
depends, among other factors, on sample preparasisues, calibration procedures, experimental atpesxperience, etc,
many of which are in the hands of the user.

Although great care has been taken to maintairatt®iracy of information contained in this publicatj neither the
IAEA nor its Member States assume any respongifidlitconsequences which may arise from its use.

The mention of names of specific companies or mtsdwhether or not indicated as registered) doasimply any
intention to infringe proprietary rights, nor shalit be construed as an endorsement or recommendati the part of the
IAEA.
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10.6.

CALIBRATION ACCORDING TO QA NORMS



CHAPTER 1. GETTING STARTED
References material: [1], [2], [3], [5], [6], [7], [8]. [9], [10], [1A1L2], [53]

This Manual has been prepared as a guide, a hand-on reference, @etheof QXAS
(QuantitativeX ray Analysis System) 3.6 software package. It should be of help for users
with basic experience in Xay fluorescence analysis (XRF). It can also be usedibytsts
who have not worked before with the QXAS at all. More experienced skeuld find here
answers for many specific questions. Some fundamental featuxdsFoére discussed as far
as the use of QXAS is concerned, some examples are workeddritil and a guideline for
guality assuranceQQA) matters is given.. All references are made to the ve@&iorof the
software package QXAS. The manual and the latest version of QXAS are avaitable on

http://www.iaea.org/OurWork/ST/NA/NAAL/pci/ins/xrf/pciXRFdown.php

The QXAS software package can be installed under the operatilegnsW$INDOWS, but it
is actually executed in the command prompt as a DOS program.fadticarries the
advantages of the WINDOWS inherent possibility to switch betweegrgms without
termination, because of their simultaneous execution. For the purposetdiirsg from
QXAS (DOS environment) to WINDOWS environment and back, one uses thHanaion
of the <ALT> and <TAB> key. By this action active windows are gtdun front, one after
the other, without termination. Particularly, to toggle betweenoftlye QXAS programs and
e.g., the WINDOWS Explorer will facilitate searches for files aal#a to edit quickly files. It
is not recommended to open QXAS in two command prompt windows simultaneously
run them in parallel. It is also possible to run QXAS software uoth@r operating systems,
including 64-bit systems, in a DOS emulator.

It is recommended to run QXAS in full screen mode as defaultthipurpose - with the
right mouse button - the QXAS icon on the desktop should be selectedtifgarop-down
menu select “Properties”, then in the option “Screen” enable the “Full screen”

[2x]

General || Fragram Font Memary
Screen iz Compatibility

|lzane

&) Full-zcreen

1 Wlindow

Fig. 1.1. Setting of the full screen mode for QXAS permanently.

Throughout the guide example spectra and files can be used in orddowo “hands on”.
They are found in the “QXASdemo” folder and its sub-directories. Wéatuting the
examples it is recommended to set the “QXASdemo” folder as the “set dytetisually the
“C:\axil\spect” is the “set directory”. The profit of didititing the example files among
different folders is to limit their number in a given directofnother advantage, when *.spe
and *.asr files are put into different locations is that previousltegof e.g. example *.asr
files, that are provided for demonstration purposes) are not overvaft@mattempts of the
user to store his or her own results.


http://www.iaea.org/OurWork/ST/NA/NAAL/pci/ins/xrf/pciXRFdown.php

1.1. Spectrum fitting (AXIL)

Demonstration files (directory \QXASdemo\Getstart):

[l Spectra: Targetl.spe, Pb-pure.spe
(] Input files: Targetl.inp, Pb.inp

For historical reasons many users will associate the spedittirg part of QXAS with the
name of AXIL (which stands foAnalysis ofX-ray spectra byterativel east-square fitting).
The best way to start the QXAS software package is by uki@gQXAS icon on the

WINDOWS desktop.

Fig. 1.2. QXAS icon on the WINDOWS desktop.

The start screen of QXAS allows for setting the default wgrkiinectory (“Set directory”), a
default folder where input data are read from and result dilesstored. Still it is possible
during programme execution to select other places to loadfifiles however storing the
majority of data is restricted to the working directory (themefew exceptions). The last used
“set directory” is proposed as the default for the next run. Whe@QX#S is run for the first
time the “C:\AXIL\SPECT” is proposed as the default “set directory”.

1.1.1. Example: Input model Targetl.inp and spectrum Targetl.sp, of a demonstration
sample

QHAS 3.6 Quantitative E—ray Analysis System
Developed under the auspices of the
International Atomic Energy Agency

In cooperation with
The University of Antwerp, Belgium

La Direccion Macional de Tecnologia MWuclear. Uruguay
La Direccion General de Energia Muclear. Guatemala
Ruder Boskovic Institute, Yugoslavia

Instituto de Asuntos Mucleares. Colombia

Current Directory: C:“ARIL~BIHN
Last Working Dir.: C:_T—OKT-~NBS-HNBS-ASR
Set directory: HEUEGELE

Fig. 1.3. Definition of the default working directory for run of QXAS.

After defining the “Set directory” in the start screen th@irmQXAS screen containing the
topmost program navigation menu is displayed. To carry out the exaglpte the option
Spectrum fitting.



Axil B-ray Analysis Package

* SEectrum format conversion
) C)

#* Quantitative analysis
#* Utilities

Fig. 1.4. For access to AXIEpectrum fittingmust be selected.

Next, selecAXIL (&Voigt peak profiles option for high energy K-lines)

Spectrum fitting

#* Specify parameters for spectrum analysis
=* H—ray library management

Fig. 1.5. Before loading a spectrum and a specific input model.

Load the input model (lin&elect mode), file Targetl.inp, created for the purpose of this
demonstration. When no particular model file is loaded, certain ptaesrikke background
model, energy calibration coefficients, etc. are set to defalltes. They require further
adjustments.

AXIL Spectrum analysis uwusing Uoigt function

MHodel file:

* Select model
#* Save model

Parametersz of current model
Atmosphere iz AIR
A elements using B groups of lines

Background model: Smooth Filter with 258 iteration
Energy calibration: zero = B_.88 el gain = 20.680 ev.ch
Rezolution calib» : noise= 128.8 el fano factor = B.114
Region of interest set AUTO

o1 b Al jtemn 3

Fig. 1.6. Default input model parameters.

To retrieve the input model use the SCROLL BOX to select thesctdiy
\QXASdemo\GetStart and load the Targetl.inp file.



Select model file <=_INP>
E:~QHASDEHMO

.. g
FIGURES™. Z
ASR-STDS~ Z

ET™ 7
INP-STDS™ ﬁ
SPE-STDS™

Fig. 1.7. SCROLL BOX for loading the input model file Targetl.inp.

The input model file Targetl.inp contains the correct energy cadibran appropriate region
of interest (ROI), which brackets all the peaks of interest fiiited in our example spectrum,
the peak positions, and several other pre-defined parameters.

AXIL Spectrum analysis wusing Uoigt function

Model file: E:\QRASDEMONGETSTART\TARGET1.INP

# Select model
=* Save model

Parameters of current model
Atmozphere iz AIR
B elements uwusing B groups of lines

Background model:= LIMEAR of order A

Energy calibration: zero = —26.21 el gain = 12.53 ev-ch
Rezolution calibr : noise= 128_0 ell fano factor = B_114
Region of interest: 218 — 1472

Fig. 1.8. A brief overview is available for certain parameters contained in the temporary
valid input model file (Targetl.inp).

Next seleciAnalyse Spectraand consecutively use the COMMAND®AD andDIR_SEL

fxil

LOAD
STOP

eBATCH

GO
CANCEL

Fig. 1.9. COMMAND LOAD to retrieve an already converted measured spectrum.



Load

SPEC=
filenane

DIR_SEL

GO
CANCEL

Fig. 1.10. Two options are available to load a spectrum: by direct input of the known file
name from the correct directory or by browsing through the various directories and files.

to load the file intended for this demonstration, from the directoX§A®emo\GetStart with
the selection of the spectrum Targetl.spe from the SCROLL BOX.

felect spectrum to fit file (*.spe’
E:~QXASDEHO~GETSTART

S

TARGET1 . SPE
PB-PURE.SPE

E-CALIB.SPE

SRR

Fig. 1.11. SCROLL BOX for loading the spectrum T1.spe.

Because the input model file Targetl.inp was loaded before thespefike, the energy
calibration is already correctly defined. The sample, whaatvesl to collect the spectrum
Targetl.spe, contains the elements V, Co, Cu, Se, Sr, Mo and eléna¢ratise not visible by
XRF (H, C, N, O). In order to verify the predictions, select tkietMBMAND KLM —MARK.

It will start by default with the markers at the energiethe iron lines (for iron the FeKFe
Kg and the rarely visible L-lines are proposed). With arrow keyiright and up/down
(jJumps of Z+10) potential peaks can be checked for their presendeatqueaanalysis). The
lines for the elements to be include can be defined with the COMMANDSs

X-LINES, then
ADD and type inV CO CU SE SR MO

And terminate the COMMAND sequence with eitli&D or <enter>. In between each entry
of an element a space must be left. Immediately after exach for an element new markers
will be superimposed on the spectrum — for each line of the elefrfeninformation gained
with the COMMAND KLM-MARK can not be transferred other than manually to the
COMMAND X-LINES. The background can be defined, e.g., with

BACKGRND
LINEAR
PARAM=

and an input of 5 after (PARAM=). Which means a linear polynomiduastion of the
channel number (energy) of order 5 is used to approximate thgrband within the region



of interest. Finally the fit of the region of interest, in orttestrip the background and resolve
peak overlaps, will be initiated with the COMMANDSs:

FIT
N_ITER= 10

The adoption of the number 10 is fairly arbitrary. A number of 10 - 20 usiially be
sufficient in order to enable the iteration procedure with enough .Idfer the AXIL fit
some information about the quality of the fit can be gained byléoking at the value of the
ChiSquare= 3.0 (displayed only after the first fit). In the ideal cakes thumber should be
1.0 or close to it (it is defined as reduced Chi square) and avexall information for the
region of interest. As next information source inspect the residual with tMM20IDs

DISPLAY
RESIDUAL

This residual offers information aboeach spectrum channelithin the ROI. For a well
defined fit model all points should be between -3 and +3, indicated bytheed bars. Of
course with certain probability random fluctuations of greater magnitude can occur

Spectrun T1.5PE Iteration 4: ChiSquare = 3.0; Dif =
Targeti#tl: UV CoCu-Se 3r-Mo uvcZl76.spe
Display

BEG=

heg chan
END=

end chan
MIN=

min cnts
MA¥=

nax cnts
ROI
SPECTR
RESIDUAL
LIN

LOG

R
e
=
i

d
[
A
1

150a 2888 G0
Channel Humbher CAMCEL

>>DISPLAY RESIDUAL _

Fig. 1.12. Spectrum Targetl.spe displayed after the first AXIL fit run.

The Chi-square value of 3.0 as well as the displayed residual stiggethere is room for
improvements: remove the previous entries for the elements witbQMMANDs XLINES
REMOVE ALL and add instead:

X-LINES ADD: V-KA* V-KB* CO-KA* CO-KB* CU-KA* CU-KB*
X-LINES ADD: SE-KA* SE-KB* SR-KA+ SR-KB+ MO-KA+ SUM

This way of adding X ray lines forces that thg &d K peaks are treated independently, as
if they originated from different elements. It means thatatie between Kand kg peaks of

a given element is not fixed during the fit. The additional “+” @orKy, Sr Kg and Mo Kq)
includes the escape peaks, the “*” includes not only the escaks fogaan entry, but also
experimentally determined “peak shape correction” (deviation ftioen usually assumed
Gaussian profile of the peak). The entry “SUM” includes any pa@ssiloh peaks (due to pile-



up of the X ray detector pulses). The order of the background polynsmiadreased to 20
using the COMMANDSs:

BACKGRND
PARAM= 20

Spectrum TARGET1.SPE Iteration 4: ChiSquare =
Targeti#l: U/Cu/Cu/SEﬁSr/ﬂu ucZ176.spe
) Axil

™
-]
-]
=
-]

LOAD
3TOP
DISPLAY
ROI
CALIB
X-LINES
KLM-MARK
FIT
REPORT
SAVE_RES
FLOT
eBATCH
BACKGRND
SCAT_ROI
1580 ET )

Channel Humbexr G0
CANCEL

[
-]
&
-]

C
o
u
n
t
=5
.
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n
e
1

Fig. 1.13. Spectrum Targetl.spe displayed after the optimized AXIL fit.

After the re-fit the Chi-square value is reduced to 1.5. Theafiveagnitude of the residuals
is also reduced. Before storing the results one should inspect theicaimalues of the

calculated peak areas by using COMMANB&EPORT (only available after fitting the
spectrum) an@O.

Show

<1

<>
<Pg Up>
R | <Pg InZ

Fitting Region: chammels 232 -1436: . {Hone >
S [ | | <End >

Ener. (Kel) Peak area . g T
4,950 195783.
6.925 44091 .
8.041 55094,
11.208 47715,
14.142 20134 .
17.443 52410,

GO
CANCEL

I [+ [+ |+ [+ [+

Fig. 1.14. AXIL report of the fit results of spectrum T1.spe.

The individual Chi square values should be less than 3.0. For very intekse(peak area
equal or larger than 1@ounts) the corresponding Chi square value can be larger than 3. All
the netPeak area should be positive and greater than 3 times the standard deviation,
otherwise remove the respective peak from the fitting model.



Conclusion:As a basic rule one initiates the first fit with coupleddimad no “*” entry. E.g.
start with V+ for vanadium, not with V-KA*/-KB*. The escape peaks should be added for
intense peaks already from the beginning. The starting valubdarder of the background
model for samples FARAM= the parameter for the linear, exponential, orthogonal
polynomial background) should be small, say between 0 (exponential 1) and 5.

1.1.2. Example: Input model Pb.inp and spectrum Pb-pure.spe, for a pure lead
calibration standard

As an example for a quantification calibration standard pure lesdselected. The input
model file Pb.inp does not only, among others, carry information aboah#rgy calibration
etc., but also the absorption correction is defined. Urigecify spectrum analysis
parametersthe Sample absorptionhad been defined.

Specify spectrum analysis parameters

#* Background parameters
#* Calibration parameters

#* Fitting control parameters
Sample absorption

Fig. 1.15. Access to more parameters of an input model file.

Set sample abhsorption
Sample thickness (g cm™2> 1 @A . HAH

Sample composition =
element amount element amount

Ph 1. 488048 A. 388048
A. 888848 A. 888848
A. 388048 A. 388048
A. 888848 A. 888848
A. 388048 A. 388048

Fig. 1.16. Definition of the sample/standard matrix in order to improve the pre-defined line
ratios.

The goal of the definition of the sample absorption is to correct the tabulatedibisdoathe
energy dependent self-absorption. Such correction improves fittinggajgeataining intense
L-series X ray peaks. To complete the correct definitidecsenderSpecify experimental
parameterswith the COMMAND:

Excitation conditions

and type in for thé&rimary excitation energy (keV): 20.6000 for the

Detector characteristics

Beryllium window (micron): enter 25.000000

and asPath length (cm): 0.500000

which are the parameter values specific for the used spectrometer.



Specify experimental parameters

#* Excitation mode

#* Detector characteristics
#* Filter ahzorption

#* Funny filter absorption
* Path length

Fig. 1.17. Definition of more parameters affecting the pre-defined line ratios.

After loading the input file, load the spectrum Pb-pure.spe. With Kh&-MARK
COMMAND all possible elements can be checked for their presentiee standard. It is
known that the sample consists of lead, but one will find peaks matti@dements Ga, As,
Kr, Zr, S.

None of these is present in the calibration standard: Th&&aeak is not accompanied by a
Kg peak in the spectrum, therefore it is rather one of the sy tead L-lines, namely Ph,.
The As K; peak also would miss itsgKit is the PbLy peak. Identifying the element Kr is a
common mistake for beginners, because it is only contained iim aery low quantities,
nowhere else and is usually not seen in spectra — it is thg; Pbak. The proposed Zr is one
of the Li-lines of Pb. Sulphur would not match well in terms of energy, foclibse-by peak
the Pb M-lines are responsible. Unfortunately M-lines are not ¢gesglawith the
COMMAND KLM-MARK .

Recommendation for unknown samples containing lead, identified by approximately equal
high Pb L, and PbLs peaks:Due to the problem of line interference one has to check
carefully for arsenic (overlap of Pb, andAs K,), and for sulphur in the presence of higher
quantities of lead (proximity of PM and S K peaks).

Add the element lead to the model with the COMMAND
X-LINES ADD: PB-LA PB-LB PB-LG or alternativelyPB-L3 PB-L2 PB-L1

The usual approach would be to add lead as one element entry with yYE&oonminor
amounts of this element in a sample). For this spectrum thé&rhatt been defined, which
already improves the fit results, still the three sub-shellthefL radiation are taken into
consideration separately.

1.2. Frequent questions raised when working with AXIL

Demonstration files (directory \QXASdemo\Getstart):

[l Spectra: E-calib.spe, Ti-Std.spe, Mo-Std.spe, Soil7-1.spe, Cr-Std.spepéBHE
LStd.spe, PbO2-2.spe, HWC.spe, Instr-bl.spe.

[0 Input files: E-calinp, Ti.inp, Mo.inp, S7-1.inp, Cr.inp, KBr.inp, Hf.inp, PbO2.inp,
Samp-bl.inp, Instr-bl.inp
1.2.1. For a new spectrometer - what settings of amplifier and ADC are appropriate?

To lead off with a completely new spectrometer both settings bma at preset values
(according to the needs of gamma spectrometry), far awa@y the needs of XRF,



consequently one can maybe observe nothing meaningful in measured, Spreatrthe level
of QXAS, problems can occur.

The ADC spectrum size should be adjusted to either 1024 or 2048 channelackor
spectrum, because AXIL cannot handle spectra with more channelswiSéheuring the
spectrum conversion process one either has to have cut parts wiotheng spectra or
compression must be selected. In many cases both options are undesirable.

With the coarse and fine gain of the amplifier one sets theifeapbn to 10-20eV/channel.
With such a selection the spectra will be displayed up to theespaiak region. For the sake
of fitting it will be advisable to truncate the sample spestiy after the I scatter peak (e.g.
at approximately 2%eV for Rh secondary target excitation). For practical purposes, iine w
do the adjustment acquiring a spectrum of a sample or a singlerdlstandard, like a pure
metal (Fe, Cu, etc.) in the sample position, while any timgalre settings are changed a new
spectrum acquisition is initiated.

1.2.2. What is an energy calibration? How to get an energy calibration for a spectrum
measured with my own spectrometer?

There exist spectra, converted from certain multichannel anayd€CA) spectrum formats
that contain already a correct energy calibration intrilgiddsually this will not be the case.
When an appropriate model (*.inp) file can be loaded, which is the oasalfexample

spectra, also no energy calibration step is necessary.

The energy calibration is defined as the correlation betwieenchannel numberr of a
spectrum obtained from the MCA (with the contents for each chanmeluimts per channel,
usually referred to as intensity) and the endtgy (eV) or (keV):

E, = ZERO+GAIN [ (1.1)

In praxis it means to know the energies corresponding to at 2easisitions (channel
numbers) in the spectrum and transfer this knowledge to AXIL. Eacmichleelement
(measurable by XRF) shows characteristic lines seen &s e ray spectrum. Using a
simple standard or sample at least two correlation paiEs)(must be available, where”*
denotes the channel number corresponding to the position of a recogmaggeak, E”
denotes the tabulated energy of that X ray peak. As a rutenoitt well defined K and/or Ly
peaks should be used to energy calibrate the spectrum. To helfetiiéidation of peaks
present in the example X ray spectra used through out this tpgidsgectra files carry self-
describing names related to the sample composition.

Note: The energy calibrationis needed for the proper identification of elementsalitative
analysig, whereas the termcalibration” (quantification calibration) relates intensities to
concentrationsquantitative analysis

For an appropriate energy calibration some conditions should be fulfilled:

[l At least two peaks have to be identified in the spectrum. A fsealentified if it is
recognized as corresponding to particular X ray line or a group of lines.

[l The peaks utilized should have good statistical significancedmuffinumber of counts
in the peak) so that the maxima (peak position) can be established with good accuracy.
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[l  The selected peaks should be more or less evenly ditributed through spechreim. If
only two peaks are used one should be located in the lower partsgfetieum and the
other in the upper spectrum region. Such selection of peaks ensuresetigy e
calibration accuracy. Consequently itriet recommended to use the, lind the Kg
peaks of one chemical element as the only two calibration points.

Note: It is possible, but in most of the cases hardly necessary, tmargethan two X ray
peaks for the energy calibration. The values of the energy aadibr parameters are
subsequently optimized during the fit

One has to note that after performing the energy calibratiorequoe the spectrum abscissa
is still displayed asChannel Number. The validation of the energy calibration can be
performed with th&LM-MARK COMMAND option as explained in sectidn2.6

Epectrun TI-3TD.ZPE
Axil

LOoAD
STOP
DISPLAY
ROI
CALIB
X-LINES
KLM—MARK
FIT

FLOT
EBATCH
BACKGRND
SCAT_ROI

L=
o
wu
(1]
t
=
=
c
h
a
(1]
(1]
-]
1

. . GO
1588 Za88 CANCEL

Channel Humber

Fig. 1.18. Spectrum of a pure Ti calibration standard, Ti-Std.spe.

1.2.2.1. Example: spectrum E-calib.spe

The spectrum E-calib.spe had been obtained by firstly measuringl'ptoe60 s live time
(similar to Ti-Std.spe). Then the Ti foil was replaced by puce(Mmilar to Mo-Std.spe), the
preset measuring time was extended tos6&8nd the spectrum acquisition continued for 3
more seconds. The resulting spectrum carries two well defined, pledks and Mo K, with
their respective maxima at channel number 414 (559 counts) and 1595 (438 counts).
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Epectrun E-CALIEB.SPE
hanwnel 18Z24:. energuy= 11.188 Hel, B. counts
|

: Td

Calib

*=—moue
£ =moue
T=_jump
1=_jumnp
F1=E_CAL
FZ=R_CAL
F3=1ID_Ka
F4=1ID_Kb
F5=1ID_La
ZERO=
num (el
GAIM=
num (el

— N NOISE=
oaa 1868 1568 2aga num Cel))
Channel HNHumber FaANO F=

1.9 eV/ch: Noise: 133. eV: Fano: 111 i

=R IIWTONIAIE AN

GO
CAMCEL

Fig. 1.19. Spectrum obtained by additive acquisition of a pure Ti standard and a pure Mo
standard,E-calib.spe .

The energy calibration is performed with the COMMANIBLIB . Underneath the spectrum
name the actual position of the cursor in terms of channel nuntercdrresponding
provisional energy (not necessarily correct for this spectrumb), the number of counts
accumulated in that channel are displayed. By default the stgind) is the centre of a
spectrum. The navigation with arrow up and down or mouse clicks ingpéotrum will lead
to the approximate maximum. The lines of interest have to beuttgrekamined for their
real peak maximum! Once at position 414 press the <F1> keylémt $ath the mouse the
option F1=E_CAL), which must be followed by the input “TI” (for the weighted mage
energy of TiK,) or the energy value “4.509". Very important: after this firgtrgy point the
correct key to be used is the <Space bar>nbukEnter>, in order to define also the second
point for the energy calibration, because <Enter> will be thectasimand to terminate the
energy calibration. The use of <Enter> during the calibration duveewill accomplish the
calibration, as a consequence the term ZERO will not be thentiereept as needed for a
correct energy calibration, but its value would be 0. The second pedknama position
should be found at channel number 1595, followed by <F1> again. The copettill be
“MQ”, or equivalently accepted the corresponding energy value “17.448't{e weighted
average energy of Md&,).

As alternative for the MKy peak either MoKg (maximum channel 1791) or the coherent
(also named: elastic or Rayleigh) scatter peak (eithemehd 844 or 1845), originating from

the Rh secondary target, could have been used. Not recommended areottexemic
(Compton) peak (around 19l&V), which for this spectrum is obscured by the stronger Mo
Kg peak, nor the TKg peak (channel 453). The Compton peak has neither a Gaussian peak
shape, nor has its maximum a tabulated energy value, becausetits pos function of the
geometry (scattering angle). In difficult cases, when only oemeit of a sample is clearly
identified, also the K peak can be used as second energy calibration point. The obtained
preliminary calibration can be used to identify other peaks in thetrape The newly gained
knowledge is then applied to establish a more precise energy calibration.
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1.2.3. In the spectrum E-calib.spe the maximum of K, is well-defined, in contrast to
the ill-defined Mo K,

A closer inspection of channels 1591-1600 of the above discussed spectrueveall the
fact that there is no pronounced maximum of the Kippeak (within this region all channels
have similarcounts > 400). The one (better) solution to this problem is to acquire Mo for
longer counting times. The more praxis-oriented solution is, not to daophannel with the
highestcountsvalue as peak maximum, but rather the mean channel number, whalrsé c
leaves some room for the experience of the user.

1.2.4. With arrow up and down | can jump from one peak to the next (COMMAND
CALIB) - is this position correctly used for the energy calibration?

In most cases the cursor will indicate the correct positiooyzked by AXIL as a centroid of
the peak), in some cases it will not find a peak at all, orillt dace the cursor in the
proximity of the maximum. In order to identify the last casés advisable to check several
channels left and right of a proposed peak maximum for a possibigr bsdlution.
Unfortunately experience is needed sometimes.

1.2.5. Isitimportant to find the exact energy calibration for each spectrum to itted?
The answer is mixed:

No - because AXIL does not treat the energy calibration ad tx@ughout the optimization
process (iterations), but varies the valueZBRO andGAIN. So, to some extend, natural
fluctuations (caused by the statistical nature of the number ofs;amall amplifier drifts,
etc.) are corrected during the fit.

Yes - because the better the energy calibration is dest¢hbesnaller usually will be the Chi
square values (total and individual) and the residual deviations eriario judge the
goodness of a fit. Sometimes an energy re-calibration will leelpvércome serious fitting
problems.

1.2.6. How can I check the quality of the energy calibration?

The usual way is to select the COMMANQLM_MARK , which displays in the comment
line directly under the AXIL blue spectrum frame the atomic nundvet the element’s
chemical symbol. Simultaneously a set of markers correspomalittie X ray lines of that
element is shown in spectrum display. If the calibration wablestad correctly the markers
should match the X ray peak positions. One can first check the mafohitige peaks used

for calibrating the spectrum. In the example spectrum, E-caliblTspe-peaks, Mo K-peaks

and RhK, as well as RhL-peaks should match with the corresponding set of markers. The
Rh Kg peaks are out of the range for E-cal.spe. All Rh-lines originate the Rh secondary
target. They are detected after being scattered by thplesairhe ill-defined hump around
channel 1790 is the RK, Compton peak (incoherently or inelastically scattered radiation).

1.2.7. How to “fill” the spectrum with characteristic lines correctly?

The usual procedure, after establishing a correct energy dalyratll be a careful check
with KLM -MARK . The default markers will start to propose Fe. The firsbaatill be to
“jJump” with arrow down to the lowest line in terms of energy. The first elen(as inherently
defined) that could be identified is sodium (Na).
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1.2.7.1. Example: IAEA reference standard spectrum Soil7-1.spe

Before loading the spectrum, Soil7-1.spe, load the input file S7-1.inp.fildheelement
present in the sample is silicon. Then from left to right thenetds will be identified. The
elements with low atomic number (Na - Cl) will have unresolfed and K peaks,
consequently they have only one peak per element. From Ar on upwsods # peak
accompanies theKfor any proposed element (intensity ratigig is roughly 100:15). From
the element Fe upwards (Z >= 26) the L-line markers are dexhlahifted towards lower
energies as compared to K-lines markers of the sameseleim case of samples highly
abundant in e.g. Rb and Sr the L-series peaks of theses elements can be seew entrgy
region. With increasing atomic number the markers pass thenrefispectrum containing
the scatter peaks, then the K-lines markers move out of the spectcuonly L-lines markers
remain. Note the differences in their overall number and proportionsnagared to the K-
lines. The ly:Lg peak ratio is roughly 1:1. M-lines and other structures that raabberved
in X ray spectra (e.g. satellite lines, diffraction peak® keft to the interpretation of
experienced user. Write down the identified elements/peaks and then feed thatiofomto
the fit model with the COMMANDX-LINES optionADD.

1.2.8. What background model should be used?

The background should be described by a smoothly changing function felimhs the
fluctuations in background-only regions. Particularly the edges ofithRCil should not
deviate from the trend of background. Under the peaks, especiallyntdrese ones, the
background usually will rise due to the imperfect description of the peakaibgsian profile.
Recommended are either linear or exponential background models. The rdgigdone
background is preferably used if a strong curvature of background evebsor the
background level varies significantly in the ROI. LinearKgmound model will usually do
better for slowly varying background the magnitude of which isenarless of the same
order in the fitted ROI. The orthogonal polynomials overestimatdéalokground and small
peaks might be “lost” (their peak area is either underestimate compared to the
recommended models or even negative). The Bremsstrahlung backgrountl wiasde
originally meant for charged particle excitation. It makes use of gameaneters as defined in
the input model. At the time of writing this text, for the catreersion of QXAS the smooth
filter background model did not provide meaningful results.

1.2.9. How to select the ROI (region of interest) properly?

The region of interest (ROI) should be selected such thpeakKs of interest are included. Its
definition comesafter the definition of the peaks. Many times the automatic regiontefast

is appropriate (COMMANIROI AUTOMATIC ) — it is already the default. It will start with
sufficient room left from the lowest energy peak present ifithreodel (previously defined
with the COMMAND X-LINES) and will stop with sufficient room right of the highest
energy peak. There are good reasons to select the ROl magatigtimes the low energy
part of the spectrum is difficult to describe, so either an extlusf unneeded lines (e.g.
escape peaks), or an extension of the background region to fatiilgefie may improve the
results. In the high-energy part of a spectrum the scattdispeay sometimes cause a drastic
increase in the background counts. An exclusion of th@d&ak of the last (and sometimes
pre-last) element, or the exclusion of thednd L-lines of elements represented by L-lines
can facilitate the fit for the essential peaks. Definitelg shoulchot start the ROI at channel
zero (the first few channels of a spectrum are usually emptpntain “trash”), nor should
one mark the entire spectrum.
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1.2.10. What are the minimum requirements in order to initiate a fit of a spectrai

Under X-LINES at least one line has to be defined. Change to another background mode
than the default smooth filter for the last version of QXAS. WherR@d was selected
manually, the automatic ROl will be the default. Select the ®MAMD FIT then set the
number of iterations, e.gN_ITER=20 and press <enter>. The fitting should be completed
after a few iterations.

1.2.11. What are the criteria to be satisfied with a fit result?

The following criteria are to be checked, in descending order, as listed below.

[] Visual inspection by the experienced user.
[l  Total Chi squareGhiSquare=) less than 3.0.
U
U

Residual (COMMANDSsDISPLAY RESIDUAL ) between +/-3. When there is no
“trend”, it is tolerable that a few points can be ouside of the indicated range.

Results (COMMANDSREPORT GO):

 Individual Chi square values less than 3.0.

» For standards: The standard deviation must be greater than tre sqat of the
peak area.

e For samples: The peak area must be positive and greater thaas3thienstandard
deviation.

[0  Full report (COMMANDSREPORT FULL GO):
« For samples: The peak area must be greater than 3 timesckggduend under the
peak.

1.2.12. What is the difference between X-LINES ADD: e.g., FE and FE-KA FE-KB?
What are the secrets behind “+”, “*” and “&"?

The command to include e.g. iron K-series peaks into a fitting me2eLINES ADD: FE .
The K-series peaks entered this way have fixed tabulated obhtiG:Kg. If, due to the
absorption effects, the observed line ratios do not agree withithiatied ones a better fit is
obtained if the ratio is not fixed during the fit. This can be aclidyeentering the iron peaks
with the COMMANDsX-LINES ADD: FE-KA FE-KB (before issuing this new command
please eventually remove the iron peaks already entered in thd: r@Q@QMMANDs X-
LINES REMOVE FE). If the sample composition is know, as for the standard san#les,
good fit can also be obtained using fixed line ratios providing thagtatmple composition has
been defined at earlier stage. For intense peaks the appearaheeestape peaks can be
treated with the inclusion of “+” suffix. For Si(Li) detecothe escape peak energy is the
parent peak’s energy minus 1.k&V. E.g. an intense iron signal should be defined either by
X-LINES ADD FE+ or FE-KA+ FE-KB+. The asterisk “*” suffix added to X ray line entry
(e.g. FE-KA* FE-KB*) corrects for the deviation of the peak shape from an ideak&an
profile. This peak shape correction is counted as background underaltes pet as part of
the parent peak. As a consequence applying this peak shapei@omnelttslightly diminish
the net peak area as compared to a fit without this correctiord.addie peak shape
correction includes also correction for the presence of the epeags. When the “&” suffix

is appended to K-series or L-series peaks they will be fittithal tive Voigt peak profile
instead of the Gaussian one. It may be of use in the case ofrt@giye<-series peaks, such
as PbKg, g. It also improves fitting of high-intensity L-series lines ofie elements. The
suffix “&” can be mixed with the other two.
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The three symbols: “+”, “*”, “&” can not stand alone but have to bactd to an element
name (e.g. FE+) or a peak (FE-KA+) in the COMMANB4LINES ADD. Verification with

the COMMANDSsX-LINES SHOW. The lines, included together with any of these symbols,
will be accompanied by the respective rem&scape peakPeak shape corr, Voigt peak.

1.2.13. What are the peaks in a spectrum that cannot be matched with any KLM-MARK
markers?

There is a list of peaks that can sometimes be found in spebich are only indirectly or
not at all caused by a fluorescing atom of a sample (seap& data Figure 1.20: Cr-Std.spe
with Cr.inp):

a) Escape peaks: for Si(Li) detector, a parent peak (e.g{«F&ith energy of 6.4keV)

will be accompanied by a small escape peak with an enerthegfarent peak minus 1.74
keV (escape peak energy for Rg at: 4.66 keV). The amplitude of an escape peak is usually
much less than 1% of the parent. For small parent peaks the psekgeare “swallowed” by
the background. Escape peaks are included in the fit model with “+” or “*”,

b) Sum peaks: the sum peaks are observed at the double energy of the parent peaks€&or int
lines there is a significant probability that two photons ofsdr@e energy are absorbed in the
detector crystal within short time interval. They are not ctdl@s two individual signals,
but rather as a singlaulse with double energamplitude of sum peak is a small fraction of
the parent peak. All possible sum peaks can be included in the fit (@OMMANDSs X-
LINES ADD) with SUM keyword. Their intensity can be influenced, to some extent, with a
change of thePile-up resolution time (default value: 2 microseconds) in the FOFRSdt
detector characteristics

c) Scatter peaks: the inclusion of the K-line scatter regidhdrfit model is discussed in the
next paragraph; the utilization of this so gained extra informatimut samples is given in
CHAPTER 7: Utilization of the scatter peaks. For the Rh secgrideget excitation also the
Rh L-lines are scattered. They easily can be confused witk-{ites. In this particular case
it is recommended that energy values are added to the fit model with:

X-LINES ADD: 2.7 2.8 2.9

This unusual way to add peaks will suppresslRiesults in *.asr files and therefore also
suppress unwanted concentration values in output reports for the elemeunsuRlly not
present in a sample.
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Cr-Std.spe

10000 1
E Cr-Ka
5.41keV (ch# 506) Pure Cr metal
Ag-X-ray tube, Rh-sec.target
1 50kV/40mA/16s
1000 A Cr-Kp

5.95keV (ch# 556) Elastic scattering Rh-Ka

20.17keV (ch# 1886)
100 A Sum (Cr-Ka+Cr-Ka) Compton scatter Rh-Ka

Escape Cr-Ka 10.82keV (ch# 1010) 19.40keV (ch# 1815)

1 3.67keV (ch# 340)
Sum (Cr-Ka+Cr-Kp)

104 11.36keV (ch# 1063)

oo MM

0,0 5,0 10,0 15,0 20,0
energy (keV)

Fig. 1.20. Spectrum plot as obtained by use of the DMP file and further processing with
EXCEL (Cr-Std.spe).

d) Diffraction peaks are observed for crystalline samples. Irexlaenple shown in Figure
1.21 in the calibration standard spectrum KBr.spe a peak atke@V5vas found (input model
to be loaded KBr.inp).

Iteration 11: ChiSquare =
Display

BEG=

beg chan
END=

end chan
MIN=

min cnts
MAX=

max cnts
ROI
SPECTR
RES IDUAL
LIN

LOG

R
e
=
i
d
w
a
1

1580 2888 GO
Channel Humbexr CAMCEL

>>DISPLAY RESIDUAL _

Fig. 1.21. AXIL fit results for the spectrum KBr.spe, which shows a diffraction peak at 9.75
keV.

Other artefacts:

e) Fluorescence lines of other origin than the sample itsefypisal example are the ZK
peaks identified in the hafnium standard (Hf-LStd.spe with Hf.inp)codium is a
contamination of the Hf standard (in a strict sense they origiratethe sample). Tungsten
L-lines can originate from the mill or dye used for the gl@enpreparation of pressed pellets.
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Au L lines can originate from the gold contact of a Si(Li) dtecOf importance are
elements found in the sample blank and the instrument blank (e.g. Fe, Cu, Zn, Pb...).

Epectrum HF-L3TD.SPE
188:: ZBmA vcZA9Z | spe

-

contamination: KLM-mark
S »=atn+l
2 ) «=atn-1
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Fig. 1.22. Spectrum of a hafnium standard (Hf-LStd.spe) showing zirconium as
contamination.

f) Sometimes M-lines can be identified while L-lines of anm&et of interest are used for
quantification. Typically PbL is accompanied by M-lines, which have energies in range of
2.3-2.4 keV. This can lead to misinterpretations, because of the proxiongylphurK. For

the example Hf-LStd.spe the H{fl-lines are found around channels 150-160 (1.6KeY).
Unfortunately M-lines will not be displayed as markers wh&M-MARK is used for
identification.

1.2.14. Ar and/or Kr are identified in a spectrum.

Argon (Ar) is usually identified in spectra collected with gpmoeters having no vacuum
chamber. This chemical element is present in the ambient dine Iimneasurements were
performed in vacuum an argon signal either points to a misinteipretat the vacuum
chamber is not tight. Krypton (Kr) is present in air at too lawoentration to be observed in
spectra. It is usually the Ply peak which may be mistakenly identified as krlé§ a novice
spectrometer operator.

1.2.15. How to define scatter peaks for the fit model?

Scatter peaks can be included in a fit model (e.g..KRhincoherent and coherent scatter
peaks) with the COMMANDS(-LINES ADD: RH,INC RH-KA,COH . In order to find a
correct position for the relevant marker at the incoherent sgadigk maximumbefore
adding RH,INC, theAngle of incidence (degreesand Detector take-off angle (degrees)
have to be defined according to the spectrometer sample incidedcéake-off angle,
respectively. The sum of incident and take-off angle is théestag angle. For the secondary
target measurements the default values &f 85 both angles will result in the correct
scattering angle of 80For source excitation, or other geometry, the defaults must peedda
For setting the coherent scatter peak also the line musfisgeotherwise both Kand Kg
would be included - with fixed line ratios - which for the scafieak region fit is not
recommended. Setting the incoherent peak as described above, puts eotityeomarker
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corresponding to the calculated position of the Comptgrp€ak. Another significant feature
of the incoherent peak is that it is included with a resolution shditee”, i.e. independent of
the resolution optimization gained from the other peaks. Usuallylibeviadvisable to fit the
fluorescence peaks of interest in a first run (with a diffebackground model and within the
relevant ROI) then the scatter peaks. As alternative to tiegfibf the scatter peaks: the
COMMAND SCAT_ROI will sum all channel contents within a region of interest {far
experienced user).

Hint: The format of the scatter peak information obtained through theafgsbach is
different, when saved to the *.asr file, than expected by some quiaatitdETHODS.
Editing of the *.asr file might be necessary when unexpected program s,

1.2.16. What are the criteria for including or excluding a weak peak?

After setting up clearly identifiable peaks one can add to the nutldet peaks the origin of
which is not yet fully confirmed. The relevance and the need of ghegence in the final
fitting model need further checks. Two criteria are helpfutiécide whenever to remove a
given peak from the fitting model:

[J in the report available after the fit (COMMANDREPORT GO) the respective peak
area is followed by the information about its standard deviatibdel). For the sake
of statistical significance an element with a peak ar&atknes the standard deviation,
or a negative area value, should be excluded.

[0 in the full report (COMMANDSREPORT FULL GO) underneath each individual
peak areathe under laying backgrountigckgr) for this peak is displayed. When the
area of a relevant element peak is < 3 times the square rdlos dfackground the
element should be excluded.

These criteria are related to the definition of the detedimit and the fact that the peak area
must be a positive number. The definition assumes the presenceak #& {he peak ared
is greater than three standard deviations of the background underlaying theGeak,

N >33E/BG (1.2)
From AXIL full report the background counts can be read for Co and Ni:
PEAK DATA
# Line E(KeV) rel. int. peak area st. dev chi-sq
chan# fwhm (eV)  backgr tot. abs
11 Co-K 1046. 0.
KA1 6.925 .87927 920.+ 0. 45
551.543 176.79 510. 9.34E-01
KB1 7.649 .12073 126. + 0. 6.8
608.976 181.70 516. 9.50E-01
12 Ni-K 8l. + 0.
KA1 7.478 .58129 43.+ 0. 34
595.411 180.55 525, 9.47E-01
KA2 7.461 .29783 22.+ 0. 34
594.062 180.44 525. 9.47E-01
KB1 8.265 .12088 10. £ 0. .8
657.841 185.78 478. 9.60E-01




For the element cobalt the criterion is fulfilled: 9203*(510)"2 for nickel (43+ 22) <
3*(525)"2, therefore Ni peaks should be removed from the fitting model. &feemodel is
modified the fitting should be repeated and the results examinad agél no other
insignificant peaks are present.

1.2.17. How to remove elements or lines from the list?

To remove all Xray peaks apply COMMANDS-LINES REMOVE ALL. To remove
individual peaks or group of peaks replace the keywdrdd with the symbol of the peak or a
group of peaks, e.¢rE-KA or FE. Exceptions are the peaks specified directly by using peak
energy. They become GRO1, GR02, etc. {¢dNES SHOW). To remove particular peak,
e.g. GRO1 from the list uyse COMMANREMOVE GROL1.

1.2.18. Why will one need an input model file (*.inp) for treating a spectrum with AXI

There are good reasons to create such files, however the Atdtkelf can be performed
without going through an intermediate step of creating an input mibeleDine motivation
for its creation is for repeated fits of similar spectra. Such modehbidified as required, can
be also used as a base for fitting different types of spedteaallernations being made can be
saved under a different name for further use. Another motivation ateca@d store input
model file for every sample or group of samples comes from quedgyrance. In a properly
defined and implemented quality assurance system all analgmedations should be
documented. It helps tracking back mistakes and formulating appropoiatetive actions.
To store a newly created or modified input model file one have tahexAXIL fitting screen
with the COMMAND STOP and selec6ave model then select appropriate action from the
list. An input model file will be created. If necessary, otharameters, which can not be
changed inside the AXIL window, can be altered by selecting thendppecify parameters
for spectrum analysis followed by Specify spectrum analysis parametersor Specify
experimental parameters,which make such parameters accessible for editing.

1.2.19. What are the essentials of a model (input, *.inp) file? How is it created?

The model input file contains parameters for the energy catibratefinition of the region of
the fit, the X ray lines defined with the COMMANRER-LINES, the background model, the
sample/standard composition, the detector resolution calibration, thwedllvariability
ranges for the energy and peak resolution calibrations, and setleatata. The file should
be created / saved immediately after a successful fitcisnaplished. For this purpose use the
COMMAND STOP and selectSave modelaction. For creation of a new file use the
COMMAND line In new file. By selecting the optiom current file one will update the file
associated with the current model. If this step is not perfornietthealalternations to the
current model done in the AXIL session will be lost. Choosing thewopti existing file
allows the operator to select other existing input model filecaedwrite it content with the
current model settings.

1.2.20. Will the parameters stored in an *.inp file, influence any of the quantitativ
METHODs?

No, the parameters, e.g., the detector specification, the aitpawveen the sample and the

detector, the average excitation energy, etc. are only used fér rpéia correction
calculations. They are not used by any of the quantitative METHOD routines.
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1.2.21. What is the FANO factor?

The response function of a Si(Li) detector is nearly Gaussiartadtlee fact that Poisson
statistics applies (the natural line width is usually negieat®cept for the Voigt peak shape
model). The FWHM Full Width atHalf Maximum) of a Gaussian peak is a function of the
characteristic line enerdyin (eV) and is described by

FWHM =/AEZ, +8In2 (£ [F [E (1.3)

elec

whereAE e is the electronic noise contribution (namd@ISE in AXIL, with a default value

of 120 eV). F stands for the Fano factor (nanfedNO-factor in AXIL, with a default value

of 0.114). The average energy required to produteelactron-hole pair in the detector
volume is¢, with a value of 3.76V. The usual assumption is that fluorescence lares
governed by Poisson statistics, which describespaddent events. An example of Poisson
statistics is the decay of a radioactive isotopehedecay is completely independent from all
past and future decays. In semiconductor devitesdetails of the energy-loss process are
such that the individual events of the electrorelmir production are not strictly independent
from each other, therefore a deviation from Poidseimaviour is observed. This deviation is
taken into account by the inclusion of the Fanddiad-or true Poisson statistics the Fano
factor were 1.

1.2.22. Why does the ASR file information get into the respective SPE file?

Due to motivation driven by quality assurance euene an *.asr file is created or altered by
saving the AXIL fit resultsRAVE_REYS), the results are also appended to the spectiem fi
This is sometimes problematic, because, even aftérasr file is erased and created newly, it
can happen that the old fit result information #@stly transferred to the newly created *.asr
file. Otherwise, this feature is harmless but aisb helpful. In the worst case one will erase
the block, that represents the fit result, from*tispe file:

$SPEC_ID:
Soil7 2g 40mA vc2139.spe
$DATE_MEA:
00-00-2000 00:00:00
SMEAS_TIM:
1000 1000
$COH_SCAT:
1
45 1 20.167 471788. 774. 117.8 1
$INC_SCAT:
1
45 1 19.401 811436. 997. 17.6 7
$COH_SCAT:
1
45 1 20.167 492611. 819. 1.1 3
$INC_SCAT:
1
45 1 19.401 787234. 1013. 8.2 4

21



1.2.23. Although a spectrum or file is definitely stored in a directory, its filame will not
be displayed in a SCROLL BOX.

SCROLL BOXes within QXAS can handle only 100 file names of a kind. Althoughmnirese
a directory, any files exceeding this limit will not beesable. This is a reason to move files
into sub-directories.

1.2.24. How can | get spectra into a format that can be used for decent looking printouts?

It often happens that theLOT and PRINT COMMANDS of AXIL do not function as
expected. One way to overcome this problem is to use the WINDRWUEIn <Prt Scr> key
(often in combination with <Alt> or <Shift>), which will copy theX®S window to the
clipboard memory. When this is not sufficient, screen shots (pri@esgwill be forced with
a combination of commands: First use <Alt> and <Enter>, which hm®POS screen as
reduced size foreground window, then use <Alt> (or <Shift>) amtl S&>, which brings
this window contents to the clipboard memory. Finally paste witrusual <Control> “V”
into any desktop publishing document, from there print as for any other dotudn some
combination of PC hardware this method may not work while the AgtHphical mode is
active.

A copy of the AXIL screen may be sufficient in many caseddouteports and publications a
higher resolution graphics is usually required. The spectral dathe exported to an ASCII
file. Such file can be read in by many data visualization programmes, e.g. EXWUISL.

There are two ways to export the spectral data. It is pogsildenvert the original MCA
spectrum file to ASCII formadlirectly. In the MENU Spectrum format conversionchoose
the sub-MENUSelect format of source datand select the MCA format appropriate for your
spectrum. In the sub-MENSelect format of target datachoose ASCII. The resulting file,
*.asc, has as many lines as the spectrum has channels, listesinigie column. The major
disadvantage of this way of conversion is lack of energy calibration data irsttignggfile.

The second method of exporting spectral data becomes availadidfittittg the spectra.
After the fit select COMMANDREPORT thenDUMP and GO. An ASCII file *.dmp is
created:

channel  energy measured fitted fitted
number spectrum spectrum backgroynd
1 -.011 1 1 . 1
545 5.823 121.0 119.4 9.8

546 5.834 153.0 146.5 9.8

547 5.844 181.0 176.9 9.9

548 5.855 201.0 210.0 9.9

549 5.866 243.0 245.0 9.9

550 5.877 297.0 280.6 9.9

551 5.887 292.0 315.4 9.9

552 5.898 375.0 348.0 9.9

553 5.909 425.0 376.6 9.9

554 5.919 397.0 399.8 9.9

555 5.930 388.0 416.2 1 0.0
556 5.941 428.0 425.0 1 0.0
557 5.952 414.0 425.7 1 0.0
558 5.962 423.0 418.1 1 0.0
559 5.973 391.0 402.7 1 0.0
560 5.984 404.0 380.4 1 0.0
561 5.994 354.0 352.6 1 0.0
562 6.005 332.0 320.5 1 0.0
563 6.016 264.0 285.9 1 0.0
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The data in the file are arranged in columns. There are fiuencs and as many lines as the
spectrum has channels. The first column contains the channel numbeecdhd column the
energy corresponding to that channel, columns 3, 4 and 5 contain the msasatedn, the
fitted spectrum, and the fitted background, respectively. EXCEL ead this file type and
one can prepare detailed graph of the spectrum selecting thizcshatdne second and/or the
third column. A spectrum graph prepared in EXCEL is shown in Figure 1.20.

As mentioned, direct printing by using the COMMANDSs [IRRINT or PLOT may fail.
However in many QXAS routines there is also an option availatdae the results to a file
(depending on the METHOD, as *.ARP, *.PRN, *.RPT file). Such file loarthen retrieved
by a word processor program for eventual editing and printing.

1.2.25. What is the setup.ax file? What can be done when it gets corrupted and how to
recognize it?

The “setup.ax” file is a dynamic file (in editable ASCibrinat) that accepts certain
information from QXAS programs. The current information relevant he individual
programs can be read by the programs and, if necessary, updatedhaitisctive “menu tree”
of some of the installed programs in the package, names of thataleta files, information
about libraries to be used, etc. The setup file is a block stedcfile, i.e. it is divided into
blocks that are identified by a header name, with “$” adisgacharacter and “.” as last
character. The actual position of a block of information within the file is of no impettanc

When the “setup.ax” file gets corrupted, which can happen particaifielyprogram crashes,
typically the SELECTOR BOXAxil X-ray Analysis Packagewill display one line less than
the usual four.

Axil H—rayv Analysis Package

* EEectrum format conversion
1 (]

S
#* Utilities

Fig. 1.23. Possible consequences from a corrupted setup.ax file.

In such a case delete the faulty “setup.ax”, copy the spatep'sx” file, which is found in
the directory “\axil\backup”, and paste it into “\axil” fold&o not movehe original backup
file with drag and drop, it shoul be stored in the “axil\backup” folder for future use.

1.2.26. Under what measuring conditions the example standards and samples had been
collected?

Tube excitationAg-anode X ray tube in combination with Rh secondary target was oised t
excite X ray fluorescence spectra. The tube was operated kv constant potential. The
tube operating potential was kept constant for all the measurerodmswise the sensitivity
calibration would be affected in a non-linear manner. All measemnés were under vacuum
conditions (pressure in the sample chamber less than™*5Sxit@r). For the calibration
standards: in order to minimize pile-up effects (sum peaks) andejp tke peak shape
distortions low, the standards’ spectra were collected atHaas?20 % dead time. To achieve
that the tube current was varied betweemA and 40mA. The counting time (live time)
varied strongly among the collected spectra. For standardssis&lacted in such a way to
collect around 50000 counts in the peak of interest. With ®00 counts a relative standard

23



deviation due to counting statistics of less than %.tan be expected. The other samples
were acquired for 1008 live time and 40mA tube current, with a few exceptions (when the
dead time would have exceeded %) e.g. for alloys). For organic and geological samples
the most intense were the scatter peaks. By the accepfamgher dead times, as compared
to the standards, the low intensity fluorescence peaks wersuradawith relatively good
counting statistics.

The Cd-109 annular radioisotope source excitatidor. standards the counting time was
preset to a value that enabled collecting approximatel@Q@® counts in the peak of interest.

The concept to have equal counts for each peak used in method calibnatioesethat the
same statistical weight is given to each calibration point.

1.2.27. A spectrum can not be fitted properly — what to do?

X ray spectra should be fitted according to the criteria Spdaif paragraph 1.2.11. When a
spectrum like PbO2-2.spe (input file PbO2.inp) can not fulfil a goodcriteria, an
explanation for the “failure” should be found.

Gpectrum PBOZ-Z.5PE Iteration 5: Chi3quare =
ucZ230.spe PhOZ #3137 10mA reverse side 21/-7-2006 Run-1
Display
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Fig. 1.24. A spectrum of a Pb®ample that cannot not be fitted by AXIL according to certain
quality criteria.

In the example shown in Fig. 1.24 the lead X ray lines were inpusimg WPB-LA PB-LB
PB-LG, the matrix of the standard was defined (Piplis binder), the background was
defined as linear polynomial of order 30. Still the fit resultsemaot satisfactory despite
acceptable value of the overall Chi square. The residuals shovedidl anound the most
intense peaks and the individual Chi square value of the,Ri2ak unacceptably huge. When
spectra like this are identified, it usually indicates problentd Vinearity of the energy
calibration or not properly coded fitting procedure.
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Fig. 1.25. Fit results that do not fulfil certain quality criteria for a PAample.

The above spectrum should not be incorporated into any “method calibratiotd doether
reason: it was acquired with the specimen in a wrong position.

1.2.28. How to handle blank problems?

Two kinds of blank spectra can be measured: the sample blank andrinaéms blank, both
must be taken with the same acquisition time as for the samples and the higkesisetting
(for tube excitation). The sample blank measurement provide infornadimut the impurities
introduced during the sample preparation procedure as well as thibuwoo coming from
the instrument itself modified by the presence of the sandfle sample for the “sample
blank” measurement should be of similar shape and kind as the samje analyzed, e.g.
for “thick” and “intermediate” thickness samples prepared in the fof pellets a blank
sample should be also a pellet. It should simulate the sample mvdtrout presence of any
elements exhibiting fluorescence lines, besides the ones omgjrfedim impurities. Usually
such blank sample is made of pure binder, e.g. cellulose, boric acid, wax or fluxaifriples
are prepared as fused beads. The impurities (e.g. Fe, Cu, Zn, Pb, Mind jrf blank spectra
may originate from different sources. E.g. tungsten may cowm fhe dyes used for
pressing. It may also come from grinding in tungsten carbide Bvéntually, its presence
may be due to spattering of X ray tube cathode resulting in cor@aom with tungsten L-
series lines of the excitation spectrum. The peaks of olbereats may originate from the
instrument chamber itself. Sometimes it is possible to rececenagnitude of the peaks by
coating part of the chamber with pure aluminium or indium foil anyoadaptation of the
sample chamber internal collimators. The so-called “blank sulmréctie. the subtraction of
“disturbing” peaks either at the level of the MCA or by editsectra or *.asr files is
generally not recommended. If performed, the blank subtraction shewddre carefully as
the magnitudes of “blank” peaks may be not constant, e.g. it may vary with the saate
In general the impurity peaks should be eliminated or they magmniadieed to a degree
where it is not significant.

An example blank spectrum (HWC.spe, model file Samp-Bl.inp) is showgime 1.26. The
blank sample was a pellet made of pure binder (HWC wax, chenfarabula
CsgH76N20,). The element copper was identified, net count rate ofchits/second, iron
(1.3 counts/second) and tungsténseries lines.
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Spectrum HWC.SPE Iteration 3: ChiSquare
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Fig. 1.26. Sample blank spectrum obtained with a sample pressed from pure binder HWC.

The instrument blank (Instr-Bl.spe, Instr-Bl.inp) is obtained by lepte sample position

empty. Scattering, when a sample is in the measuring position, is mainkgddauthe sample

itself. When no sample is present, the scattering intendayisind the exciting radiation can
hit parts of the sample chamber otherwise shielded by the sa@wmisequently other peaks
can be seen above the spectral background. This blank measurenepnésentative for thin

layer samples like air filters. For instrument blank problentsckground subtraction might
be the only solution in order to get any results - although thisdnaltically increase the

uncertainty in reported concentration values for affected elenfemtshe used spectrometer
Fe with a count rate of 0.tounts/second, Cu (0.@ounts/second), Sr (0.€@ounts/second)

and Mo (0.4counts/second) were identified in the instrument blank.
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Spectrum INSTR-BL.SPE
Tray removed= instrument bhlank 3 wcZ2403.spe
KLM—nark
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Fig. 1.27. Instrument blank obtained from a measurement without any sample in the usual
measuring position.

Intermediate thick samples will exhibit an intermediate behaylmath instrument blank and
sample blank must be considered for each element affected.

Conclusion: when blank peaks cannot be eliminated and a precise estimate w@sthie

uncertainty is required, the intensity of a peak in the analyzegdlsahould exceed tenfold
the intensity of that peak observed in the blank. Otherwise the uncertaihgyresult for that

element should be carefully estimated taking into account the contribution ofike bla

1.3. Batch mode

Demonstration files (files in the sub-directories \OrigindloYePeak and \ZeroCont of
directory \QXASdemo\Batch):

[l Spectra: Sum-Spec.spe, 01.spe, ..., 41.spe
[0 Input files: SumSpec.inp, CaZnSrPb.inp, MovePeak.inp
[1  Batch file: FitAll.bat

The @BATCH COMMAND is very useful for processing a number of simdpectra (to be
treated with the same input model), in an unattended manner. Langesgof spectra are
obtained during e.g. scanning measurements (analysis with thef 06eay micro-beam,
XANES, etc.) or during bulk analysis of large batches of samplesniimber of generated
spectra may reach several thousands for a run or batch. It wouldybenypeactical, if not
impossible, to process such large number of spectra in the intenaide. When processing
the spectra in batch mode several requirements must be fulfilled:

[0 All spectra to be processed (already converted to QXAS fpmmast be located in a
single folder.

[0 It is advisable to generate a single sum spectrum by addirspedtra, channel by
channel, in order to identify all possible peaks of chemical elements.
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[0 A suited fit model has to be defined before (with the help of thespawtrum), in order
to finally evaluate all spectra in batch mode.

[l An ASCIl file must be created (outside QXAS) that carties minimum information
needed for each spectrum to be fitted by AXIL.

After having fulfilled all the previous, the batch fitting routing initiated with the
COMMAND @BATCH followed by keying in the file name containing the instructions.
Please examine the example batch file FitAll.bat. In contoaatl other kinds of files to be
loaded when working with QXAS, when entering the batch command thenfiieratension
(for our batch file, “.bat”) must not be omitted.

1.3.1. Example: Forty-one spectra of a u-XRF scan

All files necessary to carry out batch processing of spec&rac@ntained in the directory
\QXASdemo\Batch\Original. This directory must be set asulethrectory for QXAS data
processing. It is done in the QXAS start screen withet directory:
\QXASdemo\batch\Original. For this demonstration forty-one spdobm an area scan over

a sample (bone cross-section) containing Ca, Zn, Sr and Pb Were #he sample was
excited by monochromatic synchrotron radiation beam, energy ofkex/1 Counting time

for each spectrum was 4. The 41 spectra, sufficient for our demonstration, are only a small
subset of all spectra collected during the scan.

In order to establish an input model, describing not only a singldrgspeor a limited
number of spectra, a sum spectrum (Sum-Spec.spe) was generaedity channel by
channel all the 41 individual spectra. The fit of the sum spectruti @we model from
SumSpec.inp) is shown in Figure 1.28. The elements Ca, Fe, Zn, Sr averdlaentified.
The adequate fitting of this spectrum is only possible with ailib@ckground and highest
order of the polynomialRARAM=30) and inclusion of sum peaks - but this is not really the
task of this demonstration.
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ipectrum SUN-5PEC.SPE Iteration 3: ChiSquare = 2.9: Dif = B0
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Fig. 1.28. An artificial spectrum (Sum-Spec.spe) obtained by channel-wise summation of
forty-one individual spectra.

For the evaluation of the individual spectra also a linear background wasdehedtof order

0, to prevent unnecessary background overestimation. The region of imtefades the
escape peaks of Ca and stops after th& Speak. The following peaks were included peaks
in the model:

X-LINES ADD: CA-KA* CA-KB* FE ZN-KA* ZN-KB* PB-LA PB-LB PB-LG
SR-KA

All the fitting settings were stored in the input model CaZnSnpb.This model should be
used for batch fitting the 41 spectra.

The sequence of commands to perform the batch fitting has beenistthedile FitAll.bat.
Its structure is shown below:.

load spec=01.spe
fit n=10
save

load spec=02.spe
fit n=10
save

etc.

load spec=40.spe
fit n=10
save

load spec=41.spe
fit n=10
save

For each file there are 3 commands executed: (1) to load theuspe¢2) to perform the
fitting, and (3) to store the results of the fit. Before starthmg batch fitting a proper input
model file should be loaded, in this case CazZnSrPb.inp. Next, with @EIMAND
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@BATCH, one enters the full name of the file containing the batchmdittommands,
“fitall.bat” (without the apostrophes). The batch mode is invoked, spectfiemspectrum is
fitted. After fitting all the 41 spectra the batch mode issfied. The last spectrum, 41.spe, is
displayed in interactive mode. The results of fitting of all 8pectra are stored in
corresponding *.asr files: as 0l1.asr — 41.asr.

There can be cases when the situation gets more complicatedg [Rulong lasting scan
measuring points might be analysed that do not contain the usual coompo$ielements.
Instead, peaks of other elements might appear (imagine the basethe sample holder is
hit). If peaks of such elements are not included in the fittingeh) it might occur that due to
mismatch of the fitting model and the data some of the optimizeuneders are improperly
evaluated for some of the spectra. The four parameters, nZ&&p (eV), GAIN (eV/ch),
NOISE (eV), and FANO (unitless parameter) concern the energy (the first two) and
resolution calibration. They can vary within their respective §DitZERO (eV), D_GAIN
(eV/ch), D_NOISE (eV), D_FANO. This variability is necessary to compensate for slight
drifts in the energy calibration, which may occur due to electronitemperature related
effects. In certain situations, especially when processing ahbohcspectra with poor
counting statistics some of the parameters (e.g. GAIN and FARQuld be kept constant. It
helps stabilizing the fit and keeps the results within physical limits.
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CHAPTER 2. FUNDAMENTALS OF XRF — THEORY
Reference material: [13], [14], [15], [4], [16], [17], [18], [19], [20], [2[82], [23], [24]
2.1. Fluorescence radiation

Photo-absorption of Xays with energ¥y is usually associated with an inner-shell ionization
of an atom. A photoelectron is hereby emitted from the atom andséne energ¥y, - Es.
HereEg is the binding energy (ionization energy) of the electron. Theggradrthe ionized
atom is increased blgg. Configuration of electrons in the ionized atom is not the optimum
one in terms of energy. Therefore, in a very short time obtter of 10°s + 10"'s, the
arrangement of electrons in the electronic shells of the iomitted starts to change until it
achieves a minimum. This process is called relaxation. One oéldpaation paths starts by
filling in the vacancy in the ionized shell by another electronhef $ame atom. Not all
electrons can take part in such transition. For a given electrae, itha certain probability
that such transition will occur. For the vacancy in the K-shellntbst probable electronic
transition to fill in the vacancy is by the electron of thedhell. Such transition is denoted as
K < Ly. To describe this process in terms of energy we have tdhaitéhe binding energy
of an electron in an atom is expressed by a negative humbthis loonvention the energy
associated with a fully ionized atom (an atom totally strippetof electrons) is equal to
zero. On the opposite end, the energy associated with an atom pasabss its electrons is
equal to a negative number - the smallest energy which can deatsd with that atom.
Therefore, in terms of energy, removing one electron from an aanby photoelectric
effect, is equivalent to subtracting a small negative number frorovbll (also negative)
atom energy:

E1 = —EG (21)
E,=-E; - (_ EK) (2.2)
E,>E, (2.3)

E; is the energy of a neutral atom (negative valdg)—E; is the energy of the ionized atom
lacking one K-shell electron, and th&x—is the binding energy of the expelled K-shell
electron. If the vacancy in K-shell is filled in by an @&ten from the Ly-shell, it creates a
new vacancy, this time in the,kshell. The atom is still ionized, its enerdgg;

E,=-E; - (_EL”,) (2.4)

The energy E. is the binding energy of an electron in thg klectronic shell. The
transition K~ Lj; can occur spontaneously because the energy of the ionized atom is reduced
in such a process:

E,<E, (2.5)

Consequently the atom gives out the energy. There are seversativeagnergy can be given
out. One of the possible paths is by emission of X ray photon, whickestegly called “X-
ray fluorescence” (XRF). For K- L, transition the emitted X ray line is denoted as kn
so called Siegbahn notation or K-in IUPAC (International Union of Pure and Applied

Chemistry) notation. The emitted X ray photon has a characteristic e&elkgy,

31



E,, =E,-E,=E,-E_, (2.6)
For the vacancy in the K-shell the other most probable transitiohgle: K - L, K « My,

K « M. They are associated with emission af,KK[(3;, and K33 X ray characteristic lines,
respectively. New vacancies are created in this process. areesuccessively filled in by
electrons from outer electronic shells, which results in caseauigsion of L- and M-series
X ray fluorescence lines.

The probability of a photoelectric effect is characterizeddsgadled cross-section. In atomic
scale the cross-sectionis expressed in barns or in barns per atom:

1 barn = 13* cn? (2.7)

In a macroscopic scale more practical unit is in use, thes-sexdion is called photoelectric
mass attenuation coefficiert,. It is expressed in centimetres square per gram of aasglest
(cn?/g). It is possible to convert between the atomic cross-section esgiiessarns per atom
and the photoelectric mass-attenuation coefficient expressethtimetres square per gram.
One can assume an infinitely thin layer of a substance compbs¢oims of single chemical
element, where each atom K-shell can be ionized by incoming phatiorthe same cross-
section denoted ag® [barns/atom]. The assumption about the thickness of the layer is
necessary to neglect shadowing or any other interfering effdath could eventually
diminish the cross-section of some atoms in the layer. Theatmalic cross-section for the
whole layer expressed in barns is equal to:

nz (2.8)

wheren is the number of atoms in that layer. The photoelectric mssuation coefficient,
expressed in cfig is obtained by multiplication of the total atomic cross-sedbiy the factor
10%* and division by the total mags, of all the atoms in the layer:

K

k=02 (2.9)

m

The number of atoms in the layer can be expressed in terthe ddyer massn, atomic
weight of the elemen#, and the Avogadro’s constait,:

m

n=N, A (2.10)
By combining (2.9) and (2.10):
e [cm2 Eg‘ll =10 E—’\L—A r~ [barnsmtom‘l] (2.11)

The probability of photoelectric effect has contributions from varedestronic shells, also
called photoelectric absorption edges. The overall mass-aimmuebefficient due to
photoelectric effect is a sum of all the individual contributions:

I =TN+10 +10 +10 + (2.12)
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The photoelectric mass-attenuation coefficient depends on the energy of the ingbatorg
r.=1,(E) (2.13)

The experimentally obtained values of the total photoelectris{athsnuation coefficients of
elements, tabulated as functions of photon energy can be found in lgeratueiny given
photon energy, the contribution from a given absorption edge can be edtinitt the use of
the so-called “photoelectric absorption jump” coefficient. The absorptimp coefficient,],

is calculated as a ratio of the photoelectric mass-attenuatedficient at the energy slightly
larger than the energy of the absorption edge, e.g. for the &EedgEx + OE, to its value at
the energy just below the edd@€’, = Ex - OE (0E << Ex):

3 = TlE) ctn(E)+ry (E)+rp (E)+ o (E)+.. . 7, (E) (2.14)
“r(E) m(E)+y(E)+(E) 4. n(E)-R(E) '
_ 1 _f(E)

1 3. () (2.15)

The value defined in (2.15) tells us what is the fractional conioibatf a given photoelectric
absorption edge to the overall value of the mass-attenuationcea@fffor photon energies
only slightly larger than the energy of the edge. It suased that the proportion given by
formula (2.15) holds also for other photon energies significantlyridnge the energy of the
photoelectric absorption eddge> Ex. The contribution of the edge to the photoelectric mass-
attenuation coefficient of photons at the eneEggan be calculated by using the tabulated
overall value of the photoelectric mass-attenuation coeffigemiat energys(E) and the
absorption jump coefficient of the edge:

rnf(E)=rm(E)(1—ij 216

The emission of X ray fluorescence photon is netdhly process leading to atom relaxation,
there are at least few other processes competitigasch other. In an assembly of ionized
atoms, each atom with a vacancy in a given eleictrsinell, only a fraction will de-excite
with the emission of X ray characteristic photomisTfraction is assigned a number called
fluorescence yield of a given shell, e.g. for Kikitas denoted bywx. One of the competing
paths of relaxation is a radiationless procesedauger effect. In this process the vacancy,
e.g. in K-shell, is filled in by an electron frorask tightly bound electronic shells, e.g- L
shell, the atom energy is reduced but the energgssEx - E1y, is not emitted in the form
of characteristic photon, instead in a radiatioslpocess it is transferred to another electron
(from e.g. Ly -shell), binding energy of which is less tli&t - E ;. This electron is expelled
from the atom. Its kinetic energy equalsBg - E.; - E.;;. The fraction of atoms relaxing
through the emission of Auger electrons is assignadmber called Auger yield of that shell,
e.g. for K-shell it is denoted bgx. The relation between fluorescence and Auger gield
depends on the atomic numizer~or lowZ elements up to and includiZg= 30:

a >, (2.17)
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For the elements with atomic numbér> 30 relation (2.13) is reverted, which means that
prevailing number of the K-shell ionized atoms relaxes with e¢h@ssion of X ray
characteristic photon.

In case of the nos-type atomic subshells (e.gu,LLy, My, My, My, My, etc.) there is
another significant process taking place during atom relaxatitdad c2oster-Kronig vacancy
transition. In this process the number of vacancies in &itype atomic subshell is increased
by radiationless and radiative transfer of vacancies freaplg bounded subshells of that
shell. The redistribution of vacancies increases the number dotéastic photons emitted
form a given nors-type subshell. Without taking into account the Coster-Kronig transjtions
the number of Xray characteristics photons emitted due to vacaomated by the
photoelectric effect directly in thg,Lsubshell would be proportional to:

ray (2.18)

Considering Coster —Kronig vacancy shifts fromth L, from L to L (radiationless and
radiative) and from Lover L, to Ly this number is increased to:

To' e, + T Toa, + 00 i@, +1 flaw +70f o T (2.19)

The fix factors are the Coster-Kronig yields. They define the tactif vacancies that are
shifted from i-th to k-th subshell. Factdis, f1 3, andf; 3 refer to radiationless transitions and
f'1 3 to the radiative one. For any given subshell the sum of yieldsrécent yield, Auger
yield, Coster-Kronig yields) of all processes leading to itexigtation (filling in or shifting
out the vacancy in that particular subshell) is equal to unity, e.g. for tubghell:

W, +a +f,+f+f,=1 (2.20)

and for the -, Ly;-, and K-subshell, respectively:

@, *ta, +f3=1 (2.21)
@, +a, =1 (2.22)
w +a, =1 (2.23)

Formula (2.19) can be written in a different form:

TLII TLI
Trlﬁm W, (1+Z'Tm'“ f2,3 +ﬁ(fl,3 + fJ:3 + fLZ f2'3)j - Trl;]”' a{mTLm (2.24)

The factorT; = 1 is called the hole transfer factor of i-th suikht is equal to unity fos-type
atomic subshells (e.g. K-,1. M-subshell). In the case of photoelectric excitatwdr., L,
and K atomic subshells the probability of atom xataon through X ray fluorescence process
is proportional to:

L
by (1+ % fl'zj (2.25)

m
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T, (2.26)

N7 (2.27)
, respectively.

Probability of emission of X ray characteristic line, e.g; Kis given by so-called partial or
fractional radiative ratepkqi. Partial radiative rate is a ratio of the radiative ratehait
characteristic X ray line to the total radiative rate foragancy in the particular shell. The
most intense X ray characteristic lines includiey KKa,, KB1, KBs (K-series), lag, Lay, LB,
and L3, (L-series). For these X ray lines the number of the chaistatgshotons produced is
proportional to:

T Pea (2.28)

T @k Pra (2.29)

T @k Pegn (2.30)

D) P 3 (2.31)
I‘||| T:;“ Z-I'I;II I

I, 1+Z.LT f2,3 +W(fl,3 + fL3 + sz f2,3) PLat (2.32)
I‘||| Trl;]” Trl;ll I

Tm a{m 1+F f2v3 +F(fl3 + fCLS + f1,2 f2,3) pLaZ (233)
I‘|| Trl;1|

Im 4, 1+F fio |Pim (2.34)
I‘||| T:;“ Z-I'I;II I

Imd, 1+TLT fas +W(fm +f+ 1, fz,s) PLs2 (2.35)

, respectively.

In the absence of interfering effects, when atomshemical elemenk emit characteristic
radiation, the intensity of a given characteri$itie |« is proportional to the mass fraction of
the emitting atoms;,. This holds for all characteristic lines seen KR¥F spectrum. A set of
equations can be definddiic,, I, Cc, I,0c,, etc., |, Oc,, etc., up tol, Oc,. Unfortunately
the peaks in the spectrum do not represent all datrelements present in a sample. In
particular the X ray characteristic radiation amgfing from the sample organic matrix,
typically composed of elements like H, C, O, N can be detected. It is due low fluorescence
yields and strong absorption of the energetically (< 1 keV) characteristic radiation of
these elements. The “not detectable” part of tepdanis called “dark matrix”. If expressed in
per cent the sum of concentrations of all elemprégsent in any sample is 10@. In terms of
mass fractions:
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Cx + zci + Cdark matrix = 1 (236)

The direct proportionality between the intensity of X ray flsoemce radiation and the mass
fraction of the chemical element holds only for infinitely thagdrs of atoms. For samples of
finite thickness the intensity is affected by self-absorpt®nafd the secondary excitation
effect H). In general case the intensity is a non-linear function ofmhbses fractions (or
concentrations) of all elements present in the sample:

I X =1 x(cx ! CI ’Cdarkmatrix) (237)

The sample self-absorption is treated as correction factorsamdth a few exceptions, of
utmost importance. The secondary excitation (also named enhancementerarement
effect) can be also treated mathematically, but it is of importance tairceamples only.

2.1.1. Sample self-absorption

The mass-attenuation coefficient of an elememt, summarizes all possible photon
interactions with atoms of that element and it is a function of the incident photon ,dfiergy

b = 1a(E) (239

For the photon energies below the pair production edge (< 1022 keV) thdreeatypes of
processes leading to photon absorption: photoelectric effect, coharahtincoherent
scattering. The mass-attenuation coefficient is expressed accordingly

:um = Tm + Jcoh + O-inc (239)

Wherepg,, and o, are the contributions due to coherent (elastic or Rayleigh) and

incoherent (inelastic or Compton) scattering, expressed if/denThe attenuation of a
parallel beam of photons by a layer of atoms of thickngssn) and density (g/cnT) is
described by Beer-Lambert law:

| =1, @xp(-4, (o)) (2.40)

wherelo andl are the photon fluxes before and after the absorber, respeciitelyproduct
ot can be expressed in terms of mas (g), and areds in (cnf), of the absorber:

M
= (2.41)

When the beam impinges on the layer surface under an angld€toé angle between the
beam direction and the surface) the path length is increased:

| = |0 @Xp{_’um—mp[ﬂ)} = |0 @Xp{m

sing sing

} (2.42)
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Note that the mass-attenuation coefficient of a sampledlaimposed of several elements
is calculated as a weighted sum of the individual mass-attenuatéficients of elements,

M
Hin = 2. Tl (2.43)

wherec; is the mass fraction of element in the sample. The coherdtgrggg contribution
outweighs the incoherent for lower energies, but for higher endrgigacoherent scattering
contribution will reach a constant value, outweighing the decreasingrent contribution,
and even become more important than the photo-effect towards the end ofaeegion.

10000

1000 ~

100 A

10 A

0,1%/"
0,01 T T T — 7 T

1 10 i
energy (keV)

Fig. 2.1. The contributions to the attenuation coefficient are the absorption coefficient (photo
effect) and coherent and incoherent scattering coefficients. Iron was selected d&egbsor
which has its K absorption edge at k&V.

The self-absorption effects depend on the path length from the sannfalee to the location
of the atom of interest as well as on the path length fromltloeetcing atom through the
sample in the direction of the detector. The attenuation of themingo radiation is
characterized by the corresponding path length and the weightedesarapt attenuation
coefficient for exciting photon energly. The attenuation of the characteristic radiation in the
direction of the detector is characterised by the correspondihgerayth and the weighted
sample attenuation coefficient for the energy of characteristidiadi@.g.Exq or E ).
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excitation to detector

absorption by
all other atoms
along the path

atom of interest

sample

Fig. 2.2. Both the exciting radiation and the fluorescence radiation of an atom (element) of
interest suffer from sample self-absorption.

For a monochromatic excitation theory provides a summation (intexgyaiver all possible
locations for flat and homogenous samples, with the thickreesparameter:

I X = Cx IZB>< DD& (t’ Cx ' CI ’Cdarkmatrix) (244)

whereS is the sensitivity factor for the elementThe term sensitivity is used in the context
of e.g. theElemental sensitivities and Emission Transmission METHODs. A is the
absorption correction factor which is a function of the concentratbadl elements;, ¢,
Cdark matriy) Present in a sample:

1-exp{-alp} - exp{— ar;}
A< (t’ Cx ' CI ’Cdarkmatrix) = a = a (245)

using the expressioa, which depends on the incidenagg, and take-off,i, angles and the
weighted mass attenuation coefficients of the sample (constiitte elemenk, the other
fluorescing elements and the dark matrix) for exciting4) and fluorescence=() radiation.

) = Hn(Bo) | nE) (2.46)
sing siny

a(cx ’ Cl ! Cdarkmatrix

2.1.2. Inter-element effects

Sometimes fluorescent photons have sufficient energy to ekaitee$cent radiation of other
atoms in the specimen. This effect is called secondary Banif@lso called: inter-element or
enhancement effect) and can be a major contribution to the observed phAdisnsffect is
strong for elements differing by 2-4 in atomic numbers. Starde=el (Cr-Fe-Ni) is the usual
example for demonstrating secondary excitation (iron excites ammor(Fe -> Cr), nickel
excites chromium (Ni -> Cr) and iron (Ni -> Fe). The act@htributions from such effects
are often around 5-100; in a few cases they are much higher. For calibration stisdke
KBr and KCr,O7 this effect prohibits the use of the element potassium for th&HID
Elemental sensitivities analogue for KbPO, and the element phosphorus.

The intensity of a given characteristic peak of elemexcited in a flat, homogenous sample
by a polychromatic primary beam of photons (as utilized byuthdundamental parameters
METHODS) can be written as:
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I X = ch‘gx fo{I n (EO) fOQxA< (Cx’ CI ! Cdarkmatrix)(1+ H Xi (Cx ' CI ' Cdarkmatrix))} (247)

G is the geometrical factor (called in QXAS: instrumental tam3, & is the detector
efficiency (see later) anfd, fx correct for absorption of radiation between excitation source-
sample and sample-detector (air, protective foils). The summatiomde&es into account

that the excitation radiation spectrum may not only be composedimgla snergy, but also
contains a continuungy is the product of the so-called fundamental parameters, see (2.28 —
2.35) .Ais the absorption correction factor and the enhancement correctioi tex rather
lengthy expression, taking into account the secondary excitaticorréicts for the increase of
intensity of the characteristic peak of elemettirough secondary excitation by characteristic
radiation originating from the same (other X ray lines of that elemedfpaother elements:

_ 1
Hxi _WZ{QQlYXI} (248)

The termY is rather complex, especially for intermediate thick samplesa “thick” sample
(for the thickness classification in terms of XRF see theovotig paragraph) it can be
expressed as:

__sing mn{“ Hn(Eo) } siny [ﬂn{“ Hn(E,) } (2.49)
i :Um(EO) :um(Ei)Sin¢ Ium(Ex) /'lm(Ei)Sinw

Note: The METHODFull fundamental parametersuses a different notation for the incident
and take-off angles. They are defined in respetihéasample surface normal, opposite to all
other METHODSs of QXAS where they are defined wehpect to the sample surface itself.

2.1.3. Classification of samples according to their thickness

In XRF analysis samples are classified accordinth&ir thickness or mass loads. For any
particular sample the intensity of X ray fluoresocempeak given by formula (2.47) depends on
the sample thicknedsor the sample mass loaaVF). Formula (2.47) can be simplified for
two extreme cases: (1) thin samples and (2) trackptes.

For the so-called “thin sample” its mass load isstdered infinitely thin:
(mF)<<1 (2.50)
If (2.50) holds:

exp{—a[m}zl—atm (2.51)
F F

It can be proved that if (2.50) holds the enhanc#roerrection term can also be neglected:

H Xi (Cx ! CI ! Cdarkmatrix) <<1 (252)

Taking into account (2.51) and (2.52) the formuba the intensity of characteristic peak
emitted by ahin sampleakes the following form:
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(Gg f Z{ 1 (E,)1,Q }jc Mg, M (2.53)
F F
For a thin sample the intensity of X ray characteristic pegkagortional to the element mass
load, c(m/F), expressed in g/cmThe intensity does not depend on the mass loads of other
elements present in the sample. The proportionality constant isrtbigaty factor,S,, firstly
introduced in the formula (2.44). For a given X ray peak and given measondgions the
sensitivity factor does not depend on the analyzed sample. Its \&atubecestablished by
measuring thin standard samples with known mass loads of elenietslefinition of a
“thin sample” given in (2.50) is not very practical or speciicmore specific definition is
used in laboratory practice, namely assuming monochromatic excittmmeglecting in
(2.47) the enhancement correction term, it has been agreed tleagieen X ray peak the
sample can be considered a “thin sample” if the error resutmg &pplying equation (2.53)
instead of (2.47) is less than 5%. This definition is equivalent to the following condition:

ex ({m/
(m/?F) - ap[[qm/(p) 2L > 108 (2:54)

Graphical solution of the condition (2.54) is presented in Figure 2.3.

[A/(miFY] > (1.085)"

0.9
—— A f(miF) = (1-expl-a-(miF)))(a (miF))

0.8 ] § "“‘-1_..“‘_\

o
£
g :
ozl B . <01
0.6 -
4.5 4+———r—vr——r—r—r———t———————————————r—————
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a-(miF)

Fig. 2.3. Graphical solution of the condition (2.54) leading to a definition of a thin sample
critical mass load.

The solution of (2.54) tells us that for a given X ray peak the sample can beeceds “thin
sample” if:
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am <0l - m_ 01
F Hn(Bo) | Hn(Ey)
sing sing

(2.55)

The opposite extreme case is the “thick sample” approximatiomichwthe mass load of the
sample is assumed to be infinitely thick:

(m'F)>>1 (2.56)

Condition (2.56) implies that:
exp{— a E—E} =0 (2.57)

Taking into account (2.57) the formula (2.47) for the intensity of cheniatic peak emitted
by a “thick sample” is transformed to:

1
Ix :GCX‘SX fxz In(EO)fOQx u (EO) u (E )(1+ Hxi (CX’CI ’Cdarkmatrix)) (258)
n m + Hm\=x

sing siny

The enhancement correction teHy is given in (2.48) and (2.49). It can be noticed that the
formula (2.58) does not depend on the sample mass loée). (t implies that for a “thick
sample” the intensity of X ray peak does not increase with inogasample mass, the
sample has reached a saturated thickness. However, the interesity ¥fray peak depends
in a non-liner way on concentrations of all elements present inampls. To arrive at
practical definition of a “thick sample” it has been agreed thséuming monochromatic
excitation, for a given X ray peak the sample is considered &"“tieck sample” if the error
resulting from applying equation (2.58) instead of (2.47) is less thanltLi.equivalent to
the following condition:

m_ 4.615
fnlEs) , FinlE,)
sing siny

ag >In101 (2.59)

The samples with the mass loads greater than that defined indBdb#ss than that given in
(2.59) are called “intermediate thickness samples”. For an intgaiteethickness sample the
intensity of an X ray peak is a non-linear function of the sammales load. It also depends in
a non-linear way on the concentrations off all elements present in the sample.

There are quantitative analysis methods which deal with only gree df samples, e.g.
methods assuming direct proportionality between the X ray peakaack the element mass
load work only with thin samples, tHemission TransmissionMETHOD works only with
intermediate thickness samples. There are also methods whichncHe abh kind of sample
types, e.g. the fundamental parameter methods. Usually the methods deal with
narrower rage of sample types are more accurate.

41



2.2. Si(Li) detector

In energy dispersive XRF the acquisition of X ray spectiaeirsormed using detectors that
directly measure the energy of photons. The resulting sigpabportional to the energy of
the incident photon, the detector is capable of detecting simultangahatiyns of different
energy.

A lithium-drifted silicon crystal of a Si(Li) detector consisif a p-i-n structure, referring to
the p-type contact (dead layer) on the entry side, the intrinBie®amlume, and the lithium
diffused n-typecontact. Typically it is less than 1@im in diameter and about 3 -rBm
thick. When a reverse bias (in the range of 500-19)@s applied to the device, the drifted
region acts as an insulator with an electric field throughowbitsme. A photon reaching the
active volume generates photo-electrons, as well as Compton andedejeons, which lose
energy by producing ionization in the form of electron-hole pairs.fide charges are swept
away by the applied bias and collected within a time of tyyic2b-100 ns. Since the
average energy to create an electron-hole pair is well def®&6 eV at 77 Kelvin), the
total number of charges is directly proportional to the energyhefiricident photon. The
frequency of such events is proportional to the photon’s intensity.

Fig. 2.4. Cross-section of a Si(Li) detector crystal and typical dimensions.

The response function of a Si(Li) detector to monochromatic radiaigna characteristic
line (with characteristic energly), is nearly Gaussian. The natural line width is usually
neglected, except for the Voigt peak shape model. The numbesuotscN;, in X ray
spectrum channgl in the vicinity of an isolated Gaussian peak with its top positicate
channel is described by

_ . GAN (g -Ef
N, = Am Eexp]I F(Ei)} (2.60)

The factorA is the peak area which is equivalent to the total number of countsthedeeak.
The E; andE; are the energies corresponding to chanpelsdi, respectively. The relation

42



between the channel number and the energy is linear. It is givémebgnergy calibration
equation (1.1). Th&AIN in (usually given in eV/channel or keV/channel) is one of the two
parameters of the energy calibration. The relationship between #kewpdth S and the
previously defined FWHM (equation (1.3)) is:

FWHM(E) = +/80n 2 [B(E) = 2.355[5(E) (2.61)

The energy resolution (FWHM) of a semiconductor detector depends etettenic noise
and statistical fluctuations. The electronic noise contribution terméned by the input
amplifier stage and the detector leakage current; theréfisressential to operate the detector
at low temperatures (contact to liquid nitrogen or a Peltement). The statistical spread is
affected by the average energy required to produce an electropdiol&/sually the FWHM

— as one of the measures for the detector quality — is givére a&nergy of MnK, (5.89
keV) and typically ranges between 130 and B0

The preamplifier stage integrates each detector chargd ¢pyoportional to the energy of
the incident photon) to generate a voltage step proportional to the chdgeis then
amplified and shaped in a series of integrating and diffetergiatages. Owing to the finite
pulse-shaping time, in the range|, the system will not accept any other incoming signals
in the meanwhile (“dead time”), but extend its measuring timieads Thedead timeis
defined as

dead tim@p)= LT

[100 (2.62)

whereRT (real time) refers to the time interval that coblel measured with a stop watch
during the acquisition of a spectruldl (live time) is the time during which the system is
ready to process incoming pulses. Real time is ydvggeater than live time. In the next step
the amplitude of the shaped and amplified pulsiggized, converted to a number in analog-
to-digital (ADC) converter. The content of a membogation corresponding (proportional) to
that number, called channel, is increased by ohe.pFocess is repeated for every valid pulse.
As a result a histogram of the puls amplitudes haioed. It is called a multichannel
spectrum. The number of counts in every channdiefpectrum is proportional to a number
of photons which deposited in the detector the ggneride the energy calibration equation
(1.1), covered by this channel. In a more advaraggaoach the output signal of the detector
preamplifier is digitized directly with a minimunmalog-shaping, the main shaping and pulse
filtering in performed in digital domain by a digitsignal processing (DSP) circuitry.

For high count-rates there is an increasing prdipaliat two photons of a very intense line
are absorbed in the detector crystal within sucthart time interval (the sweeping time
needed to collect the free charges) that theirgdsaare not collected as two individual
signals with a certain energy, but rather as alsiage with twice the energgym peak All
possible combinations of sum events can be includem the AXIL fit model with the
“SUM” keyword (COMMANDSs X-LINES ADD: SUM ).

In an ideal detector the charge is collected cotapleand the response of the system would
be a single peak, containing only counts of a oedaergy and no other counts elsewhere in
the spectrum. In practice some artefacts are obdemcomplete charge collection, resulting
in a tail to the low energy side of a principal pé@w energy tail, depends on the design of
the crystal. The escape of photons (or secondaticles) from the detector surface is most
prominent for the case when a hole is created & Khshell of the silicon and the

43



accompanying emission of its characteristic radiation le#tvescrystal. Consequently an
escape peakt an energy 1.74eV less than the parent peak energy can be observed. Escape
peaks can be included into the AXIL fit model with “+” suffix. Irder to include the tailing

and the escape peaks simultaneously within AXIL the peak shagetaom “*” suffix can be

used.

The intrinsic detector efficiency(E) for a Si(Li) detector has a characteristic dependence on
the energy and is governed at the low-energy side mainthdyhickness of the beryllium
detector entrance window on the cryostat vacuum enclosure, the dagiacand the silicon
dead layer (also responsible for the discontinuity at the absorpiyenesdrgy of 1.84&eV),

and at the high-energy side by the thickness of the cryst#fl iBetween 5 and 2@eV the
efficiency is close to 1 for many conventional Si(Li) detest The dependence of the
detection efficiency on the energy and other detector paramstegigein by the following
formula:

£(E) = exp=[ oo (E) Hge + Ha, (E) B, + e (E) By | L - exp-[ 15, (E) G (2.63)

wheretge, tay, ta andts are the area-related masses in (gjcof the Be window, the gold
contact layer, the silicon dead layer, and the detector crig#| respectively. Usually these
values are specified poorly in the detector data sheet.
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Fig. 2.5. Intrinsic (calculated) efficiency as to be expected for a Si(Li) detector. The
discontinuity at 1.8keV is caused by the Si dead layer.

2.3. Elastic and inelastic Scattering

The spectral background results from a variety of processeghbton excitation, the main
contribution is the incoherently and coherently scattered primargtiadi(by sample, sample
holder, ambient air, etc.) and therefore depends on the shape ofualkty(peorly described)
excitation spectrum and on the (later to be determined) saropiposition. To the low
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energy side of a dominant peak the low energy tailing oftenasesethe scatter background
significantly. The most straightforwvard method to obtain the nét pea under a peak of
interest consists of interpolating the background under the peakibted finction, as also
done in AXIL. In another frequently used approach the discrete de-comvobita spectrum
with a so-called top-hat filter suppresses the lower frequency@oent, i.e. the slowly
varying background. A severe distortion of the peaks is introduced pBlyirag this filter to
both the unknown spectrum and well defined experimentally obtainednetespectra will
result in the net peak areas of interest. A disadvantagasofmiethod is that reference and
unknown spectra should be acquired under preferably identical conditions.

The effects of elastic (coherent, Rayleigh) and inelastmofierent, Compton) scattering are
usually much weaker than photo-absorption. Elastic scattering $orgée electron can be
deduced from classical electrodynamics, but due to its cohereng tia¢uform factor has to
be introduced to account for all electrons of an atom. The ditfatecross-section, which
describes this kind of interaction, depends on the energy of the pniathagion, the atomic
number of the scattering atom and the scattering angle — becatsebérent anisotropy. It
shows a pronounced maximum for forward scattering. Inelastic sogttes relatively
independent of the atomic number of the scattering atom. The obseergg shiftAE = Ey

— Es of the Compton peak depends on the scattering dhgle

E

E, = E
1+ —° [{1-cos?
511H )

(2.64)

For this expression all energy values used are in (keV). Noteth#nacattering angle is the
sum of the incidence and take-off anfle ¢, + ¢,. With increasing atomic number scattering
effects get weaker and the ratio of coherent to incoherent swgtietensity will change,
favouring elastic scattering.
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Fig. 2.6. Differential scattering cross sections for a thin scatterer of carbon (Z=6) and an
incident energy of 17.4eV as a function of the scattering angle.

Prior to the computation of an element’s concentration for the esitmulof the absorption as
well as the enhancement correction the concentratiall @lements in a sample should be
known. This vicious circle can be overcome by a suitable iteratveegure. Still there are
the elements forming the dark matrix; also their composition némdse known. The
fundamental parameters METHODs use the incoherent/coherergriscptpeak ratio for
establishing the average atomic number of a sample with darix mmatrder to calculate the
absorption correction and, when not defined by an input, also the sample thickness.

The count rateBlqon, Ninc Of these two peaks are respectively given by

N =Gy BEN ALEIEY 6 7 (€5,2,) (2.65)
and
N, = Gy (B ) A (BVIE) Yo £ (€5, (2.66)

In analogy to the formalism for fluorescence, respectif@l\elastic and inelastic scattering,
is G the instrument constargjs the detector efficiency is the absorption correctiohis the
primary intensity of the line with enerdgywhich is scattered. The summation overcludes

all elements with concentratian The differential cross secti(}:nga—z(E,&,Zi) is a function of

the energ)E of the line that is scattered and the atomic nun@bef the scattering atom.
Separating the contribution of the high atomic number (fluorescestjeglts from the dark
matrix elements, the scattering coefficients of the latter can belatdd from
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do.__.. do ..
Son =26 L= e Pl (2.67)
lowZ dQ I(E) mBcoh Ij"’(E) |}\:oh(E) highz dQ

and

do. . . do. .
|:ng — ZCI O Oincj - ch _ ZCI B 0_'”°‘ (268)
lowZ dQ I(E) IzBinc IE‘(Einc ) |Anc(E) highz dQ

where the concentrations in the summation over the high Z elements are assbhekddwn
from the fluorescence intensities. All values on the right hashel &n be accessed either by
measurement or theory. As a result the dark matrix can be eaprd<y two elements, e.g.,
Z andZ+2, whereZ is calculated in such a way that

lowZ
d0-cohz+2 > Scoh > dUcth

(2.69)

- clowz

do—incz+2 nc dO-incz

and the concentrations of these two representative elementalewated by solving the
system of the two equations in two unknowpsndcz.; :

do 0o B

Ston = Cz B JE 4y, =25 (2.70)
dQ dQ
and
lowZ daincz dainc,2+2
Smc =C; ——=+ Cziz —== (271)
dQ dQ

These two concentrations can now be used for the calculations absbegption correction
factors and enhancement effect in order to obtain correct résultoncentrations of the
fluorescing elements.

a7



CHAPTER 3. CALIBRATION ISSUES
Reference material: [25], [26]
3.1. Calibration standards, instrumental requirements

Demonstration files: the example calibration standards’ specé&rastored in the directory
\QXASdemo\SPE-Stds, their *.asr files are found in the direcpotpSdemo\ASR-Stds. The
user can create *.asr files, having tried different paramedtean recommended, without
danger of overwriting example files. The spectra are accompé#yiedinp files, already

optimised to fulfil all AXIL fit criteria. All *.inp files ae found in the directory
QXASdemo\INP-Stds. A detailed description of all standardsectldata can be found in the
EXCEL standards.xls file.

Due to the fact that input parameters of a previous fit are assthrting values for the next
fit the user might encounter slight differences when tryingrdpeat a fit with the
demonstration files, even when using the recommended input files.

All example standards’ spectra for Rh secondary targetagxeithad been collected with the
intention to have approximately 5000 counts in the peaks of relevance for calibration. All
spectra had been collected with BU high voltage applied to the Ag X-ray tube, exciting the
secondary target. As an example of a non-linear influence megsoarameter the tube
voltage value may never be altered, like many other parametetbe asecondary target,
vacuum conditions, filters, geometry, etc. — for a specific calibration and consegkeown
samples evaluations with this calibration. The tube current wadvdetween the
generator/Xray tube limits of 5-40mA (it has in the ideal case linear influence) with the
intention to keep the system dead time belowd2@or all standard measurements. These 20
% are far below the problematic range of non-linear respardasanother consequence the
spectra do not suffer from spectral distortions as observed péttira of standards collected
with higher dead time. The acquisition time (live tinhd) was selected to adjust the total
counts in the peaks of interest. The rather high number d@¥0®0counts for the peaks of
relevance results in statistically well-defined signal$afrnee standard deviation €.5 %),
whereas the approximate equality gives all standards equiticthtweight. Reference
standard materials are usually not well suited as calibrat@émards, because of their trace
elements content, which will introduce high statistical uncertainties.

As a recommendation, if more than one element that could be used for calibratiotaised

in a standard, two independent spectra should be collected, with mgasugs according to
the above considerations. All standards’ spectra had been fittethpuithfiles as specified in
the EXCEL standards.xls file. By use of the correct fit moaelong others, for all spectra a

standard deviatior8D, =4/N, , with N, being the net peak area for the elemenf interest

could be found. In CHAPTER 10: Elements of quality control, a detailedetine for
calibration standard spectra treatment is given.

Note: Information about all relevant details and data files, as ndededlibration of the Rh
secondary target spectrometer, can be found in the EXCEL standards.xIs file.

3.2. Calibration for the METHOD Elemental Sensitivities

Demonstration files (directory \QXASdemo\EISens):
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Calibration files: Compound.cal, Metals.cal, AirFilt.cal

Spectra: AirFilt.spe, Blank-Af.spe, Instr-Bl.spe

Input files: AirFilt.inp

AXIL result files: AirFilt.asr, AirF-cor.asr, Blank-Af.asr, InsBl.asr

(I I I I A B

For the calibration of th&lemental sensitiviiesMETHOD sensitivities are calculated for
characteristic lines from standards, correcting the self-absort the standards. It is
assumed, that thexcitation radiationcan berepresented by a single My line, the intensity
weighted energyAverage excitation energy,)

Eaverage: pKal |:EKal + pKaZ |:EKaZ + pKﬁl |:EKﬁl + pKﬁz |:IEKﬁZ + pKﬁS DEKﬁIi (31)

For a Rh secondary target the weighted average ofyienkl K lines yieldsEayerage = 20.6
keV. For direct Xray tube excitation as primary radiation sometimes so caifsttive
energies are defined. Such a procedure might lead to good resuitghe theoretical point
of view it is not recommended to apply this METHOD to polychromaticitation. The
calibration for this METHOD is limited to 25 standards in totakf&ably such elements
should be covered by standards, which are found in unknown samples. Theitge8siof
all elements is calculated for which a concentrationis supplied to the current *.cal file
and a peak ardd, can be read in by means of an *.asr file.

5= |_$ x[ﬂ[ : &2
(e,
LT is the acquisition time of the respective spectruthe tube current, andl the absorption
correction. K-lines and k-lines are treated independently. If more than one sensitivity is
found for a calibration point (one element), the average valudwillsed. When more than
three calibration points (elements) are found for @& Kr L,—calibration, non-measured
elements can be interpolated (even extrapolated, though not recommémdiee)deal case
no interpolations or extrapolations widptimize with Least Square Fitwill be necessary.
Following the guidelines of CHAPTER 10: Elements of quality aintthe use of such
treated *.cal file is even prohibited. The report contains all iddadi results for each standard
*.asr file and a summary of the calculated sensitivities.ntbsasaved as a text file (extension
*.arp), which is not necessary for further calculations, becauseeléneant data is stored in
the current calibration file *.cal. This file is used to deternthree concentrations of elements
in unknown samples, again correcting for the sample self-absorphemompositionof the
sample’sdark matrix must be knowrAlso intermediate thick and thin specimens can be
evaluated, their area related mass (aerial density) t aeéput. An on-line HELP can be
activated throughout the whole METHOD with the <F1> key. The @dldor established by
this METHOD is also used as input for tBmission-transmissionMETHOD.
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Mew calibration: Elemental sensitivities

Excitation source = LR ORIA-TiEES:

Angle of incidence <degrees) = 45 _8ed
Detector take—off angle <degreeslr: 45 . 3888
Source type :

Tube voltage CHU» = 56.80000
Source name :

Average excitation energy <Kel> : 2H0.680808

File name: SRR TRSA-E1n

Date <mm—dd-yyyy> : 18-14-20086

LArrows *=move <Enter>=S5ave_Change {Ezc>=Done F1=HELPF replace on <Ins>

Fig. 3.1. Definition of a calibration file as used by the METHODs Elemental sensstiaitok
Emission Transmission.

3.2.1. Example: compound.cal

For the calibration compound.cal (using chemical compounds) twentydaliforation
standards’ *.asr files were includefldd standards): MgS0O4, K2CO3, K-KH2P0O4, CaCO03,
TiO2, V205, Cr2-K207, MnO2, Fe203, CoO, NiO, CuO, ZnO, As203, Se0O2, Br-KBr
SrC03, Y203, ZrO2, Nb205. Ge-Std, Mo-Std and Pb-LStd were included, beoaus
compound standards for these elements were available, S-Std wateih¢db assure the
calibration point for sulphur. Pb-Lstd.asr is the only representativenok-line emitting
standard. No effort was made for this calibration to extend ek calibration with more
elements, because all samples treated later contain only lead as s@learhdines.

The standards P-KH2P04, K2-Cr207, K-KBr may not be used for thisHMEY, because
phosphorus is enhanced by potassium (enhancement correction factor: Adi&8&3jum is
enhanced by chromium (correction factor: 1.41) and potassium by broramec{mn factor:
2.21), respectively. The secondary excitation effect cannot be duargl Elemental

sensitivities

As example, how a standard is included as calibration point, theCf2eK207.asr was
chosen. The Cr peak in the spectrum K2Cr207.spe of the calibraimasd, which consists
of 81.63 % K2Cr207 and 18.3%% HWC (chemical formula: §gH7¢N2O-) as binder, is used
to establish the Cr calibration point. The weight percentage efeatients can be calculated
with the utility Calculation of average atomic numbeiin Utilities.
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f=d calculate Mean 2 =10l x|

Formula Wweight

k2cr2o? 4.001 Printout enabled []
c3Bh7/6n2o2 Aam
|

Exit |

Enter formula and weight of your compounds
Mote: CaCO3 has to be entered as 'CalC103"

Hints

Fig. 3.2. Definition of the composition of a calibration standard consisting@b# K;Cr,O;
and 0.9 g of HWC as binder, in order to obtain the weight % for each chemical element.

The calculation of concentrations in the mixture of the compound wethitider is initiated
with a blank line after the last entry of a compound (and its weight) with <Enter>.
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i, Result =10 %]

Compound #1  K2CR207 4.0010
Compound #2 C33HT6H202 0.9010

Hr. Element Z HWelghts Atoms
1 H 1 2.3 4% 42.5
2 C 6 14. 146% 21.2
3 H T 0. 868% 1.1
4 0 & 32.062% 36.1
5 K 19 21. 694% 10.0
6 CR 24 28. 696% 10.0

Mean? = 14.5453

Exit

Fig. 3.3. Weight % results for a calibration standard consisting gfef K;Cr,O; and 0.99g
of HWC as binder.

The information gained with this utility cannot be transferrecatly to the METHOD
Elemental sensitivities- taking notes will be necessary. Alternatively, open QXAS in a
second window simultaneously and arrange the two windows such thatdmotie seen. In
the one run the METHOIElemental sensitivities in the other the utilityCalculation of
average atomic number For the addition of a standard to the calibration knowledge about
the tube current, the measurement date (not essential for tulietieryii the live time
(usually transferred already from the *.asr file correci/)needed. The Cr standard is
infinitely thick in terms of XRF, so the standard’s sample mess left at the default value
0.00000 (all used example standards are infinitely thick). The contentxealues forall
elementof compoundand binder must be specified (they are treated as one entityy)ndbe
problematic fact in this context is the expected knowledge aboutdlaie) error in the
concentration value of the element used as calibration géeinstfideV). The default value of

5 % is definitely too high for well-prepared standards. It will overestirtiagsecontribution to
the total uncertainty. The second contribution to the total uncertaomtes from the AXIL

fit. No effort was made to gain knowledge about the uncertaintyeitoncentration, but 0.1
% for a standard seems to be reasonable.
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Data for standard C:~_T-SEPT-ASR-STDS-CRZ-K207_.ASRH

8 oncentrations for analysed elements
El oncentrations of other elements conc #stddew
Cr K ompound conc 28.86000 A.188
®u 21 700608

G
K
H Hu 2.370080
G Hu 14.14080
N
0

prem  8708.0848
®u 32 . 7888
®u d.BBBRBRn
®u d.88BR6RE
®u d.88BR6RE
®u d.88BR6RE
®u d.88BR6a

Fig. 3.4. Definition of the composition of the calibration standag@iO; with added
binder.

After the correct inclusion of all standards the calibratidhaentinue with the calculation of
the sensitivities for all elements found in the standaRksf¢rm calibration). When all
elements identified in unknown samples can be covered with a calibgint (standard
containing the respective element), this will be the end of the calibration procedure

For the calibration points sulphur and potassium a plot of the semsitia$ function of
concentration with the respective compound as “parameter’ reveals pooblematic
behaviour, see Figure 3.5. Although an unrealistically high relatavedard deviation for the
concentrations of B was assumed, one can easily see that neither sulphur and the
compound MgSQ nor the compounds KIRO, and KCOs, respectively, have matching
sensitivities. In the ideal case the sensitivities of standardbhe same element (calibration
point) would have the same values — independent of their compound and the atiocentr
The sensitivities of potassium in the compounds KBr agdr®; are also displayed in this
graph, although this METHOD cannot correct the enhancement effemefére they had not
been included in the calibration compound.cal.
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Fig. 3.5. Plot of the sensitivity versus element concentration for selectechtialibr

standards, containing sulphur(red dots) and potassium (blue dots). The compounds KBr and
K.Cr,0O; are only displayed for comparison, but may not be used for this method, because of
the secondary excitation of the elements of interest.

For the case when some elements in unknown sample can not be coveredliyation
point one will proceed: As provided by QXAS, an extension of the elenaage can be
achieved withOptimize Calibration with Least Square Fit. The use of this option is very
problematic, because otherwise well-defined calibration points can daaystematic bias
afterwards. At least, with this procedure an interpolated data fovie.g. the element Rb can
be established, as needed later.

Polynomial fit of Ka sensitivities
23 senszitivities found elements:
g g K K Ca Ti U Cr HMn Fe
Co Ni Cu Zn Ge HAs Se Br Sr Y
fr Hh Mo
Order of polynomial <@=no fit>: 5

First element: 85

Last element: Mo

Type of fit:
Weight of fit: Yes

Fig. 3.6. A polynomial interpolation of sensitivities for elements not represented by
calibration standards is possible.

For the elements between S and Mo the calibration compound.cal easexktiwithOrder

of polynomial: 5, asType of fit: Linear andWeight of fit: Yes. With this selection Blean

% Diff of: 6.2259, as to be found in the later displayed results, was achieved. Any othe
combination of fit parameters has worse results. The weighteapftibn could be used,
because all standards were treated properly for their umtertain the AXIL fit (standard
deviation greater than the square root of the peak area) andiceatisertainties of the
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concentration values (relative error: @4) were entered. In case this can not be assured,
Weight of fit: No, must be selected. One will usually have to go throughPiblignomial fit

of sensitivitiesseveral times, testing all possible combinations of parametensger to get
knowledge about the optimum. Of major interest are the fit resuttsighbouring calibration
points of missing elements needed for unknown samples.

Calibration file: E:\(QXASDEMONELSENSSCOMPOUND .CAL
Created on: 09-28-2006 Calibration date: 11-08-Z006

46
Atomic number

Fig. 3.7. Polynomial representation of sensitivities fitted as a function of the atomic number.

When probing, what kind of polynomialLifear or Logarithmic) and whatOrder of the
polynomial= (the maximum order is 5) is adequate, and how to deal with the oytighted
or not weighted, several possibilities can be excluded - when an obviously bad fitneabta
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alibration file: C:»_T-SEPTSET-METALS .CAL
reated on: 09292006 Calibration date: 09292006

4i
Atomic numbexr

<Ezcr=continue <F9:=L0G Plot <F10:>=FPrinter Plot

Fig. 3.8. An obviously bad selection of parameters defining the polynomial fit.

Also a fit for the L-line calibration is attempted by QXASt, due to the fact that only Pb-
LStd.asr was added as L-line emitting standard, a warning massage aviiplag/ed.

Current calibration: C:s_T-SEPTSET~COMPOU™L .CAL

#* Select calibration file
#* Perform Calibration
#* Optimize Calibration with Least Sguare Fit

c Less than 2 values for La sens. Cannot £it |SJRSLiNgey ks

iy

Tube excitation: SecTarget—Rh Operating at: SH.B KU
Mumber of standards available: 24

Calibration data available for:

Ka P 5§ Cl Ar K Ca Sc Ti U ©Cr Mn Fe Co Hi Cu Zn Ga Ge As
L %; Br Kr Bbh S» ¥ Zr Nb Mo Tc

a

Prezsz any key to continue

Fig. 3.9. Warning message for the case when less than tree calibration standards are
available for an attempted polynomial fit. Still it will be possible to quantify samplerieme
represented by standards. In this particular case only Pb could be quantified, but no other L-
line emitting elements.

The ultimate criterion to judge a fit is tihdean % difference value found in the report,
displayed at the end of a loop. The optimum value of 6.2259 was obtdvtesth %o
difference = 6.2259E+000) for the above named selection; rubidium sensitivity: @01
0.436)*1d. The compound Mngis problematic, the Mn calibration point will be used, but
results for this element are questionable.



*GHLIBHHTION REPORT

Calibration file: E:~QHASDEMO~ELSEMS“COMPOUMND.CAL

Created on: A7-28-2006

Fit optimization performed on: 11-608-2806

Tube excitation: SecTarget—Rh Qperating at: 58.8 KU

Polynomial fit of Ka sensitivities

Sens/mu = AB + A1 = Z + A2 = 2 __.
Weighted fit., Mean » diffence = 6.2257E+B80
2.5829E+804 .724BE+@@2

—4_ 7842E+BB3 .1987E+B@2
3.3974E+B82 - 3159E+0888

-1 .1537E+881 .546BE-A81
1.9845E-881 S5YO1E-883
—-1.2288E-883 . 7455E-BA5

I+ I 1+ I+ 1+ I+

1

YSummary of fitted Ka sensitivities

Arrows, <PgllpX, <PgDnX*, <Home), <EndX* = move; <ESCr=exit; <F1@>=Print

Fig. 3.10. Report displayed as scroll box, containing the mean % difference between all
measured calibration points and fitted sensitivities as criterion to judge the polynomial
representation.

3.2.2. Example: metals.cal

For the calibration metals.cal twenty-one *.asr files of puretghin® standards had been
included (Al-Std, Si-wafer, S-Std, Ti-Std, Cr-Std, Fe-Std, Co-SieStt, Cu-Std, Zn-Std,
Ge-Std, Zr-Std, Nb-Std, Mo-Std, Cd-LStd, Sn-LStd, Hf-LStd, Ta-LStd, W-LStd, $td-and
Pb-LStd). For the elements with K emission lines between AlNaodfourteen calibration
points) the calibration metals.cal was extend®gtimize Calibration with Least Square
Fit) with Order of polynomial: 5; asType of fit: Linear andWeight of fit: Yes. Any other
combination of fit parameters has worse results. The weighteabftion could be used,
because all standards were treated properly for their umtegtain the AXIL fit (standard
deviation greater than the square root of the peak area) andiceatsertainties of the
concentration values (relative error: ®4) were entered. With this procedure an interpolated
data point for e.g. Rb with (7.36/- 0.0884)*1d could be established.
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alibration file: C:»_T-SEPTSET-METALS .CAL
reated on: 09292006 Calibration date: 09292006

4i
Atomic numbexr

<Ezcr=continue <F9:=L0G Plot <F10:>=FPrinter Plot

Fig. 3.11. Polynomial representation of sensitivities fitted as a function of the atomic number.
All used calibration standards are pure elements and are K-line emitters.

For the L-lines between Cd and Pb (seven calibration points) atlogear polynomial of
order 3 (weighted option: yes) was found to suffice (scroll down i$8@ROLL BOX to find
the L-resultdVlean % Diff:, coming after the K-results).

alibration file: C:»_T-SEPTSET-METALS .CAL
reated on: 09292006 Calibration date: 10-03-Z2006

=)
Atomic numbexr

<Ezcr=continue <F9:=L0G Plot <F10:>=FPrinter Plot

Fig. 3.12. Polynomial representation of sensitivities fitted as a functidmeadtomic number.
All used calibration standards are pure elements and are L-line emitters.

Conclusion: By intuition one could deduce from the comparison of compound.cal with
metals.cal that the later calibration is superior. This conclusitime best case holds true for
the better precision. One should rather establish calibrationswdiysion of as many
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“necessary” calibration points as possible — where the “négesdi calibration points is
imposed by unknown samples. The deeynomial fit of sensitivitiesis not recommended /
prohibited (according to QA requirements). Nevertheless, both calibfdes, compound.cal
and metals.cal, had been processed Withynomial fit of sensitivities and the relevant
calibration data for Rb was noted. The element Rb was selectedaayple, because the
examples for th&&T METHOD will need such an extension. Both calibrations wereime-r
with an order of O for the polynomiaD¢der of polynomial (0 = no fit): 0). They were not
fitted at all and the original calibration points are not biasedtsi@e of the QXAS
environment, the relevant data for Rb was pasted into the now urdalibdation files (for
further explanations see CHAPTER 4: Editing of data files).d®hblts for unknown samples
might have a higher uncertainty, but all other elements, represeyntmeasured calibration
points, are well defined.

3.2.3. Application: air filter sample

A variety of samples, e.g., organic matter, geological samples,usatily containing dark
matrix; or alloys, for which the secondary excitation needs tcobected, cannot be treated
appropriately with this METHOD.

None of these problems applies to air filter samples (aerospissited as thin film on a
suited support). The major problem with thin samples is the usuallydwnt rate for the
peaks of interest. The fit with AXIL will not be problematic, bumost attention must be
paid to the instrument blank and the blank filter material, i.e.uhstsate where the aerosols
are collected onto. The following elements were identified in gexteum of AirFilt.spe
(standard reference material SR2T83, batch #267): Si, Ca, Fe, Ni, Cu, Zn, Sr, Mo and Pb.
The scattered RIL-lines have to be included for the sake of Si, and are preferastyiloed
by energy values; the elements had been included with:

X-LINES ADD: SI CA FE NI CU ZN SR MO-KA PB 2.7 2.8 2.9

The input model AirFilt.inp describes the background as linear of ordbeduse of the
strong curvature, caused by Rhscatter region extending to Mo). Sulphur must not be
included, because of a potential interference with theLRbcatter peak. The same input
model is used to fit also the blank filter (SRR¥83 blank), spectrum Blank-Af.spe, and the
instrument blank, spectrum Instr-Bl.spe, see Figure 1.27. In the insirblaek spectrum the
elements Fe, Cu, Sr, and Mo can be identified: A molybdenum foil had ussszh for
shielding purposes, Fe and Cu are of unidentified origin, and Sr, kety, lwill originate
from a crumb, lost from a previously measured sample. Both blank@peste a comparable
shape, one can assume the sample substrate does not contribute aokh@didlems. The
comparison of the three *.asr files provides consequences. Have in imeingreviously
defined rule that peak areas, for results to be used, must excagted@hte respective blank
values. Si, Ca and Zn peak areas, in comparison with the two blankaspact be accepted.
Fe will have about 3% blank contribution. Ni, Cu, Sr and Pb intensities approximately will
be half generated by the sample but the other half is caugbeé strument - therefore their
results must not be reported. The Mo peak does not originate at all from the sample.
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Table 3.1. Net peak area for elements identified in spectra of a standaedcefgiter
material, a blank foil and the instrument blank. Elements in red colour can be used for
guantification.

Si Ca Fe Ni Cu Zn Sr Mo Pb
AirFilt.asr 160+/-6 |153+/-5/1910+/-14 |57+/-3 |152+/-4 [274+/-6|254+/-5 |387+/-8 [48+/-2
Instr-Bl.asr 22+/-3 |0 112+/-4  [37+/-3 |94+/-4 |15+/-2 |200+/-5 |381+/-7 |18+/-2

Blamk-AF.asr [8+/-11 |-34 108+/-12 |28+/-8 |64+/-10 [34+/-8 |200+/-15|401+/-24(21+/-6

A calibration file suited for this sample was generated:ilAgél. It carries the calibration
points as needed for the four elements of interest, defined lyakipration standards: Si-
wafer.asr, CaCO3.asr, Fe-Std.asr, Fe203.asr, Zn-Std.asr and ZnO.aselfsmexecessary,
all elements of interest are represented by calibration poBé&dore the AXIL result file
AirFilt.asr was used for quantification with Elemental sewisigis, the element entries of the
lines containg Ni, Cu, Sr, Mo and Pb peak areas had been erased editeithdile was saved
as AirF-cor.asr (for editing of files see CHAPTER 4: Edjtof data files). For the use with
the above defined calibration file AirFilt.cal this procedure weenecessary, but interested
readers might also use other calibration files, which would enablgenerate results for
elements that should not be reported. The tube current for the neeastrgas 40mA; as
Sample type thin sample and as concentration units: mass per unit area are applicable.

Sample: C:~QHASDEMO~ELEENS~AIRF-COR.ASR
Meazurement date: 18-27-2006

Live time: 1888 BEC

Tube current: 460.000 mA

Method is Elemental Sensitivities

Thin =zample

Analyzed elements:

El counts compound conc
81 Ka 168 [ LA 13.7%93

Ca Ka 153 Ca 1.8685

Fe Ka 1216
Zn Ka 274

+ @B.526 wgSom™2

LN + B.A38 ugscm™2

%4 Fe 2.729 x B.B32 ugscm™2
+

I+ I+ I+ I+

Zn B.191 B.885 ugscm™2

Fig. 3.13. Quantitative results for the reference standard material 2R88 (air filter),
obtained with the method Elemental sensitivities.

The reference certificate lists the concentration valuesgffil{ar). By use of the average
area (9.96cnr), as specified there, one can convert the QXAS data in ordermtpace the
results. The standard deviation in the concentration values as provid@dAsy may not be
quoted In order to establish the standard deviation, one has to preparecasdrensamples
repeatedly. From these results the average and the standard deviation nkest.be ta

Table 3.2. Comparison of results obtained with the mefflechental sensitivitieswith
certified values, in (mg), for the reference standard material SRM 279Bt¢a)r

Si Ca Fe Zn

measured 137 10.0 27.2 1.9

Certified value | 58.600+/-1.758 13.200+/-1.716 26.500+/-1.590 1.790+/-0.125
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Obviously silicon can not be described appropriately (as it isdbe some many times for
light elements). The other elements’ results compare well.

3.3. Calibration for the Full Fundamental Parameters METHOD

Demonstration files (directory \QXASdemo\FP-scatt):

[l Instrumental parameter files: Test.fpc, Soil.fpc, OrgaMatr.fpc, NBBfc
[0  AXIL result files: NBS1108.asr (directory \QXASdemo\NBS)
(1 Binder.reb

Full Fundamental Parametersis the most versatile METHOD for quantification in the
QXAS package and is suited even for completely unknown samples.aSevedes of
excitation with electromagnetic radiation in the range ofaysrcan be covered and many
parameters can be selected to match the assumptions needed dalctiations with the
experiment. The fundamental parameters approach takes into accospedtral distribution
of the excitation source, the fundamental parameters, the absorptrectioor, the inter
element effect and the detector efficiency. The sample sstfrption by the dark matrix can
be corrected by the use of the scatter peaks. Standards dreo wdstermine the geometry
factor (average instrumental constant). In theory the range of elemerdarthzg analyzed by
this METHOD is not limited or correlated to any range defifg the elements of the
standards. In principle with only one standard the METHOD can Hdeat@d. As first step in
order to run the METHOD correctly the fundamental parameter file *.fpc has tdibedle

Hint: For problems during the final calculations of instrument comstaor sample
concentrations: When after a short flash the calculation will stop bring back to the
previous COMMAND Calculations of Geometry constants/Analysis of unknown samp.
the conventional memory did not suffid&@rminate QXAS completedyd re-start it; go again
to the last COMMANDCalculations of Geometry constants/Analysis of unknown samp.
(the temporary file fundp.tmp still carries all data) and initiate thaulzions again.

3.3.1. Set-up of the instrumental parameter file *.fpc

The excitation conditions, geometry, detector characterighdsother influence parameters
are to be defined or the pre-defined files (Test.fpc, Orgafdet Soil.fpc) can be inspected
with: Set-up instrumental parameters

Full Fundamental Parameters

#* Set—up instrumental parameters
=* Specify standard-zample information
#*# Calculations of Geometry constantssAnalysis of unknown samp.

Fig. 3.14. An instrument parameter file can be defined or modified with the selection of: Set-
up instrumental parameters.
3.3.1.1. Example: Test.fpc

With Select instrument parameter filethe demonstration file Test.fpc, adequately defined
for the used setup (Sample changer spectrometer at Seibatsmnditbries), can be loaded
(directory: \QXASdemo\FullFP).
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Set—up Instrument Parameter

Select instrument parameter file
=* Create new instrument parameter file
=# Set up fundamental libraries

Fig. 3.15. An already existing instrument can be loaded with the selection of: Select
instrument parameter file.

In the FORMEXcitation Conditions, from all options forMode:, the choice oSecondary
target excitation will enable to get predefined values for the spectral Higion of the used
secondary target. The spectrometer was run with an evacualjpe sgtmamber, but the air
gap between the sample chamber exit window and the detector Brcentvindow can be
incorporated by the definition oAtmosphere: Air (instead of the more logic option:
Vacuum). The termCollimator refers to &SPECTRACEpectrometer; lucky the owners of
such an instrument — for all others there is no relevance fprselection, therefore the
calibration continues with the selectionNd collimator.

Mode :

Atmozphere: Air
Collimator: Mo collimator

Fig. 3.16. Various modes of excitation permit to select a pre-defined secondary target
arrangement.

For the excitation of the secondary target a Ag anode X raywabeused. Because it is a
diffraction type of tube the anode take-off angle will be arouhdtel Be exit window has,
according to the description of the manufacturer, a thickness ofuB00The tube high
voltage was adjusted to 3¢V (for a once established calibration this value never may be
changed). Although the scattered continuum originating from the andldsowsignificantly
contribute to the excitation, thidumber of continuum intervals, taking into account this
effect, had been defined as 50. For direct tube excitation one woukdwith a value of 200

(or slightly less, for the case of computation problems).

Parameters for B—ray Tube
Tube anode I o
Take—off angle (degree> : 4.80806

Be window thicknes=s (mm>: B.30606
Operating voltage <kU> :© 58.866
Numhey of continuum intervals: 5@

Fig. 3.17. The X ray tube used for exciting a secondary target can be specified.

The used secondary target (Rh) is irradiated with an incidefe ah45, the direction of the
emergent Rh characteristic radiation (K and L lines)ss @5, both in respect to the target
surface and defined by the collimation system.
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Parameters for Secondary Target
Secondary target material: ]

Incident angle for secondary target: 45.808
Emergent angle for secondary target: 45.0808

Fig. 3.18. The secondary target is specified by its chemical symbol addnnhand take-off
angle.

According to the available detector data sheet, the Be entrandewvof the used Si(Li)
detector has a thickness of 26n and a crystal thickness offBm. One should not expect
any information about the (Au) contact layer and Si dead lagen the data sheet; usual
values are 0.02 — 0.0gm for the contact layer (let us wish is really made of goldabse it
could be other materials, too) and 0.02 — A for the dead layer. These values importantly
influence the light element analysis; as they are so poorly knbsnatways serves as
explanation for poor results of these elements...

Detector Characteristics
Detector type: SicLi>
Be window <micron2: Z5_0000
Au laver (micron?: H.020060
Dead laver <micron>: B.10088
Active depth <{mm> : 3.0008A

Fig. 3.19. A Si(Li)-detector is specified in respect to its inicie$ficiency by its Be entrance
window thickness, the thickness of the contact layer, the dead layarebscand the crystal
thickness.

The Excitation-Detection Geometry FORM doesnot need data for the distances in
agreement with the reality, but rather defines the air pathigu® choiceAtmosphere: Air)
between secondary target and sample (the radiation travels ardguom, therefore an input
of 0 is adequate), and sample and detector (gap between detectomaiel deamber of 0.5
cm). The incident and take-off (emergent) angle is defined by thienation system, with an
average value of 45or both.

Excitation—Detection Geometry
Dist. source—sample <cm>
Incident angle <degreel

Dist. sample—detector {cmd:
Emergent angle <degreel

Fig. 3.20. The sample geometry is specified by the incident and takegtdf Both are to be
defined in respect to the surface normal. The distances between itai@xsource, the
sample and the detector entrance window need not reflect the real ainsebst are rather
the distances radiation has to travel in air and therefore imposes a specific correction.

No filter between secondary target and sample was us#er (between source and
samplg. Such a filter is often used for direct tube excitation ireotd shape the primary
spectral distribution.

The last FORMAverage Instrumental Constantwill display only zero entries for the file
Test.fpc, simply because no calibration had been performed. Foatsmgpt to quantify
unknown samples at least the lifex fluorescence: must be defined with the input of a
spectrometer relevant number. So far, only the spectrometedegasibed; by use of e.g.
Test.fpc one will be able to use calibration standards’ *.ass fite establish individual
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instrumental constants. By selection and averaging, as outlinedtheteaverage instrument
constant can be calculated, which value will be entered in this FORM in another run.

verage Instrumental Constant

for fluorecence: . WA

for coherent scattering: B . a8l
for incoherent scattering: @.000H

Fig. 3.21. The average instrumental constant values will be zero for rdtetifne the
parameters are defined. These values are to be obtained by suited taalilstandards and
have to be entered later.

3.3.2. Description of calibration standards for this METHOD

In principle a single standard can be sufficient to calibratehis METHOD, but with the
exception of exotic problems one will try to use as many stdades possible to establish the
instrumental constants. In the ideal case all calibration standalidsesult in the same
instrumental constant (different to the concept of e.gEtemental sensitivitiesMETHOD).
With the selection ofSpecify standard/sample informationfrom the SELECTOR BOX
Current Instrument Parameter File: and Select samples for quantitative analysisll
standards have to be processed. It is possible, but not necéssdmythis in one run. Not
very fortunate, because misleading, the same &sle¢t samples for quantitative analys)s

is used for both calibration and the later analysis of unknown samples.

3.3.2.1. Calibration standard example: K-KBr.asr

From the directory \QXASdemo\ASR-Stds the AXIL result HeKBr.asr was selected to
demonstrate the calculation of the potassium instrumental constant, in order to bunkdlyp f
from all calibration standards the average instrumental confstafittorescence and how to
define also individual instrumental constants.

Within the SELECTOR BOXSelect Calculation Modetoggle by use of the <space bar> to
Instru. Constants for fluorescence otherwise with the default optiorSample
concentrationsin the following the attempt will be made to treat the stah@ar unknown
sample, resulting in a crash of the program, because of the rsat festablished and therefore
missing average instrument constant.

Selecte Calculation Mode

Mode : Instru. constants for fluorecence

Fig. 3.22. In order to obtain the needed instrumental constants for fluoresesnmode:
Instru. constants for fluorescencemust be selected.

The consecutive SELECTOR BOX will offer a choio&vérage and/or Individual) that
should not be taken for a “first round” calibration, but will be neeftedthe second
calibration round. As can not be known a priori, potassium will need to loelaEs by an
individual instrumental constaninétrument constant type: Average). For the beginning all
calibration standards should only contribute to the average. Aftstamldards’ results are
available, one will decide to exclude some of them or enable indivelaalent specific
instrumental constants. Potassium is already an example féighiheslements that will be
included individually.
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Type of Instrument Constant

Instrument constant type : I

Fig. 3.23. In a first round for all fluorescence calibration standards instrumertastants
should be calculated in way that they will not written as individual constarttse *.fpc file
directly. If necessary, this should be done only after careful evaluation of all results.

The FORMInformation on sample should rather be named “information about standard”,
but bear with us. We profit again from the fact that the speduesder had been edited such
that all relevant information is displayed without search in log hobks acquisition time is
read in automatically, but the tube current has to be edited marthal date as well (of no
relevance for tube excitation). ASample type:toggle toThick sample (as for all other
calibration standards), otherwise tBample massneeded to be specified. The rest leave
untouched.

Information on Sample D:~11_MNWOUSNQEASDEMO~ASRE-STDS-K-KBR.ASR
Sample ID: For K: #3122: KBr+bhinder, SmA UC2452 _spe
Live time (sec)>: 106006d.00 Tube current (mA>: 5.600000

Date (mm—dd—yy)> = A —-A —-2088
Sample type: &m_ Conc units: WYeight percent

[
Sample mass (mg/cm™22: ©.H0000EHE
Supporting material: No support Thickness {(mg-/cm™2>: ©.0000680
Backing material: HNo backing Thickness {mg-/cm™2>: ©.00006804
Convergent value for calculation: .1

Fig. 3.24. Definition of details concerning the potassium calibration standard KakiB like
the X ray tube current and the sample type.

The consecutive FORMMenu for Setting up Options provides several options, which
should not be displayed at all ((1), (3), (8)): For a standadribt permissible to define a
(dark) matrix (1), therefore it is irrelevant, if it is known ot (3) and the sum of all
concentrations is normalized (8) for standards without exception. F&id@)ents exist as:
the optioncompoundsis rather a nice feature for samples when concentratiortisglayed
for both the elements and the compounds simultaneously. For sangpesepr by use of a
binder one would love to be able to use an entry for (4), but any inputlen tor correct for
the dilution factor will crash the program. (5) does not apply to arnlyeostandards used for
this calibration; the scatter peak calibration will be discugsé@HAPTER 8: Utilization of
the scatter peaks. The default for condary (excitation),enhancementshould not be
altered, particularly not for this calibration standard, because bromine contributes to the
potassium signal substantially by secondary excitation. (@) igmost importance, because
by toggling toThere are known-compositionsall other chemical elements of the compound
and the binder can (and must be) defined. Whether one wants to savaltiepiort or not
(9) can still be decided when the results are displayed.

65



Sample contains no matrix
Elements exist as compounds
Matrix composition is not known
Dilution material iz not used

Scatter peaks C(if uwsed? are from the same spectrum
Secondary enhancement is corrected

1TV known—compositions

Mormalization of concentrations i=s applied

Report is not surely done

Fig. 3.24. In the form Menu for setting up options the toggle field (7) mushd®ged to
known compositions for standards containing chemical elements in form of a binder.

In the FORMAnNalyzed elementof: asconstituentthe compound must be typed in such that
the element under investigation is the leading element. Biffeesults will be obtained for
KBr than for BrK! — this has to do with the calculation for secondacjtaion correction. As

it complicated to define compound standards correctly for this MBEDHfor which more
than one element should be used for calibration, it is advised tcagenifferent *.asr files
for each element used for calibration. This approach is weltéordance with the solution
for problems, sometimes encountered, for fitting more than one stasléandnt within one
ROI. Do not edit the net peak area. Eomposition the input for the KBr concentration in
the mixture of this compound with the binder can be calculated with thefute EXCEL
standards.xls file.

Fig. 3.25. Definition of the major compound forming the calibration standard KBr and it
concentration. The binder will have to be defined later.

Due to the definition of (7There are known-compositions one will have to create a file
(Edit a new file) with extension REB, defining the composition of the used binder, or one can
toggle (use the <space bar>)lbput an old file and profit from the already pre-defined file
Binder.reb. For the eager readers who want to define such a filseéhes: One will use the
utility Calculation of average atomic numberand calculate for the used binder HWC
(CsgH76N202) by input for Formula of C38H76N202 and any arbitratweight, the
concentration values for 10% of this binder.
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| Hesult E@

Compound #1  CISHTeH202 1.0000

Hr. Element 2 HWelghts Atoms
1 H 1 12.916% 350.0
2 C 6 T6.962% 190.0
3 H T 4. 724% 10.0
4 0 & 5.396% 10.0

Mean? = 15.5093

‘ Exit ‘ Continue

Fig. 3.27. Weight % results for the chemical elements contained in the used binder.

The pressed pellet consists of 81%# of KBr (4.024g) and 18.36% binder (0.9059),
therefore multiply all HWC concentration values with 0.1836; it redulthe concentrations
to be used as input in order to generate a file like Binder.reb.

Known Composzition
Ele. Percent Ele. Percent
H 2.37800008 A.0eBBAa
[ 14.13868068068 a. 888888
N A. 8700008 A.0eBBAa
1] . 22800068 a. 888888
A. eBBBAE A.0eBBAa
a. 888888 a. 888888
A.0eBBAa A.0eBBAa
a. 888888 a. 888888
A.0eBBAa A.0eBBAa
a. 888888 a. 888888

Fig. 3.26 Definition of the binder composition.

This was the last step in order to define K-KBr.asr as #@&rasibn standard for this
METHOD. One could have included many more suited *.asr files imumand define them
one after the otheCalculations of Geometry constants/Analysis of unknown sampill

initiate the calculation of the element specific geometry (instni@heconstant for potassium.

The instrumental constant for potassium in KBr is obtained as 6.988*W6te the
enhancement correction factor of 2.21, which means the K intensitgamascted with this
factor to account for the excitation of potassium by bromine.
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#1-14-2887 13:83:57

Sample identity: For K: #3122: KBr+hinder, SmA UC2452 _=zpe
Spectrum fitting data: D11 _NOUSNQEASDEMO~ASH-STDS~K-KBER.ASR
Instrument parameter data: D11 _MHWOUSQEASDEMOSFP-SCATT~TEST.FPC

Instrumental identity: Secondary Target

The szecondary target: Rh The tube anode: Ag

Tube voltage: 58. KU Tube current: 5.0HA mA
Measuring time: exxx Sec. Collimator: Mo Collimator
Filter used: Mo Filter Atmoszphere: Aip

Report of Calculated Instrumental Constants

Sample thickness: infinitely thick

Concentration Instr. constant Absorption Enhancement u

26.83 = 6.9975E-@A3 1.1848E-A3 2.2136 ]

Fig. 3.27. Instrumental constant for potassium of the KBr calibration standard.

In this manner all available calibration standards (there ismib to their number) can be
treated. For each of the forty-four *.asr files an instrumermastant for fluorescence can be
obtained: Al-Std, Si-wafer, P-KH2PO4 (for phosphorus), K-KH2PO4 (for ptiay, S-Std,
MgSO4 (for sulphur), K2CO3, K2-Cr207 (for potassium), K-KBr (fatgssium), CaCO3,
Ti-Std, TiO2, V205, Cr-Std, Cr2-K207 (for chromium), MnO2, Fe-Std, Fe2Q85td,
CoO, Ni-Std, NiO, Cu-Std, CuO, Zn-Std, ZnO, Ge-Std, As203, SeO2, BrfiiBbiomine),
SrC03, Y203, Zr-Std, ZrO2, Nb-Std, Nb205, Mo-Std, Cd-LStd, Sn-LStd, Hf-0%td,Std,
W-LStd, Au-LStd and Pb-LStd. For a detailed description see the EXCEL stamtiafidis.

Conclusion In Figure 3.28 all individual values are displayed. Several feattmasbe
noticed: Between the elements Ca and Pb the points scatter aroanerage value, (1.149
+/- 0.0435)*10’, this value is also used as average instrumental constant. One can
differentiate between the elements, contained in pure form incahbration standards,
namely elements Ti — Pb, with their sub-group average of (1+169.0215)*10"; and the
elements, contained in compounds, which automatically also have ladded, namely
elements Ca — Nb, with a sub-group average of (14/33.0543)*10". There is a
systematic difference between the two sub-groups, and not unexgectdndard deviation
for elements present in compounds is higher. As a consequence one waindsbghtly
different results, by using either only compounds or metals fdoratbn. From the spread of
the points one can conclude, the higher the total number of standardsrusaltration the
better defined will be the average value and potential troublemaketd be identified and
excluded.

For the elements below Ca, namely: Al, Si, P, S and K therecieaa tendency to lower
instrument “constant” values with decreasing atomic number. 3fs indicator that against
all efforts the spectrometer could not be described sufficiémtlhe low Z elements. For this
purpose individual instrument constants can be established for eacten¢l where a
calibration standard is available. In principle one can do thisfatsal elements, which can
be described by an average constant appropriately. The two dermondilas, Soil.fpc and
OrgaMatr.fpc make use of the individual constants for the low iexiés. For the remainder
from Ca on the average instrumental constant (established by metals and compotimely toge
Is used. The two instrumental parameter files have individual amasstor fluorescence for
the low Z elements: Al (2.70*1%), Si (5.65*10°), P (4.32*1(), S (7.24*10¢") and K
(8.575*10°).
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The incorporation of individual instrument constants is preferably aethiby editing of the
* fpc file with a suited text editor (CHAPTER 4: Editing of déitas), because for more than
one entry per element (e.g. for potassium there are four emnigsthe lasts recognized by
the program. Care must be taken that individual constants are incegobwitttin one run (all
relevant *.asr files must be selected from the SELECTOR B®&0gause all old entries (for
individual instrument constants) of a previous run are overwritten Iogva run when
Individual and/or average is selected for standards (not for samples).

Instrumental constants for the Full fundamental parameters METHOD

13
1.2 STt .
Jomimmimimieiees LR Y T . G e s T o ..o
ll T oo oo
1] kHPo, °
0.9 1 ® K.Cr0;
0.8 ] * K,CO;  pure standards av. Instr. Const.:1.165+/-0.0215 (Ti-Pb)
o Se ° compounds av. Instr. Const.:1.133+/-0.0543 (Ca-Nb)
N~
& 0.7 1 mgso,, * ker * K-compounds
8 ]
= |
= 0.6 1
0.5 - -
f . All standards average instrumental constant (Ca-Pb):
0.4 ] (1.149 +/- 0.0435) x 10e-7
0.3 -
0.2 -
0.1 -
0 T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T
10 20 30 40 50 60 70 80

atomic number Z

Fig. 3.28. Instrumental constants for all available calibration standards (Rh secotaigst
spectrometer, 5KkV). Red dots refer to pure element standards, black circles temiem
contained in compound. Potassium standards (blue dots) scatter depending on thalchemic
compound. For pure metals and compound standards different sub-group average values are
found, slightly deviating from the total average instrumental constant. Focasks the
elements Al, Si, P, S and K were not included into the averaging.

An effort was made to gain further insight for the elementphsul and potassium. The
individual instrument constants are plotted against the concentratibe m#gpective element
in the standard; as potential influence parameter also the compa@petified. In contrast to
the Elemental sensitivities METHOD potassium in KBr angCiKO; (also phosphorus in
KH,PQy, which is not included in the graph) can be treated and used for tahbido clear
trend can be found. In the ideal case all individual values would coinditiethve total
average instrumental constant.
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13

1.2 1 Instrumental constants for S in sulphur

1.1 and K in potassium compounds
] KH,PO,

0.9 ] K2Cr,04
0.8 1 KBr pure o

0.7 | ° KoCOs sulphur

X 10e-7
[ ]

06 - MgSO,
05 -
0.4 -
03-
02 -
0.1-

concentration in (%)

Fig. 3.29. Plot of the average instrumental constants versus element catioenfor
selected calibration standards, containing sulphur (red dots) and potassium (blue dots).

3.3.3. Application: bronze alloy sample

With the so far achieved calibration (establishment of the gedrstrumental constant for
fluorescence) samples with either well specified matriramatrix at all can be treated. The
scatter calibration as needed for samples containing a dark« mallribe discussed later
(CHAPTER 7: Utilization of the scatter peaks). To test thiémdion an alloy reference
standard material is well suited. There is no dark matrix contained, but theemigat effect
must be taken into account. For the details of the rather consglicafinition of the input
model used to fit bronze alloys properly the reader is refeaadeCHAPTER 6: Use of NBS
Alpha coefficients.

3.3.3.1. Use of the average instrumental constant

By use of the predefined instrumental parameter file NBg&tlo and the AXIL fit result file
NBS1108.asr (directory: \QXASdemo\NBS) the reference standatdrial NBS1108 can
serve as example. The equivalent FORMSs, as for the calibraticthd METHOD already
used, have to be passed. Feelect Calculation Mode this time the defaultSample
concentrationsis appropriate. All elements in the sample (Mn, Fe, Ni, Cu, ZnPBphare
represented by calibration standards included for the averagemesir constant (no low Z
elements) the default for thEype of Instrument Constant: Average can be used. The
FORM Information on sample will have to be edited for the tube current value ofrA
and theSample typemust be toggled t@hick sample (otherwise one would have to enter
the area related mass). The date is of no relevance foraldatien and all other fields of
this FORM can be left unchanged. The next FORBhu for setting up optionswill need
attention. The default of (1$ample containsmay not be left at its default, otherwise the
presence of a dark matrix will be expected, and together wittdaite available to the
program it will crash. So toggle t matrix. The default of (6j5econdary enhancemenis
not appropriate, it must be changedgaorrected It will be seen from the results, that it is
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important to correct for the secondary excitation. As rulénomib, the secondary excitation
correction can be selected for every sample, there is no known diszglvaThe default
Normalization of concentrations is applied (i.e. the sum of all later displayed
concentrations will be summed up to 19&) can be switched off for a first run of samples in
order to identify otherwise disguised potential problems. For allogee is a long lasting
dispute whether the normalization is allowed or not. Depending on which thartreader
belongs to, the selection should be made. After having gone throlughisalthe final
computations are initiated witBGalculations of Geometry constants/Analysis of unknown
samp(e).

18-28-2086

Sample identity: HBS1188 1B8mA vc21W? _=pe
Spectrum fitting data: C:~QHASDEMO~MBS-MB51168_AS5H
Instrument parameter data: C:-~QHASDEMO~FULL-FP-~ORGAMATR.FPC

Instrumental identity: Secondary Target

Average instrumental constant: 1.15%28E-@7

The secondary target: Rh The tube anode: Ag

Tube voltage: 5@. KU Tube current: 10.008 mA
Measuring time: 18BB. Sec. Collimator: Mo Collimator
Filter used: Mo Filter Atmozphere: Air

Report of Calculated Concentrations

Sample thickness: infinitely thick
Iterations for concentration: 3
Pre—-set convergence: .18 x Lazt convergence: .HH2 x

Ele.-line Constituent ©Concen.C(elem.? Absorption Enhancement

296.44x 12,191 ppm 4.2417E-03 2.6201
671.28:x 13.878 ppm 5.B552E-@3 2.5524
432.72x 12,189 ppm 6.8227E-A3 1.393%9

65.51+ 822 = 7.P24E-A3 1.8214

33.868: A14 = 8.7263E-A3 1.8668
4743 .83 532.381 ppm 1.1883E-A3 2.5118
47 .41+ 72165 ppm 3 .84974E-03 1.8668

Fig. 3.30. Quantitative results obtained with the Full fundamental parametér®dntor the
reference standard material NBELOS.

In the displayed results, contained in the coluemmancement the correction factor for the
respective element can be found. This can be interpreted for e.cha¥litst concentration
would be overestimated by factor of 2.6 when the correction is naedppixcept Zn and Pb
(they only enhance the other elements) all elements arerin@8deby the others in respect to
the secondary excitation substantially (Mn, Fe, Sn) or at least not negligip@u(N
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Table 3.3. Comparison with certified values in (%), for both experimentally obtaisdtsre
(average and individual instrumental constants); the concentration values aaéizeatm

Mn Fe Ni Cu Zn Sn Pb

measured (average
instrumental constant)| 0.030| 0.067 0.043 6551 33.80 0.47 0.075

measured (individual
instrumental constants) 0.032 | 0.066] 0.042 65.66 33.65 047 0.075

0.025| 0.05 | 0.033 | 64.95| 34.42| 0.39 | 0.063
+/- +/- +/- +/- +/- +/- +/-
0.001| 0.001] 0.001| 0.05 | 0.05 | 0.01 | 0.001

certified value

3.3.3.2. Definition and use of individual instrumental constants

In case one prefers individual instrumental constants also for eiemetherwise well
covered by the average instrumental constant, the individual insttalhe®nstants for the
elements Mn, Fe, Ni, Cu, Zn, Sn and Pb must be defined. Use the instianameter file
NBSalloy.fpc or, to work without predefinitions: test.fpc, but not Soildpc®rgaMatr.fpc,
otherwise their individual constants, as needed later, were owerwridue to the targeted
creation of individual instrumental constants, it is not necessarfiat® the average
instrumental constant defined for this file. As outline in the preyionly one standard can
be used per element (for more than on standard per elemenletrantée.fpc must be edited
manually for incorporating the averaged value entry, as defaill€@HAPTER 4: Editing of
data files). The pure element calibration standards’ *.asr fiesStd, Ni-Std, Cu-Std, Zn-Std,
Sn-Std and Pb-LStd, and MnO2.asr (compound mixed with binder) were edeltxt
contribute. All of them must be processed in one run.

Select unknown or standard files <=.ASR>
C:~QEASDEMO~ASR-STDS~TEMP

I J
A LN /'ﬁ"

ZN-STD.ASR
MNO2Z.ASR
FE-STD.ASR
PB-LSTD.ASA
SH-LSTD.ASH
CU-STD.ASRH

by NI-STD.ASH

Fig. 3.31. Selection of calibration standards in order to establish individual instrtah
constants, that will be written to the *.fpc file.

With the exception of the FORNype of Instrument constant where one will toggle from
the default toIndividual and/or average, all steps for establishing the individual
instrumental constants are in analogy with Calibration standard examplBr.KsK
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Type of Instrument Constant

Insztrument constant type - INLLEEL TEREETT: By T -t

Fig. 3.32. After having selected as Instrument constant type: Individual aadévage,
calibration standards will generate individual entries in the *.fpc filavidg created such
individual constants, for samples the option Individual and/or average will makefukese
constants for elements were they are available.

The finally obtained individual instrumental constantestf. constant) for the seven
standards are stored automatically into test.fpc; there is no need to sawseiltise re

The only difference in the treatment of the sample file NBS1$08as compared to
calculations using the average instrumental constant, is thai@elef Individual and/or
averagein the FORMType of Instrument constant There are no significant differences
observed between the results obtained with either average or individgiramental constants
for the standard reference material NB$08.
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CHAPTER 4. EDITING OF DATA FILES

The data files in QXAS are block-structured. Each file is dibigeblocks that are identified
by a header name with "$” as the first character and “lass The order of the blocks is
random, but within each block the data is well defined. Each program in the packafese
modifies and writes only the blocks known to that program, leavingotakr blocks
unchanged. The most important block-structured ASCII file is theisdile setup.ax, in
which all the information on the current status of the package is.giles file contains the
menu-tree of all the installed programs in the package, theajenfarmation for all these
programs and the name of the files in use by the package. Somarfiks are passed from
one run to the next so they are will be used as default. Progaamsse the same data files
without having to know all the details. Modifications to one program Heétke or no
influence on other programs. Examples, when it is necessaryfitaple to edit data files,
are many.

Note:the rigid syntax of the files has to be maintained at amy wath only a few exceptions,
like the number of space characters (separating number vaudblpe text of spectrum
headers (block $SPEC_ID:).

4.1. Editing of spectrum files (*.spe)

Many times it will be helpful, and by QA requirements it ti®sgly recommend, to modify
the *.spe file header, that should carry information in order to unigdehtify a spectrum
when working with AXIL. This information is further passed on to thsult file (*.asr) as
used for all quantitative METHODs.

Example:in As203.spe (directory \QXASdemo\SPE-Sts), the otherwiseyeimptfollowing

the header identifie8SPEC_ID:, was edited such that the identification number from the
sample preparation log book, a brief description of the standard fteetfjbe current and the
spectrum name from the spectrometer log book will be displayed, tvbdite is loaded into
AXIL.
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File Edit Wew Insert Format Help
DEzE £ #
$SPEC_ID:
#3121: A3Z03+bhinder Smi ch‘}lE.spE|
$DATE MEL:
0O0-00-2000 00:00:00
SMELS TIM:
25 1000
GPELES:
1
33 1 10.532 51815, 228. .54
For Help, press F1 MR

Fig. 4.1. WordPad representation of the file As203.asr. Text in red refetlsee changes
made to the original file.

Example: For spectra acquired with an ORTEC MCA a problem was encouritesieds
revealed for source excitation, when the so-called decay comdstito be calculated. The
date format in the spectrum header is differently defined ascexpdy QXAS. For the
example Cr.spe (directory \QXASdemo\Cd-109\SPE-INP), measutbdod-109 excitation
source, the modification should be:

$SPEC_ID: $SPEC_ID:
Cr-Std 12/7/06 cd0002.spe Cr-Std 12/7/06 cd0002.spe
$SPEC_REM: $SPEC_REM:
DET# 1 DET# 1
DETDESC# NAALXRF-GUEST1A MCB 9 DETDESC# NAALXRF-GUEST1A MCB 9
AP# Maestro Version 6.01 AP# Maestro Version 6.01
$DATE_MEA: $DATE_MEA:
07/12/2006  16:33:50 = 07-12-2006  16:33:50
$MEAS_TIM: $MEAS_TIM:
100 102 100 102
$DATA: $DATA:
02047 02047

0 0

0 0

0 0

etc. etc.

4.2. Editing of calibration files (*.cal)

The stepPolynomial fit of sensitivitiesis not recommended / prohibited (according to QA
requirements). Nevertheless, a calibration file *.cal (direct@QyASdemo\EISens) can been

processed withPolynomial fit of sensitivities and the relevant calibration data, for Rb
(7.01E+004+/- 4.36E+003), as an example, must be noted.
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5 .17E+@A4
5 .81E+@04
6 .36E+004

7 .01E+804
?.67E+804
8.83E+804

3.22E+883
3.62E+883
3.26E+883
4.36E+883
4. 72E+883
5.5HE+883

5 .21E+B@4
5 . 64E+AB4

7?.86E+B84
8.66E+B84

3 .34E+882
2 .66E+B82

3.62E+B02
4. 25E+882

7 .568E+A84

5.91E+083

?.22E+084

4.89E+002

Fig. 4.2. Interpolation of Rb obtained with Polynomial fit of sensitivities.

Next, the calibration has to be re-run with order O for the polyn@néef of polynomial
(O=no fit): 0). Consequently the calibration points are not fitted at all aedotiginal
calibration points are not biased. Finally, outside of the QXAS envirofrtiee relevant data
for Rb is pasted into the now unfitted calibration file and the totehber of available

sensitivities § CAL_SENS)) is increased from 22 to 23.

SecTarget-Rh
45.0 45.0 1.4142 1.4142

16 1 1.346E+003 5.922E+002
19 1 2.120E+003 3.286E+002
20 1 3.805E+003 2.130E+001
22 1 6.640E+003 3.760E+001
231 8.617E+003 5.403E+001
24 1 1.164E+004 3.676E+001
251 1.217E+004 7.200E+001
26 1 1.749E+004 8.758E+001
27 1 2.061E+004 1.265E+002
28 1 2.599E+004 1.196E+002
29 1 2.946E+004 1.506E+002
30 1 3.561E+004 1.744E+002
32 1 4.414E+004 2.205E+002
331 4.745E+004 2.141E+002
34 1 5.211E+004 3.336E+002
35 1 5.554E+004 5.785E+001
38 1 7.864E+004 3.621E+002
39 1 8.661E+004 4.251E+002
40 1 9.217E+004 4.890E+002
41 1 1.055E+005 5.384E+002
42 1 1.152E+005 5.617E+002
82 2 2.874E+004 1.691E+002

$EXP_COND: $EXP_COND:
0 0

09-28-2006 09-28-2006
00 00

SecTarget-Rh
45.0 45.0 1.4142 1.4142

20.600 20.600
50.00 0.00 50.00 0.00
$STAND: $STAND:
24 24

etc. etc.
$CAL_SENS: $CAL_SENS:
22 23

16 1 1.346E+003 5.922E+002
19 1 2.120E+003 3.286E+002
20 1 3.805E+003 2.130E+001
22 1 6.640E+003 3.760E+001
231 8.617E+003 5.403E+001
24 1 1.164E+004 3.676E+001
251 1.217E+004 7.200E+001
26 1 1.749E+004 8.758E+001
27 1 2.061E+004 1.265E+002
28 1 2.599E+004 1.196E+002
29 1 2.946E+004 1.506E+002
30 1 3.561E+004 1.744E+002
32 1 4.414E+004 2.205E+002
33 14.745E+004 2.141E+002
34 15.211E+004 3.336E+002
35 1 5.554E+004 5.785E+001
37 1 7.010E+004 4.360E+003
381 7.864E+004 3.621E+002
39 1 8.661E+004 4.251E+002
40 1 9.217E+004 4.890E+002
41 1 1.055E+005 5.384E+002
42 1 1.152E+005 5.617E+002
82 2 2.874E+004 1.691E+002

Rubidium results for unknown samples might have a higher uncertaintyalbwather
elements, represented by measured calibration points, are well defined.

4.3. Removing element entries from *.asr files

For the sake of an appropriate fit sometimes elements havartolloged but for final results
as obtained by quantitative METHODSs should be suppressed: Withimmadl&0OI all peaks
must be defined in order to enable an optimized fit. One examplgfess an element from
a report is the use of energy values instead of an element s{@ndpoK-LINES ADD 2.7
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2.8 2.9instead ofRH-L). Alternatively, all necessary elements are includedHerfit, but
the *.asr file can be edited. E.g. the air filter spectrunfiRispe was fitted with all elements
as identified by peaks, but due to the problem with the blank spesiuaral elements’
entries were removed from the original AirFilt.asr file ¢dilory \QXASdemo\ElSens) in
order to suppress the mistaken use of results for elements that should not be quoted.

$SPEC_ID:
Ref Std: SRM2783, #267, 40mA vc2406.spe
$DATE_MEA:
00-00-2000 00:00:00
$MEAS_TIM:

1000 1000
$PEAKS:

9
14 1 1740  160. 6 7 3
20 1 3691 153 5. 1.2 8
26 1 6399 1910. 14. 25 5
28 1 7472  57. 3 8 2
20 1 8041 152 4. 20 6
30 1 8631 274 6. 1.2 7
38 1 14142 254, 5 6 3
42 1 17.443  387. 8. 13 3
82 2 10542  48. 2. 12 9

Consequently the edited version AirF-cor.asr will only enableetoggantitative results for
the elements Si, Ca, Fe and Zn. Edit also the total number of dugmee net peak areas
($PEAKS:): from 9 to 4.

$SPEC_ID:
Ref Std: SRM2783, #267, 40mA vc2406.spe
$DATE_MEA:
00-00-2000 00:00:00
$MEAS_TIM:
1000 1000
$PEAKS:

14 1 1.740 160. 6. 4
20 1 3.691 153. 5. 1.2
26 1 6.399 1910. 14. 25
30 1 8631 274. 6. 1.2

~ 0100 W

4.4. Individual instrumental constants in instrument parameter files (*.fpc)

Individual instrumental constants are used forRb# Fundamental ParametersMETHOD

at least for low Z elements. The METHOD inherent approach topocate these constants
will only allow for one standard per element. A way to overcomesthistcoming is to edit
instrument parameter files, e.g. Soil.fpc or OrgaMatr.fpc. fisgumental constants for the
standards of relevance for this problem are obtained from thefitemsrAl-Std, Si-wafer, P-
KH2PO4 (for phosphorus), K-KH2PO4 (for potassium), S-Std, MgSO4 (for syjphur
K2CO3, K2-Cr207 (for potassium) and K-KBr (for potassium). For Al (2.780%1GBi
(5.65*10%) and P (4.32*18) the constants could also have been generated by the program
directly, but for sulphur two standards are available: S-Std (7.78*dfd MgSO4 (6.70*10

8 for potassium even four standards: K-KH2PO4 (9.6#1k2C0O3 (8.26*10), K2-
Cr207 (9.37*1¢) and K-KBr (6.999*1F). For sulphur the average constant 7.24*1for
potassium the average constant 8.575*1I be used. The entries to be incorporated have to
follow strictly the syntax rules for the *.fpc files.
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$INDIV_INSTRU_CONSTS: $EXCIT_MODE:
13 1 2.70E-08 1

14 1 5.65E-08 $EXCIT_DATA:

15 1 4.32E-08 47 4.00 3.000e-002
16 1 7.24E-08 + 50.00 50

19 1 8.57E-08 45 45.00 45.00 74

$EXCIT_SPECT:
1.2753E+010 20.216
6.6932E+009 20.074
2.4509E+009 22.724
1.2578E+009 22.699
6.1308E+008 23.173
1.7610E+007 2.916
1.0322E+007 2.892
1.8506E+006 3.364

$INDIV_INSTRU_CONSTS:
13 1 2.70E-08
14 1 5.65E-08
15 1 4.32E-08
16 1 7.24E-08
19 1 8.57E-08
$EXCIT_MODE:

1

$EXCIT_DATA:

47 4.00 3.000e-002
50.00 50

45 45.00 45.00 74
$EXCIT_SPECT:
1.2753E+010 20.216
6.6932E+009 20.074

etc. 2.4509E+009 22.724
1.2578E+009 22.699
6.1308E+008 23.173
1.7610E+007 2.916
1.0322E+007 2.892
1.8506E+006 3.364

etc.

4.5. File format of (*.asr) files as expected by the NBS METHOD

The original AXIL result file of the copper -calibration file uétd.asr (directory
\QXASdemo\ASR-Stds) as expected by other quantitative METH®Det adequate for the
NBS alpha coefficientdVETHOD.

$SPEC_ID:
Cu 100% 5mA vc2099.spe
$DATE_MEA:
00-00-2000 00:00:00
$MEAS_TIM:
40 1000

$PEAKS:

1

29 1 8.041 50520. 226. 1.6 7

Certain other element entries, as imposed by the elements fotimel inknown samplend
also in the other calibration standards must be represented byHoNesving the syntax of
*.asr files, their atomic number, an entry of either 1 or 2 - ftineeiK, or Ls-peak
representation, its characteristic energy, the net peakitretandard deviation established
during the AXIL fit and the individual Chi square value must be coathi Of relevance is
the net peak area. As another complication the copper calibrattmtasiehad been measured
with 5 mA tube current, but the sample with d@A. TheNBS METHOD can neither handle
variable tube current nor decay corrections for the caseunfe excitation, therefore the net
peak area is multiplied by a factor of 2, in order to correchéoeixpectation value at the
double current. Edit also the total number of fluorescence net peak $PEAKS:): from 1

to 7. Instead of a value of 0.0 for the net peak area for the miethat had to be included for
the sake of the program, the (lowest possible) value 0.1 was c&nitererder to suppress
warning messages. No attention was paid to the standard deviattb@hasquares, none of
them is used. All these alterations to the original file had baeed as Cu-NBS.asr (directory
\QXASdemo\NBS), now ready for creation of a correct standasdrigition file Cu-NBS.std.
In analogy all other *.asr files as needed for the calibratiad been edited, with the
exception of NBS1108.asr, which represents the reference standarthhéBS 1108, and
has all seven elements present in the spectrum.
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$SPEC_ID:
pure Cu 5mA vc2099.spe "Intx2"
$DATE_MEA:
00-00-2000 00:00:00
$SMEAS_TIM:
40 1000
$PEAKS:
7
26 1 641 0.1 0. 0.
28 1 747 0.1 0. 0.
29 1 8.041 101040. 0. 0.
30 1 8.64 0.1 0. 0.
82 2 1054 0.1 0. 0.
50 2 344 0.1 0. 0.
25 1 589 0.1 0. 0.

4.6. Source description files (*.sou)

During the use of the METHODIBS alpha coefficientsand for the utilitylncident and
take-off anglessource description files (*.sou) have to be loaded. Such files hale to
created and filled with relevant data. Most important are théeerftsr the correct incident
and take-off angle in respect to the sample surface and the assumed digcinalion of the
primary radiation exciting the sample. As a speciality of fihe type instead of energy values
for the description of the primary spectrum of, e.g. the secontdeaggt or the radioactive
source, corresponding wavelength values in (Angstrom) must be usedombersion is
rather simple:

12396
E(keV)

A(Angstron) = (4.1)

Example:For the Rh secondary target with K-energy values of 20k&EM\6 (Kqq), 20.074
keV (Ka2), 22.724keV (Kp1), 23.173keV (Kg) and 22.699%eV (Kgs), which were
converted with the above formula, and using the respective relatesities the file Rh-
K.sou was created (directory \QXASdemo\NBS).

$IDENT:

Rh secondary target (K-Lines), Ag anode - 50kV
RH

50.

$GEOM:
45.,45.
$CONTINIUM:
2

1.,0.

1.2,0.
$CHARLIN:

5
.61318,53.65
.61752,28.15
.54550,10.32
.54610,5.30
.53493,2.58

Example:For the excitation with the Cd-109 source, emitting silver Katamh (treated as K
and Kg) and ay-line of 88 keV the source description file Cd-109.sou (directory
\QXASdemo\Cd-109) is adequate — but only for the geometry of the apsstirometer. It
contains the angles as found by the Monte Carlo approach implennetiecdutility Incident

and take-off angles, Geometry constants, *.sen file
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$IDENT:
Cd-109 annular source: incident/take-off angle: 75. 0/77.0 degrees
Cd 109

0.

$GEOM:
75.0,77.0
$CONTINIUM:
2

1.,0.

1.2,0.
$CHARLIN:

3
.5608,82.770
.4961,17.230
.1408,3.74

4.7. Editing of *.asr files to bring the scatter peak information obtained with the
COMMAND SCAT_ROI to a format expected by quantitative METHODSs.

Three different approaches for obtaining the scatter peak infermeadre proposed
(CHAPTER 7), others exist. The use of the AXIL COMMANEZAT_ROI will not fit the

scatter peaks, but sum up the channel contents within the ROI. Unfelyusating of the so
obtained peak areas is not in the format as expected by thetaiaatMETHODs. When
this approach is utilized, it is advisable to edit the so obtained fil@sFor the example of
the spectrum HWC.spe (directory \QXASdemo\FP-scatt\SPEtettewith the input model
HWC-3.inp (directory \QXASdemo\FP-scatt\INP), the file HWCsB.a (directory
\QXASdemo\FP-scatt) has to be manipulated in order to obtain the standardizéite*.as

$SPEC_ID:
HWC-binder 50/40/1000 vc2401.spe
$DATE_MEA:
00-00-2000 00:00:00
$MEAS_TIM:
1000 1000
$COH_SCAT:
0
1615. 1670. 491253. 0. 491253. 701.
$INC_SCAT:
0
1250. 1610. 3557881. 0. 3557881.  1886.

$SPEC_ID:
HWC-binder 50/40/1000 vc2401.spe
$DATE_MEA:
00-00-2000 00:00:00
$MEAS_TIM:
1000 1000
$COH_SCAT:
1

45 1 20.167 491253. 701. 0.0
$INC_SCAT:

1
45 1 19.401 3557881.  1886. 0.0
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CHAPTER 5. EMISSION TRANSMISSION METHOD
References: [54], [27], [28]

The EMISSION TRANSMISSION (ET) METHOD is restricted tointermediate thick
samplesin terms of XRF (in practical terms they have to be léss t1 mm thin). This
technique corrects adequately the absorption caused by thosentslemvhich are not
recognized by characteristic lines in the spectrum -dainle matrix

A carefully selected irradiator, the so called target firacteristic lines should not interfere
with the ones of the sample), is positioned at the backside of the unkaowtesand is
excited by the excitation source. In a second measurement tipdesamemoved and the
irradiator is kept at the same position. Finally the unknown sarmspkxgited in a third
measurement without the irradiator. As a consequence three feasare needed in order to
analyze unknown samples with an unspecified matrix. The intensity ratios of thetehatic
lines of the target are used to calculate the energy depenggnk absorption and, by
interpolation, absorption correction factors for selected elemettige isample. The target can
either be a pressed pellet, mixed from simple compounds, or a geteoélement standards
(metals) can be used instead. The sample element rangenieddbji the first and the last
target element, for which the absorption correction factors &alated. When the intensity
ratio for a target element becomes too high, it is not considi@rdide absorption calculation;
the sample element range will become narrower. As basic pgsanof this METHOD the
excitation source must be monoenergeli fulfil this requirement, at least partially, either a
secondary target set-up or isotope source excitation has to be hesdT TMETHOD is
applicable with good precision for fluorescing elements in the minor and teanerdlrange.

The calibration for this METHOD is to be established with thETHOD Elemental
sensitivitiespreviously and is loaded into this METHOD wiBelect calibration file

Certain measuring parameters must be defined by activaiihgnge Measuring
Parameters If applicable, for source excitation, the half-life of the i@ton source is
defined with an input foHalfL . (in days), which will correct for the decay of the exatat
source in between the calibration and the measurement of unknown samptes. and
Emerg.A. refer to incident and take-off angle in respect to the sampiace ands.Diam.is
the diameter of the sample (in cm). For tube excitation tisetfeei possibility to measure the
unknown sample’s spectrum with a different (higher) curr€ut;(S), than the target plus
sample and target only spect@uf(T) ).

With Select Files for Analysi} three SELECTOR BOXes open consecutively, and an *.asr
file has to be choose in this order:

[l sample *.asr file from first boxSelect Sample file (*.ASR)
[l target *.asr file from second bo$¢lect Target file (*.ASR)
[l sample plus target *.asr file from third bd&elect Sample + Target file (*.ASR)

There is no consistency check! An input for the sample mass in (g) is needed.

Define File to Save Analysis Resultenables to create an already previously created file for
saving the results (*.arp) or to retrieve a new one.
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Warning: Such a filemust becreated / selected before the final calculation step — otberwi
the program will crash QXAS during the calculations fornbgtsample.

With an applicable calibration file loaded, the measuring paemebrrectly defined, three
appropriate *.asr files loaded and the mandatory definition of thdtréle, the absorption
correction calculation can be initiated witerform calculation of Concentrations A list of
proposed target elements together with their net peak areas poplseupsér has to select
appropriate elements for the absorption correction calculation, &lgreents should be
omitted. At least three entries have to be marked. For a too bggrpgion for a target
element, which is more likely for elements with lower atomimmber, it will not be used for

the calculation. l.e., when the ratio|'®9/|t¥esamles 90 (equivalent to
In(In(| t9et/ | tareet+samele) > 1 097, For the other elements a linear regression of the form

In(In(a)) versus InE) (attenuation coefficierd, energyE) is displayedFact is the sample self
absorption correction factoB¢th: logk and LgE) stand for the natural logarithm.) When the
regression coefficientrégresg is smaller than 0.99, usually one or more elements will be
removed from the list. A higher standard deviatistd¢\) value is usually only an indicator
of what can be already seen in the plot: the target elemens gogiter around the fitted line.
The expectation value for ttedopeis around 2.8. Rather crypti€riter Element to start
iter.:), the chemical symbol of an element can be entered for whichgancedrection should
be considered. The edge correction refers to the sample and sealsesfor elements with
concentration values expected to be greater thé&® (such a correction will be applied only
after a first run without any edge correction). It appliesh® gelected element and to all
others in the sample with lower atomic number.

5.1. How to compose the target?

In the ideal case one would mix a target according to the sappttrum of a certain class of
samples. For many users this is a bit unrealistic, one willllyswma to find a compromise.
First of all one has to get a chemical compound containing a flilogesiement with rather
low atomic number which is not present in the sample. The loweharscteristic line energy
the better; with the constraint that the line is “not completabgorbed when passing through
the sample. Usually potassium and calcium are present in sasyf#sjr and chlorine lines
will usually suffer already too much from absorption. Potentiabidates are Sc, Ti, V or Cr.
The concentration of this compound must dominate the target compositiasthéil target
elements should cover uniformly the sample spectrum in terms ofyergeferably with
decreasing concentration with increasing atomic number. They shotuloe present in the
sample, at least not dominant, like e.g. Fe in reference stam#aedial Soil 7. In principle
the METHOD accounts for these coincidences, the sample contrilmisobtracted from the
sample plus target spectrum, but a higher uncertainty for starlyet element can be related
to this fact.

5.1.1. Example: Targets B-F

The approximate composition of five targets (B, C, D, E, F), w#bpective spectra,
TargetB.spe — TargetF.spe (target T1 is identical to TRrdeut different spectra were
recorded), is: V= 42 % (V205), Co= 7 % (Co0), Cu= 5 % (CuO), Se= 1 % (Se02),
Sr=0.3% (SrCO3), Mo= 0.3 % (Mo00O3), with 5% binder (HWC, as $§HsN205)
added. TargefA has a similar composition, with slightly different concentnasi, but Sr is
missing. All concentration values had been selected to have compaegadiies for the target
element peaks with a representative sample (intermediateSbitk’ pellet) in front. After
careful mixing of all components the six pellets were pressed witiori® weight.
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Table 5.1. Concentration values for elements in synthetic targets B - F andiacdumse
and tube current for the accumulative "target”.

Targets B - F (#3114-3118)
V (V205) Co (CoO) Cu (CuO) Se (Se®@ Sr(SrCQ) Mo (MoGs)

concentration (%) 42.58 7.47 5.31 1.35 0.28 0.32
pure metals
Ti Cr Co Cu Ge Mo

live time (s) / tube

400/ 40 50/40 30/10 25/5 10/5 4/5
current (mA)

5.1.2. Example: Accumulative counting of pure targets

As alternative approach to the preparation of a suited compound tasyédyget and target
plus sample measurements can be replaced by pure (metal) tacgetsilative counting. For
the example spectrum TMetal.spe as first target elemenTittwalibration standard was
measured for 40 with 40 mA tube current. The Ti was replaced after the first
measurement by Cr, but its spectrum was counted onto the Ti spéotraxtra 50s with 40
mA. After Cr was replaced by Co, the spectrum was acqugeath dor 30s with 10 mA.
This was continued in the same manner for Cug25 mA), Ge (10s, 5 mA) and Mo (4s,

5 mA). The accumulative spectrum, containing all the lines of the daslements was
totally counted for 51%. The same procedure was repeated, but for the second round (with
equal counting times and current settings for all standards) dteample (Soil7) in front.
The settings for the live time for the individual “target” elesehad been selected to have
comparable counts in the peaks of the “target” plus sample indpaatrum, the tube current
was modified to adjust the dead time.

5.1.3. Example: Sample Soil 7 and target T1

Demonstration files (directory \QXASdemo\ET):

[] Calibration file:.Soil7.cal

[l Spectra: Soil7-1.spe, T1l.spe, S7-1_T1.spe (directory \QXASdemo\ET\SPE)
[0 Inputfiles: S7-1.inp, Tl.inp, S7-1_T1.inp (directory \QXASdemo\ET\INP)

[l  AXIL result files: Soil7-1.asr, Tl.asr, S7-1_T1.asr

The sample was pressed as pellet with @b diameter and consists of equal parts of the
reference standard material IAEA Sailand binder. As binder HWC (chemical formula:
CsgH76N202) was used. The total mass of the intermediate thick pall€.1055g. The
sample spectrum Soil7-1.spe was acquired for 1§00ith a tube current of 4MA. For the

Rh secondary target the incident and take-off angle aterépectively. The path length in
airis 0.5cm.

In the fit model (S7-1.inp) the matrix of the sample was def{e@d% HWC, 50 % Soil 7).
The characteristic lines of the following elements had been included:

X-LINES ADD: SI K CA-KA* CA-KB* TI MN FE-KA* FE-KB* CU ZN RB SR'Y
ZR-KA NB-KA PB AS
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Note: Description of sample SOIL 7, used to acquire Soil7-1-spe, and thenmqolal details
to generate Soil7-1.asr can be found in the EXCEL soil7_description.xIs file.

Due to the dominance of Ca and Fe, both element entries werengplt, and ks and the
escape peaks and peak shape corrections were included. Furéhfmibe sake of Si the Rh
L scatter region had been defined:

X-LINES ADD: SUM 2.7 2.8 2.9

As will be seen from the later obtained results, silicon needetbrim¢ included, therefore
also not the RHL scatter region, but for the time being one is interestedeisdéhaviour of

this METHOD to lowZ elements. There are blank problems with the element copper; it
resulted in a count rate of 0.1 counts/second — definitely not 10 timlesr tilgan the Cu
instrument blank value. Not included were elements like: Cr, bechedeéetks escape peak

will potentially mislead its quantification; Ni, because of greximity to the strong Fe&g
signal; Kr, because the peak at 1X&V is rather PbLg. The AXIL fit result was saved
under Soil7-1.asr.

Gpectrum S0ILY-1.5PE Iteration 3: Chi3quare = 1.4: Dif = .00
3104 :50il7+binder: 0.1055g dilution factor: 1.99 40mA wvc2l5
Display

BEG=

beg chan
END=

end chan
MIN=

min cnts
MAaX=

max cnts
ROI
SFECTR
RES IDUAL
LIN

LOG

R
e
=
H
d
w
a
1

1588 28688 GO
Channel Humkexr CAMCEL

>>DISPLAY RESIDUAL _

Fig. 5.1. AXIL fit of Soil7-1.spe.

The spectra of the target (T1.spe) and target plus sample (R7speYwere measured with a
tube current of 40mA. The spectrum for the sample (Soil7-1.spe) was acquired for 000
live time, whereas the target and target plus sample speera acquired for 20,
respectively.

Note: Description of the target used in combination with the Sodample, and the input
model details to generate Tl.asr and S7-1 _Tl.asr can be found IrEXGE&EL
targetl description.xls file.

The target was fitted with splitdand K lines and peak shape corrections (input model files
Tl.inp, S7-1_T1.inp):
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X-LINES ADD: V-KA* V-KB* CO-KA* CO-KB* CU-KA* CU-KB* SE-KA* SE-
KB* SUM

For Sr and Mo no peak shape correction exists, they were included with:
X-LINES ADD : SR-KA+ SR-KB+ Mo-KA
The fit results were saved under T1l.asr and S7-1_T1.asr.

Spectrum TARGET1.SPE Iteration 4: ChiSquare =
Target#l: U/Cu/Cu/SEﬁSr/ﬂu uvcZ176.spe
i Axil

LOAD
STOP
DISPLAY
ROT
CALIB
X-LINES
KLM-MARK
FIT
REPORT
SAVE_RES
PLOT
eBATCH
BACKGRHD

=033y OSN3 200

SCAT_ROI

1588 2888
Channel Humhber G0
G

CANCEL

Fig. 5.2. . AXIL fit of T1.spe.

A calibration file Soil7.cal suited for the sample was creatgd the METHODEIlemental
sensitivities Twenty-one calibration standards’ *.asr files were includedveder, K2CO3,
K-KH2PO4, CaCO03, Ti-Std, TiO2, MnO2, Fe-Std, Fe203, Cu-Std, CuO, Zn-Std, ZnO
As203, SrC03, Y203, Zr-Std, ZrO2, Nb-Std, Nb205 and Pb-LStd. All elen(exitspt Rb)
identified in the demonstration sample can be represented byntdeomntained in at least
one calibration standard. The Rb sensitivity valué7dE5 +/- 0.241)*10 had been obtained
(Polynomial fit of sensitivitieg from the optimum fit with a linear polynome of order 4,
weighted option. After the polynomial fit the calibration was teditwith order 0 (no fit), in
order to use the original calibration points data. Finally the Rb wahge pasted into this
calibration file.
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Current calibration: D:si1_MNWOUSQEASDEMO~ET-~SO0ILY.CAL

#* Select calibration file

#* Change Heasuring Parameters

Select Files for Analysis
#* Perform Calculation of Concentrations
#* Define File to Save Analysiz Results

alibration Data

Filename: SOILY.CAL
Created: A?-28-—2006
Excit.: SecTarget—R
kU: 5@
Mr_.of St: 15

Elements:
K-line=s: 85i ... Hh
L-Linez: Ph ... Fh

Arrows: move selector box; <CR>: select item; <ESC» exit

Fig. 5.3. After the selection of the calibration file and definition ehsuring parameters,
three relevant *.asr files must be loaded.

After having selected the correct files and entered the samass, all proposed target
elements (V, Co, Cu, Se, Sr and Mo) will be selected.

Current calibration: D:x11_HWOUSQRASDEMOSET-SOILY.CAL

Select calibration file

Change Measuring Parameters

Select Files for Analysis

Perform Calculation of Concentrations
Define File to Save Analysis HResults

rSelect Peaks for Abs.Calc.
e i I 195635
27 Co 44822
* 29 Cu 5518A@
34 Be 47689
* 38 S»r 20894

alibration Data

Filename: S0ILY.CAL
Created: B?-28-2006
Excit.: SecTarget—R
kU: 58
Mr.of St: 15

%

W&N@&@@J

\N!I&

Elements:
K-linez: %1 ... Wb
L-Linez: Ph ... Fh

-
L

Fig. 5.4. Relevant target elements must be selected.

The absorption correction calculation doest depend on the selected calibration file. All
target elements are accepted, although the parameter for=V233), Lg(Lg(A)) = 1.094 is
already very close to the threshold limit of 1.097 for rejection. Slbpe (= -2.543) is not
close to the expected value of 2.8, the regression coefficegreés:0.997) and the standard
deviation étdev: 0.076) for the fit are good. The edge correctiBntér element to start
iter.: ) was applied from Fe on.
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Lg(E)  Lg(Lg(A)) Fact

4.950 1.094 3.285
6.925 0.267 1.814
8.041 -0.022 1.527
11.208 -0.874 1.210
14.142 -1.475 1.113
17.443 -2.155 1.065

zlope: -2.543
intercept: 5.212
regress:  0.997
stdev: 0.076
1.80 2.80 2.20 2.4@ 2.60 2.80
Log E

ficcept (y-nl7? y

Enter Element
to start iter.: Fe

Fig. 5.5. The absorption correction factors are calculated at the energiéseadccepted
target elements. Criteria to judge the calculation are the slopagetjression coefficient and
the standard deviation. A discontinuity in the absorption behaviour of the saaydedcby
an element present in higher quantity can be taken into account.

The results for Si, K and Ca have to be ignored, because the METd®Dot calculate an
adequatd- factor for them: The target consists of the fluorescing eitsné - Mo, therefore
silicon, potassium and calcium are out of range for an appropriate absorptiotia@orrec

ANALYSIS-REPORT Date: 11-/87-86

Sample: #3184:50il17+binder: B.1855g dilution factor: 1.99 48mA vc21597
Hethod: Emission-Transmission Hass C(g-ocm2>: B.B8215

Element Energy counts Concentration Error F

1397 25.62 wx 1.99 45 7293
2384 1.19 wx a.17
66736 13.71 wx i.84
2478 1766.3 ppm 125.3
1869 1 ppm 22.5
185429 43 wx a.a7
165 -7 ppm .
1152 .5 ppm
188 .5 ppm

1.
3.
3.
4.
5.
6.
8.
8.
H.

P ek ek B2 B2 W 22
R

Fig. 5.6. Quantitative results for an intermediate thick pellet of riéference standard
material Soil 7 mixed with HWC as binder. A dilution factor of 1.99 applies. Sample elements
not within the range spanned by the target elements must be disregarded.
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5.1.4. Example: Sample Soil 7 and target Tmetal

Demonstration files (directory \QXASdemo\ET):

[l Calibration file: Soil7.cal,

[l  Spectra: Tmetal.spe, S7-1_Tme.spe (directory \QXASdemo\ET\SPE)
[0 Input files: Tmetal.inp, S7-1_Tme.inp (directory \QXASdemo\INP):

[0  AXIL result files: Soil7-1.asr, Tmetal.asr, S7-1_Tme.asr

As alternative the accumulative spectra with the artifiecdumulative “target” can be used
for the establishment of the absorption correction. The specthe datget (Tmetal.spe) and
target plus sample (S7-1_Tme.spe) were measured with varyinguuteat (5, 10 and 40
mA) depending on the metal standard, acquired for $ir®total, respectively. A tube current
value of 40mA is assumed to be representative, although not used for alireeents. The
target plus sample spectrum, S7-1_Tme.spe, is fitted with the mied&7-1_Tme.inp. The
target spectrum Tmetal.spe (two model files for split ROIsielal.inp and T-metal2.inp) is a
typical example where the fit, even with highest order of itheat background, splitting of
lines into KA* and KB* (peak shape correction included), and two ROIsgie a bad
individual Chi square value for Ti. In principle pure elements’ifcalion standards) spectra
input models can be well defined, but for the accumulative spectrumdnadual treatment
is possible. Again Soil7.cal is used for calibration. For the sameplesentation the previous
Soil7-1.asr is used.

Current calibration: C:SQEASDEMOSET-~SOIL?.CAL

Select calibration file

Change Measuring Parameters

Select Files for Analysis

Perform Calculation of Concentrations

Define File to Save Analusis Results

alibration Data

E
E
E
k3

Filename: S0IL7?.CAL
A7-28-2006
: SecTarget—R
: 58
= 13

Elements:
K-line=zs: 8i ...
L-Lines: Ph ...

Fig. 5.7. After the selection of the calibration file and definition ehsuring parameters,
three relevant *.asr files must be loaded.

The proposed target element Pb will not be selected, becauséidrachcluded for the sake
of the spectrum fit with AXIL (lead is a contamination for this measurement)
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rSelect Peaks for Abs.Calc.
* 22 Ti J6EBA6n2 g
Cr 183234
Co 4[5 2
Cu 263681

Ge 15683

Fig. 5.8. Relevant target elements must be selected.

During the absorption correction procedure the target elemesst réjeécted, Cr is then the
first target element. The iron (and elements with lower mtamumber) edge correction
(Enter element to start iter.:) was applied with the input of Fe.

Elem. Lg(E) Lg(Lg(A)) Fact

24 5.412 0.865 2.873
27 6.925 0.237 1.799
29 8.041 -0.026 1.489
32 9.875 -0.614 1.256
12 17.443 -Z2.486 1.047

slope: -2.877
intercept: 5.842
reqress:  0.991
stdev: 0.147

Y |

1.880 2.88 2.28 Z2.98 2.68 =2Z.88
Log E

fAccept (ysm)7 y

Enter Elemnent
to start iter.: Fe

Fig. 5.9. The absorption correction factors are calculated at the energiéseadiccepted
target elements. Criteria to judge the calculation are the slopegetression coefficient and
the standard deviation. A discontinuity in the absorption behaviour of the saaydedcby
an element present in higher quantity can be taken into account.

In order to compare the results with the certified valueshiitwo kinds of targets, one has
take into account the dilution factor of 1.99. No wonder, the results fd¢, $ia are out of
competition, because non of the two target approaches can handldsoeptian correction.
Ti (by target T1), Zn, Rb, Y, Nb and Pb results fall within the%5confidence interval as
given by the certificate. That the titanium result for thigmetal falls out of the range is due
to the rejection of Ti as target element, therefore the wonlange starts only from sample,
element chromium. Mn, Fe, Sr and Zr are overestimated. Rubidiunpdsifive surprise,
because it was only calibrated by interpolation. Arsenic althbaging the interference with
Pb Ly is well specified. The trend for Fe and Sr is due to the blank pnobi¢h the two
elements; the used standard for Mn (Mn@ not well suited for calibration, as already
mentioned earlier. Copper was not even taken into account, becauselahksproblem.
Only slight differences can be found for the two target approaches.
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Table 5.2. Certified and measured concentration values for IAEA Soil 7, dstablig two
different target approaches (target T1, target Tmetal). Concentratiges waithin the
certified C.I. are coloured red. The respective slope, regression coeffio@ standard
deviation for the absorption correction calculations are to the bottom lines.

certified values

concentration 95 % C.I. Target: T1 Target: Tmetal
Si (%) 18 16.9-20.1 50 79
K (%) 1.21% 1.13-1.27 2.37 2.97
Ca (%) 16.3% 15.7-17.4 27.28 33.1
Ti (ng/9) 3000 2600-3700 3515 3959
Mn (pg/g) 631 604-650 828 850
Fe (%) 2.57% 2.52-2.63 2.85 2.85
Zn (ug/g) 104 101-113 106 103
As (ug/g) 134 12.5-14.2 10.9 10.5
Rb (g/g) 51 47-56 52 51
Sr (ug/9) 108 103-114 120 117
Y (1g/g) 21 15-27 23 23
Zr (Lg/g) 185 180-201 219 215
Nb (1g/g) 12 7.0-17 11 11
Pb (1g/g) 60 55-71 62 60
slope: -2.543 -2.877
regression c..  0.997 0.991
std. deviation:  0.076 0.142

5.1.5. Example: Lichen 336

Demonstration files (directory \QXASdemo\ET):

[l  Calibration file: Lichen.cal,

AXIL result files samples: LichenO.asr, Lichenl.asr, LichenlHgchen2.asr,
Lichen2B.asr, Lichen3.asr, Lichen4.asr, Lichen5.asr

0

[J AXIL result files targets: TargetF.asr, TargetA.asrardetlB.asr, TargetB.asr,
TargetC.asr, TargetD.asr, TargetE.asr

U

AXIL result files target plus sample: LiO_T_F.asr, Lil_T_A.asilB._ T1B.asr,
Li2 T B.asr, Li2B_T1B.asr, Li3_ T C.asr, Li4_T_D.asr, Li5 T _E.asr

Demonstration spectra (directory \QXASdemo\ET\SPE):

[l Sample spectra: LichenO.spe, Lichenl.spe, Lichenl1B.spe, Lichen2.spe, Lishpen2B
Lichen3.spe, Lichen4.spe, Lichen5.spe

[l Target spectra: TargetF.spe, TargetA.spe, TargetlB.spe, TapgetBlargetC.spe,
TargetD.spe, TargetE.spe
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[l Target plus sample spectra: Li0_T_F.spe, Lil_T_A.spe, LilB_T1B.speT LB.spe,
Li2B_T1B.spe, Li3_T_C.spe, Li4 T D.spe, Li5 T _E.spe

[0 Input files: Lichen.inp, Lichen_T.inp, Lich_T1B.inp, Li4&5 T.inp (directory
\QXASdemo\ET\INP)

The reference material IAEA-336, Lichen, had been selected tordtrate the behaviour of
this METHOD with the sample mass as variation parameteiovérall absorption is much
lower as compared to e.g. Sdil For Soil 7 the dynamic range in terms of thickness is very
limited, simply because intermediate thick pellets in respec{RF are already very thin
when it comes to the realization of pressing pellets - for tak thellets the METHOD will
not work any longer. Of the lichen material eight pellets hehlpressed without addition of
a binder. The weight of the pellets spans a range from 0.05g,@&rresponding to 0.01 -
0.1 g/ent (diameter of the specimens 2chn), the weight for pressing was set tadhs. The
lightest pellets had been already so thin that they could be usedrard. For each sample
absorption specification a specific target had been used for trsarageent with and without
sample in front. Although the mixture for all targets was the gantle exception of target A,
which does not contain Sr) slight inhomogeneities can be obsemartfrent and back side
of a target might show slight differences. All measurememe waken with 40mA tube
current. The samples were measured for 180the targets and target plus sample for 200s,
respectively. The air path between sample and detector wasr0.5

A calibration file Lichen.cal was created with the METHGBemental sensitivities
Eighteen calibration standards’ *.asr files were included: K2COBHRPO4, CaCO3, Ti-
Std, TiO2, MnO2, Fe-Std, Fe203, Cu-Std, CuO, Zn-Std, ZnO, Br-K, SrC0O33,Y2C5td,
ZrO2 and Pb-LStd. All elements (except Rb) identified in theafestnation sample can be
represented by elements contained in at least one calibrasiodasti. The Rb sensitivity
value of (6.51+/- 0.246)*1d had been obtained®¢lynomial fit of sensitivities) from the fit
with a linear polynomial of order 5, weighted option. After the polynofitidhe calibration
was refitted with order O (no fit), in order to use the origiraibcation points data. Finally
the Rb value was pasted into this calibration file.

Note: Description of the samples prepared from the reference standsedahlAEA Lichen
336 with different weights and the input model details to gendrat&asr files can be found
in the EXCEL lichen_description.xIs file.

All lichen spectra had been fitted with the same model file with the inclusion efaiments:

X-LINES ADD: K CA-KA CA-KB TI MN FE-KA+ FE-KB+ ZN BR RB SR Y-KA
ZR-KA PB

Chlorine, although of interest, bears the inherent risk of under - oesgireation, due to the
proximity to the RhL scatter region, that only could be described poorly. Molybdenum (only
observed for LichenO.spe) and copper will originate from the samplmbena(blank
problems). Copper is included, in order to make the blank problems $cglément obvious;

Mo for spectrum LichenO.spe, because this element is containedterdleé and it needs to
be included for intensity correction. Tungsten lines, as observed, originate froyethe

X-LINES ADD: CU W SUM
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Note: Description of the targets used in combination with the lichen ssmnahd the input
model details to generate the target and target plus samplefiteascan be found in the
EXCEL lichentargets_desc.xls file.

The target spectra were fitted with spli &nd K lines and peak shape correction:

X-LINES ADD: V-KA* V-KB* CO-KA* CO-KB* CU-KA* CU-KB* SE-KA* SE-
KB*

For Sr and Mo there exists no peak shape correction so they were included with:
X-LINES ADD : SR-KA+ SR-KB+ Mo-KA+ SUM
Lg(E) Lg(Lg(A)) Fact

4.95%0 0.717 2.2b6
6.925 -0.277 1.423
8.041 -0.737 1.267
11.208 -1.784 1.100
14.142 -2.244 1.051
17.443 -2.835 1.028

zlope: -2.821
intercept: 5.175
regress:  0.997
stdev: 0.087

1.88 2.88 2.28 2.48 2.680 2Z.88
Log E

ficcept (y-nl7? y

Enter Element
to start iter.:

Fig. 5.10. Absorption correction calculation results obtained in connection WwiHi¢chen
sample spectrum Lichen2B.spe.

The values for the elements (which are certified) afpily well for: K, Mn (although the
Mn calibration point is questionable), Fe, Zn, Br, Rb, Sr, Pb. But theealgpotassium must
not be included for a report (therefore no average value), becauseut iof the range
spanned by the targets. This is, because the first target elg¢neeatready too high in terms
of energy. For the 0.4 and Ogbsamples (Lichen4.spe and Lichen5.spe) V was rejected from
the absorption correction calculation. Consequently one should not masiethisaesults for
the elements below the next target element Co (i.e. Mn, Fe - theiiseméiie not used for the
average value calculation). The samples are already too thickhd=bchen pellet with 0.05
g (LichenO.spe) Mo and Sr of the target elements had been dgjdmeause their
characteristic line intensities where higher for sample @uget than for the target only!
Samples can also be too thin for this METHOD. It is evident from the rélsattsopper must
be excluded from any report, because of its contamination problem with the used setup.

Note: Comparison of selected concentration values as obtained through the&rensents of
several samples prepared from IAEA 336, lichen, reference sthnehaterial and
quantification with the Emission Transmission method with the waté can be found in the
EXCEL lichen_results.xls file. Individual concentration values in ldakr are acceptable.

92



Potassium (not contained within the range spanned by the téegetrgs) and copper (blank
problems) values have to be disregarded completely. “Bad” slopessemn and standard
deviation values are held in green color. Due to the rejectioargétt elements during the
absorption correction calculation certain concentration values adge disregarded.
Disregarded individual values are not used for the establishmehe aiverage value and
standard deviation (red color). Most of the results fall within thifieel C.1. or are close to it
(red color).

Conclusion: There is an optimum sample thickness in respect to the absocpti@ttion.
Unfortunately it will be different from sample type to samplpet When a sample matrix
shows too high absorption and the pellets can not be pressed thin enowdhnat be
possible to apply this METHOD at all, or only to the elementsketad by target elements
accepted for absorption correction.
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CHAPTER 6. USE OF NBS ALPHA COEFFICIENTS
References: [29], [30], [31]

The NBS alpha coefficients METHOD is restricted tothick samplescontaining only
elements of relatively high atomic number Z (metallic or axjddhere is a detectable
fluorescence signal from every constitugcept oxygensamples with dark matrix can not
be treated The fundamental parameters approach corrects fosdlieabsorptionand the
enhancement effecthe program was developed by tdationalBureau ofStandards (now
NIST) (therefore the name for this METHOD: NBS) and the GecédvGurvey of Canada for
wavelength dispersive spectrometers. The algorithm is called AC@Omprehensive
L achanceAlgorithm) in which the influence coefficients are calculated amice, despite the
concentration range of unknown analytes to be consideredalpha coefficient fileneither
depends on the concentration valuwégshe analytespor on intensitieslt was adapted by the
IAEA for energy dispersive XRF. Only monochromatic excitatiam de defined (quasi -
mono energetic excitation). One draw back of the METH@Hither varying tube current nor
decay correctionsre treated. For tube excitation standaadd samples must be measured
with constant current (alternatively *.asr files have to be dfiten the case of source
excitation the decay correction must be calculated by theamsethe *.asr files have to be
corrected (edited manually).

Samples are classified as:

[l Element system
[l Oxide system
[0  Fused disk system

The termelement systemnefers to samples where the analytes are present as unbound
chemical elements; all of them produce a detectable peak inpé&uotriean. Examples are
stainless steel or brass alloy, where low Z components or itiggucian be neglected. For
oxide samplesystemghe analytes are present @ddes with known stochiometryvhich is
usually the case for minerals and geological materialgisked disk systesamples had been
diluted with a suitable chemical (flux) and then melted togeshéigh temperatures (1200

C), producing a glass bead. Thample classificatiormust apply forall standards and
samples. E.g., a MnCcalibration standard cannot be incorporated foEEment sample

(e.g. alloy)calibration, although maybe needed for the quantification of samples.

Select the type of specimen composzition

#* Element sample (e.qg. alloy)
#* (Oxide system {e.g. ored
#*# Fused disc sample Clithyum—compounds flux?

Fig. 6.1. Classification of samples as alloys, oxides or samples preparédle bfgsion
technique.

In case the above named criteria can be fulfilled and afteartper definition of certain files
the METHOD is easy to use and the results compare well Wghother more complex
fundamental parameters approaches.
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The analysis of samples should be performed in four stages:

(1  Proper AXIL fit and adaptation of *.asr files
[l Creation of standard files(*.std)

[l Definition thea-coefficients file (*.alp)

[0  Analysis of unknown samples

Each of the elements of a sampiest be represented by an element contained least one
standard (preferably more standards). The standards’ *.asmiilssbe edited such that they
become compatible with the *.asr files of the samples and the stifwedards. Also pure
element standards must contain intensity information (at leastglgible small “peak”)
about the set of the other elements. E.g., as in the later workedaraple, the sample does
not contain manganese, but one standard contains this element, théie alfeet standards’
*.asr files must contain an entry with the (otherwise unnecg@sd&n information. The
standards’ file format expected by the program is obtained thrbegtonversion of the *.asr
to *.std file format, with input of the concentration valuBsefpare standard concentration
file). The first step in order to generate the correct alphaiciesffs (*.alp) file Prepare
alpha coefficients filg is the definition of the element set, as found in one of the *Istsl fi
As each of the standard *.std files must contain the same element list,theynofan be used
for the generation of the *.alp file. Then a source description (*.soey) diégscribing the
excitation source must be loaded (essential are the incidencakaadft angle in respect to
the sample surface and discrete wavelength values accompgnigdrsity ratios, decribing
the excitation source). Finally the previously created *.std &teb the appropriate *.alp file
have to be recalled in order to evaluate the samples’ filasr(Quantitative analysis of
unknown sample3. Depending on the number of standards only one or maximum four
polynomials, concerning the relationship between concentration and tytasfsithe
calibration standards, are for disposition. All example AXIL redidis, the standard
description files (*.std), source files (*.sou) and alpha coefficides fare contained in the
directory \QXASdemo\NBS.

6.1. Example: Calibration with NBS standards and pure metals, unknown samgl
synthetic bronze

As set of calibration standards (bronze reference standards:148% 1107, 1108, 1115 and
pure metals: Fe, Ni, Cu, Zn, Pb, Sn) is used to quantify a synbiehze sample. As can be
seen in its spectrum, SynBronz.spe, and known from its preparatioletnents Cu, Zn, Pb,
Sn are present (and should be its only constituents). In order tm geteeview about the
element specific concentration ranges of the sample and ftyr uekhown samples one will
establish an intermediate calibration with pure metals only, dicgpto the sample elements
found in the spectrum.

Note: Description of the calibration standards (spectra and input fileshé AXIL fit in
directory \QXASdemo\NBS\SPE&INP, AXIL result and *.std fiiles\QXASdemo\NBS) and
concentration values as expected from the preparation procesymhatis bronze sample
(SynBronz) can be found in the EXCEL nbs_standards.xIs file.

After this intermediate quantification one usually will have ¢b gppropriate standards. For

the used NBS1103, 1107, 1108 and 1115 the concentration ranges spanned by the standards
are not ideal, except for Cu: The highest copper concentration (mie¢ standard) is 100

%, the lowest is 59.2%6 (NBS 1103), therefore the expectation value for the sample (Cu:
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87.56 %) is well bracketed. Zn has a much lower, Pb a much higher expectalue, and
Sn is only slightly above.

6.2. AXIL fit for NBS bronze alloy standards

The peak evaluation of the pure metallic calibration standards @alogy to the other
METHODS’ calibration standards. Problematic are the referstareards materials (NBS).
As example the spectrum fitting of NBS1103.spe is detailed.spkeetrum was split into 3
different ROIs with 3 different input models. The careful desanptf the strong Cu and Zn
peaks has too much impact on the ISand PbL, lines evaluation. With a high value of the
background model the entire region could be described, but in this eakgrdund
oscillations will cause unrealistically differences for the weak peaka,function of the value
PARAM=. For the model file NBS1103.inp the peaks for the Cu - Zn region carsbetzil
with

X-LINES ADD: FE NI CU-KA* CU-KB* ZN-KA* ZN-KB* 9.185

Unfortunately Ni and Fe hardly can be split-off, because of thear@@uZn escape peaks
overlaps. Because the Rbintensity is high, the otherwise small Pppeak, with an energy
of 9.185keV, is taken into account by its energy value. The model NiL103-Sn.inp
describes the Sh-region with

X-LINES ADD: SN-L

and a linear background of order Ragam=). The file N1103-Pb.inp describes the narrow
region around Pb L (ROI begin: 910, end: 1020), sandwiched by the Z&g and PbLg
peaks.

X-LINES ADD: PB-LA

There is no need to include the other Rhines, nor does one have to care for the other lines
originating from the L3-shell transition, defined by PB-LA, which are outsidae ROI.

Note: Description of reference standard NBS 1103 and its spectrum idioguonditions
along with names of the three input files necessary for aquatke AXIL fit, resulting in
NBS1103.asr can be found in the EXCEL nbs_srm.xIs file.

As can be seen from Figure 6.2, it is possible to fit the emgiem for the interesting lines of
Sn L, Fe, Ni, Cu, Zn and Pl.4, but one can recognize the undesirable rise of the background
under the Pb L peak.

96



Spectrum NBS51103.5PE Iteration
NBS1103 10mA wcZ107?.spe
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Fig. 6.2. In principle it is possible to find a fit model to describe entire ROI of
NBS1103.spe, but as can be seen from the background rise undgrtRé minor and trace
elements might be badly treated.

In analogy to NBS1103, for the other reference standards: NB®7 and NBS1108 (it also
contains Mn) similar models were defined. In the spectrum NBS111Besfeer Sn nor Pb
were identified (consequently only one input model is sufficient). 3ectrum of the
synthetic bronze sample, Synbronz.spe, was again fitted in 3 part\Bno8y.inp Fe and Ni
were not included, but the Plb-line with its energy of 9.18%eV.

6.3. Creation of Calibration standard files

In order to generate the *.std files the *.asr files have tonbdified. Each element to be
analyzed in unknown samples or present in any of the standards hagrésdm@ed as a row
entry in the standards’ *.asr files — irrespective, whetherelement’s peak is present in a
spectrum or not. One approach is to use a single *.inp file fortdmelards and for the
samples, containing all possible elements. The more correct soisittonedit the original
*.asr files and save them under a different file name. For ltbg example seven element
entries need to be found: Mn, Fe, Ni, Cu, Zn, Sn and Pb. E.g., the original Ni-Std.asr file

$SPEC_ID:
Ni 100% 10mA vc2073.spe
$DATE_MEA:
00-00-2000 00:00:00
$SMEAS_TIM:
25 1000
$PEAKS
1
28 1 7.472 53543. 232. 17 4
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was edited and saved as Ni-NBS.asr:

$SPEC_ID:
pure Ni 10mA vc2073.spe
$DATE_MEA:
00-00-2000 00:00:00
$MEAS_TIM:
25 1000

$PEAKS:

7
25 1 5.89 0.1
26 1 6.34 0.1

29 1 8.04 0.1
30 1 8.63 0.1
50 2 344 0.1
82 2 10.54 0.1

28 1 7.472 53543.

The lines in red were added / modified. The lowest possible “peaé @ccepted is 0.1.

According to this,

also all NBS reference standards’ fiexs;ept NBS1108.asr (which

contains all elements in measurable quantities), were modifigdMha has to be added into
all files, because, although for the analysis of the sythetinze sample of no interest, NBS
1108 as only standard contains this element.

$SPEC_ID:
NBS1103 10mA vc2107.spe
$DATE_MEA:
00-00-2000 00:00:00
$MEAS_TIM:
1000 1000

$PEAKS:

7
25 1 589 0.1 0. 0.
26 1 6.399 6603. 75. 11 8
28 1 7.472 5056. 74. 7 1
29 1 8.041 1396881. 886. 21 9
30 1 8.631 1086374. 794. 2.7 4
50 2 3.443 339. 12. .6 5
82 2 10.542 26401. 71. 11 2

After the delicate task to edit *.asr files the creation dibcation standard *.std files is
initiated with the selection d?repare standard concentrations file

Fund. Par.

— monochromatic excit. — MBS alpha coefficients

#* Prepare standard concentrationz file
#* Prepare alpha coefficients file
#* Quanitative analysis of wunknown samples

Fig. 6.3. The *.asr files needed for calibration must be converted to *.std files.

With the knowledge about the concentration values of the calibratindasts at hand the
following FORM is easily passed. There is no possibility to adygl @nfidence interval
information, therefore the standard deviation values of the edited itessaliso were ignored

previously.
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El & line Conncen . formula

-ASR header
HES1163 18mA vwc21B7_spe
Live Time = 1888.48
Mumber of peaks - 7

Any more changes? Cysnd

Fig. 6.4. The concentration values are attached to the NBS1103.asr file inforrfuatithre
creation of the NBS1103.std file.

Due to the need for consistency elements’ concentration values might bemgeksthich are
not present at all in certain standards. Leave these concentvatiees at their default O.
When for an element neither a “small peak” in the *.asr fils added (as recommended) nor
its concentration value is different from 0, expect a warningsageslater - which still would
not prevent to evaluate samples:

Warning = Mn missing or int. & conc. zero ?
Presz any key to continue

Reading C:-~QRASDEMO~HNBS“ZH-NBS.5TD and checking consistency...

Fig. 6.5. Warning message displayed when an element entry neither waiedpedtie *.asr
file with a “small” intensity value, nor a concentration value was ssdeduring the
generation process of the *.std file.

For each calibration standard, intended to be used later, one has to go througphef
Prepare standard concentration file

For the intermediate quantification the files _Cu-NBS.asr, Z&H&, Sn-NBS.asr and
_Pb-NBS.asr were created and edited such that four lines are fouslérfant entries: Cu,
Zn, Sn and Pb. These files were used to generate equivalent *.std files.

6.4. Creation of the alpha coefficient file

When the standards’ *.asr files had been edited according to the abdeénguthere is no
need to make a fuss about the alpha coefficientAitg.single file from the set of the *.std
files (NBS1103, NBS1107, NBS1108, NBS1115, Fe-NBS, Ni-NBS, Cu-NBS, Zn-NBS, S
NBS, Pb-NBS) is to be loaded. There is no need to go through thisdprecfor more than
once.
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Fig. 6.6. The most convenient way to generate an alpha coefficient fite lzad an
appropriate *.std file.

The questiorlJse standards?can be answered withies comfortably. There is no need to
care for what so ever display&deight frac. (normalized concentration) values, even when
they are asterisks, nor abdaotensity. Remember, tha—coefficient file is concentration and
intensity independent.

Elemental system

Element Line UWeight frac. Intensity #HE1 #0

FE Ka - BBBBEA - 1 a
NI Ka - iaAAAR - a
cu Ka i kalatatad 2537 .7088 1 a
ZN Ka - iAAAAR - 1 a
PB La - BaBAEA - 1 8
SN La - AAAAAAR - 1 a
MN Ka . ilAAAAR — 1 5]

* Add an element

Fig. 6.7. Once the *.asr file that had been used to generate the loaded *.dtddileeen
defined according to the syntax as expected by the NBS method, the alpbeecoié will
be defined by the correct set of elements.

With the selection of the source description file, Rh-K.sou, whichritbescthe excitation
source (the Rh secondary target) and the sample geometryp-tloeefficient file
NBS&pure.alp was created (element set: Mn, Fe, Ni, Cu, Zn, SRl@ndror the preliminary
guantification pure-Ele.arp will do (Cu, Zn, Sn and Pb); for its meatny of the *.std files:
_Cu-NBS, Zn-NBS, _Sn-NBS, Pb-NBS and the source description fike.$lu are to be
loaded.
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6.5. Quantitative analysis of a synthetic bronze sample

Let us assume, we do not know the composition of the sample, but fronspeetion of the
spectrum SynBronz.spe it is evident that the elements Cu, Zn, Srbare B be taken into
account.

Select concentration calculation mode

Calculate using standards
#*# Calculate uwuszing intensity calib. coefs.
#* Calculate using sensitivity calibration

Fig. 6.8. The first stage approach to quantify unknowns is to use calibration standards.

With the preliminary a-coefficient file: pure-Ele.arp, and the preliminary calibration
standards: _Cu-NBS.std, Zn-NBS.std, _Sn-NBS.std and _Pb-NBS.std, inteemediat
quantitative results can be obtained. From the SELECTOR 8@t the functiononly the

first option should be considered:

Select the function
[ ¥ =alx

al =%

all + al=x

al=x + alxxE

aBl + al=f + a2=H=y

¥
¥
¥
¥

Fig. 6.9. Four polynomials are available to describe the correlation between the relative
intensities Y and the normalized concentrations X. This choice is valid for all sample

elements.
The functions
2
Y::E:an*)(n (6.1)
n=0

with Y being defined as the ratio of the intensity for a calibratiandard element to the pure
element intensity (=normalized or relative intensity) an&X being the normalized
concentration (i.e. 1006 => 1). As it is the case with the preliminary calibratiar, dne
point per element (the pure element standards) only a lineaomslsp makes sense. For the
two higher order polynomials program-internal constants will bd tsestablish the curves
(coefficientsay).

SYNBRONZ
1.894 =
89._935 :

1.456 =
7.515 =
Total 108A.680 :x

Fig. 6.10. An intermediate calibration with only pure elements as standaais I®
preliminary results.

After the preliminary results are obtained, as a consequence waléy wgill be in desperate
need of suited “final” calibration standards - for a more religblntification of the unknown
sample(s). For the demonstration example the named NBS reference stamdaraganable.
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With the set of: NBS1103, NBS1107, NBS1108 and NBS1115 *.std files, the mumersd!
standards’ *.std files: Fe-NBS, Ni-NBS, Cu-NBS, Zn-NBS, Sn-N#B8 Pb-NBS, and the-
coefficients file NBS&pure.alp the final quantification of thenthetic bronze sample by its
AXIL result file, SynBronz.asr, is possible. The sample *.asrreds not be edited. The
SCROLL BOXCALCULATED RELATIVE INTENSITIES OF STANDARDS displays
the relative intensities (as defined for equation 6.1), which arefasée calculation of the
coefficients for the later to be selected kind of polynomial.

NBS1187
NBS1183
NBS1188
HNB31115
CU—-NBS

FE—NBS

NI-NES

PB-NBS

SN—-NBS . . .
ZN—-NBS . . -BBB6aA

Fig. 6.11. Relative intensity values for all calibration standards are disgl@ty the course of
the evaluation of unknowns.

The SCROLL BOXCALCULATED PURE INTENSITIES FROM STANDARDS carries
valuable information, because a column (for each element) should conthm ideal case
only values slightly deviating from the average (the standardtamviaas to be calculated by
the user). This is the case for Cu (relative standard deviatiéf} &d Zn (relative standard
deviation: 2%) - no wonder, because these elements are contained in higttigsiantall
NBS standards. For Fe and Ni there is a systematic biae toure element standards. This
can be anticipated, because they are only contained as minontdemthe NBS standards.
Fortunately these elements are not found in the sample. Fdetherd Pb (relative standard
deviation: 18%) there is a higher scatter around the average value. Similar for theneme
(relative standard deviation: 1%), which unfortunately also shows a systematic bias to the
pure element standard. This fact can be explained by the smigdl joead in the respective
spectra, due to the weak excitation as compared to the other edei@banges in the fit
model can have a drastic impact. Therefore Sn had been isolatednnihput model of its
own for the AXIL fits of the NBS standards. Mn had only to be includedhfe sake of NBS
1108, no statement can be made. As a conclusion, for the everyda§ thgge METHOD:
after the analysis of the information gained from this SCROLIXB@e will maybe decide
to exclude certain standards.
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NBS11@7
NES1163
NES1168
HBS1115%
CU-MBS
FE-MBS

NI-MBS
PB-MBS
SM-MBS
ZN-HBS
AVERAGE :

Fig. 6.12. Pure intensity values for all standards are calculated. In the cédsal the average
value is a good representative for all calibration standards. For copper andtlzis holds

true. Due to the information gained by this scroll box certain standards magntm/ed from

the list.

The weak part of the program is the almost uncontrollable inp@cised by the selection of
the polynomial, as defined in equation 6.1. The number and quality (in t@intise
concentration ranges spanned by the elements) of the (for the aatvaifable standards is
not sufficient to make any detailed study in this respecta A®ssible criterion in order to
take a decision for the order of the polynomial the self-refereesults for the standards can
be used. l.e., the certified standards used for calibration, trestedngples, must lead to
acceptable results.

At this stage reference [29] should be quoted. The authors use the nomenclature:

[0 (1) Straight line for Y= a0 + al1*X

[l (2) Quadratic line for Y= a0 + al*X + a2*X*X

(1 (3) Straight line constrained to zero intercept forYal*X

[0  (4) Quadratic line constrained to zero intercept for Yal*X + a2*X*X

“... In many cases, calibration curve (4) seems to particutartypensate for inaccuracies in
fundamental parameters used in the calculation of theoretical et@ffcients especially

over a wide range of analyte composition, and better results hameobserved. However,

when the concentrations of the unknowns are out of the range of thardgntis suggested

that the other calibration curves listed above be used for congistertbe results. The

extrapolation provided by the quadratic line (2) can sometimeslayige errors. When only

one multi element standard is available, calibration curve (Beigmly option. At least two

multi element standards are required for calibration curve ((4)pwhile three are required
for calibration curve (2).” As problematic in this respect was found:

[0  All elementswill be described with theamecalibration curve as selected by the user.

[l Sometimes calibration curves can be selected that accordingheo above
recommendations should not be selected. As consequence unrealist& casube
obtained, because for the higher order polynomials (coefficeghtprogram-internal
constants will be used to establish the curves.

E.qg., for the preliminary calibration all four calibration curves available. Select any of the

quadratic line calibration curves and the preliminary resultiserenot normalized to 1086
or normalized, can be like this:
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Total 68.750 x

Total 100.000 x

Fig. 6.13. a and b: Intentional creation of “bad” results, obtained with the prelinyinar
calibration and a selection of polynomials not adequate for a quantificationomithpure
element standards.

As there could not be taken a clear decision what calibration dmnstiould be used, all four
calibration functions were tried. The optiDo you want to normalize congentration was
willingly accepted, under the very likely fulfilled expectation that no oéhements constitute
the sample.

Table 6.1. Normalized concentration values as obtained by the use of four difteiiersition
functions. The "as expected" values refer to the preparation of the sample.

Concentration in %

calibration function Cu Zn Sn Pb
Y=al*X 89.702 1.486 1.163 7.650
Y=a0+al*X 89.649 1539 1.106 7.706

Y=al*X+a2*X*X 88.497 1.463 0.943 9.097
Y=a0+al*X+a2*X*X 88.454 1.497 0.942 9.106

expected values 87.6 1.8 1.4 9.2

Intuitively one would prefer to use different calibration functionsdach element. But have
in mind that the “as expected” concentration values are notieerti©f course, it isot
permitted to combine element-wise results from different lidom functions. It also not
permitted to construct average values and standard deviations fronouthealibration
functions. This could be achieved by measurements of severalagattieo) individually
prepared samples and their evaluation by QXAS.
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CHAPTER 7. UTILIZATION OF THE SCATTER PEAKS
References: [26], [27], [32], [33], [34], [35], [28], [36]
7.1. Fitting of scatter peaks, example Rh secondary target excitation

Demonstration files:

[l Spectra (directory \QXASdemo\Fp-Scatt\SPE): HWC.spe, Bslkpe, Liche336,
Cabba359.spe, Soil7-1.spe, LakeSed3.spe, Soil7-2.spe, Instr-Bl.spe

[l Spectra (directory \QXASdemo\SPE-Stds): Al-Std, Si-wafegSK4, P-KH2PO4, K-
KH2PO4, K2C0O3, TiO2, K2Cr207, S-Std, Ti-Std, K-KBr, Br-KBr

[0 Input files for the RhK scatter region (directory \QXASdemo\FP-Scatt\INP): HWC
l.inp, HWC-3inp, Cell-1.inp, Lic336-1, Cab359-1.inp, S7-1-1.inp, SL3-1l.inp, S7-2-
l.inp, Ins-Bl-1.inp, Si-l.inp, Al-l.inp, MgSO4-1.inp, P-KH2P-1.inp, K-KH2P-1.inp,
K2CO3-1.inp, TiO2-1.inp, K2Cr20-1.inp, S-Std-1.inp, Ti-Std-1.inp, K-KBr-1.inp, Br-
KBr-1.inp

[J  AXIL result files for the RhK scatter region (directory \QXASdemo\FP-Scatt): HWC-
1.asr, HWC-3.asr, Cellulos.asr, Liche336.asr, Cabba359.asr, Soil7-1.as3et3kaesr,
Soil7-2.asr, Instr-Bl.asr, Si-1.asr, Al-Std-1.asr, MgSO4-1.asr, RRKHasr, K-KH2P-
l.asr, K2CO3-1.asr, TiO2-1.asr, K2Cr20-1.asr, S-Std-1.asr, Ti-Std-K-&8r-1.asr,
Br-KBr-1.asr

Prior to the computation of an element’s concentration for the esitmulof the absorption as
well as the enhancement correction the concentrati@ll @lements in a sample should be
known. This vicious circle can be overcome by a suitable iteratveegure. Still there are
the elements forming the dark matrix; also their composition némdse known. The
fundamental parameters METHOD=ull Fundamental Parameters and Fundamental
Parameters- monochromatic exciaition/ scatter peaksuse the incoherent / coherent scatter
peak ratio for establishing the average atomic number of the ddrikraf a sample in order
to calculate the absorption correction and, when not defined by an alpatthe sample
thickness. The two scatter peaks of the characterigtiinks (e.g. Rh) originating from the
excitation source are usually engaged rather than the &-tinethe continuum (spectral
background).

To generate useful results representative for the scattdrebgample is an art of its own.
Consequently there exist several approaches, how to define the geakts for the AXIL fit
model. Three different models are proposed. For all models the backgnabinacson is
tried to be kept to the minimum, because also the background is roaudgd by scattering.
As demonstration sample a thick pellet of Sojlspectrum Soil7-2.spe, serves.

Model -1: The example spectrum Soil7-2.spe has to be fitted with the med&72-1.inp.

A region of interest is selected such that all K scattekpéacoherent K, coherent I,
incoherent ks and coherent §§ are well contained. A Gaussian function is used to describe
the coherent scatter peak (COMMANDSLINES ADD: RH-KA,COH ). The incoherent
scatter peak is added to the fit model With.INES ADD: RH,INC . The incoherent scatter
peak maximum energy will be calculated by AXIL accordinghe angles defined in the
input file (default values are 45ncident and 4%take-off angle, which are acceptable for
secondary target excitation, but not for source excitation). The incoherdat peatk is much
broader due to the fact that scattering occurs over a rangegtdsaaround the nominal
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scattering angle (divergence of beams) and the Doppler broadening. On timeitgwsade of

the incoherent scatter peak a tail is formed due to multaliéesing in the sample. This peak
profile cannot be accurately described by a single Gaussian funictstead, a number of
Gaussian peaks are used to compose the incoherent scatter peak \Witffila distance in
terms of energy of 0.2keV between each other, energy values are added to the model. The
background under the scatter peaks is subtracted in such a watyfitisathe neighbouring
continuum backgroundBACKGRND LINEAR PARAM= 0). The proposed model has a
ROI from the middle of the spectrum to the very end, in ordemitomize the subtraction of

the background (channels 1024 to 2048). The lines of interest are defined by

X-LINES ADD: RH,INC RH-KA,COH

The tailing

X-LINES ADD: 17 17.2517.517.7518 18.2518.5 18.75
and the I§ scatter region are described by:

X-LINES ADD: 21.75,INC RH-KB,COH 20.5 20.75 21 22.5

The Kz Compton peak would not be positioned correctly; therefore it was addedeaergy
value. Sometimes ZKg is also added, when the peak is interfering with the ROladded
lines were included with the goal to stabilize the fit of the incoherent and cbkgrpeaks.

Spectrum S0ILY-Z2.5PE Iteration 8: ChiSquare
S0il? 29 40mA  wcZ139.spe
Axil

LOAD
STOP
DISPLAY
ROI
CALIB
X-LINES
KLM-MARK
FIT
REPORT
SAVE_RES
PLOT
eBATCH
BACKGRND
SCAT_ROI
1588 z@ee

Channel Humber G0
CANCEL
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Fig. 7.1. AXIL fit of the Rh K scatter region according to model -1.

Looking at the residual or the Chi square value can be frustrétings of no relevance for
the results. In the resulting *.asr file only the incoherent andrenohé&, peak information
will be stored. All other peak areas can be inspected REFPORT FULL GO or even
stored as *.out file witiREPORT FULL SAVE. In order not to overwrite the *.asr file when
other scatter peak models are tested the resulting filebearenamed after saving. When
problems are observed, like a shift of the energy calibration opented peak broadening
during the iterations, locking of input parameters (D_GAIN, D_FANO, etc.) can hd.usef

Model -2:1n a rather puristic approach with the COMMANDs
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X-LINES ADD: RH-KA,COH RH,INC

only the scatter peaks, as needed for the quantification, ae fitiothing else; background
linear, order 0. In the linearly displayed AXIL fitted spectr8umil7-2.spe one can see that the
Compton peak is not well described. This is a reason why onenefiér the rather exotic
approach of model -1 or model -3.

Spectrum SOILY-Z2.5PE Iteration 3: Chi3gquare
S0il? Z2g 40mA  wedl39.spe
Axil

LOAD
ST0P
DISPLAY
ROI
CALIB
X-LINES
KLM-MARK
FIT
REPORT
SAVE_RES
PLOT
eBATCH
BACKGRND
! SCAT_ROI
i58a z@ee

Channel Humber GO
CANCEL
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Fig. 7.2 AXIL fit of the Rh Kscatter region according to model -2.

Model -3: The scatter peaks are not fitted at all. Instead, withiegiom of interest the
respective counts per channel are summed up. The background is nstiallpptracted at all.
This is achieved with the so far not used COMMANEZAT_ROI and consequently
INCOHER andCOHERENT, by setting appropriate ROIs for the scatter peaks.

Note: In case one tries the background subtraction (COMMAMNIOAT _ROI ) for this
scatter peak modelling approach, before at least one eleménffieEaof choice) has to be
fitted, otherwise AXIL will crash.

As example the spectrum HWC.spe can be treated with the mmpdél HWC-3.inp. The
incoherent RhK, region is set within channels 1250 to 1610. The coherent region is set
between channels 1650 to 1670. No background subtraction was attemptessuliiey file

was renamed to HWC-3.asr. For the further use with the quardiddETHODs the *.asr file
must be edited and the scatter peak information brought to “stiind@e CHAPTER 4,
Editing of data files).
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Spectrum HUWC.SPE
HUC-binder 50401000 vcZ401.spe
Axil

LOAD
STOP
DISPLAY
ROI
CALIB
X-LINES
KLM-MARK
FIT
REPORT
SAVE_RES
FLOT
BBATCH
BACKGRND
SCAT_ROI
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1588 2888
Channel Humhber G0
G

CANCEL

Fig. 7.3. Summation of the channel contents for the Compton and the elastic Rhtte€r
peaks, model -3.

Conclusion:One can find other approaches to describe the scatter peaks within AXIL, none of
the known ones is completely satisfying, because either the backbsubtraction can not be
controlled sufficiently, and/or the deconvolution of elastic and inelasiaks is not correct.
Each of the models will result in different peak areas forstater peaks. For what so ever
model one has preferences, for scatter calibration standards arshrtipdes the same
approach must be used. For the remainder of this book the model -1 will be used.

7.1.1. Classification according to the scatter peak ratio

Depending on the choice for representation of the scatter peakanimes must be treated
accordingly. A classification of samples is possible throughratie of the incoherent to
coherent scatter peak area. For every sample a scatteatiatibomust be achieved with a
scatter calibration standard as similar as possible in the incoherent tont@eatderatio.

Table 7.1. Incoherent and coherent peak area and their ratio for low Z mateizengtatives
and several sample spectra for Model -1 scatter peak representation.

*.inp model file Peak area Peak area Ratio
Standard/ sample . np Compton incoherent
" .asr file for the Rh K coherent Rh
description . Rh K- to coherent
scatter region K scatter
scatter peak
CsgH76N202 HWC HWC-1 3077129 475877 6.47
CeH1005 Cellulos Cell-1 2033878 432407 4.70
IAEA 336 Lichen336 Lic336-1 2789663 590248 4.73
IAEA 359 Cabba359 Cab359-1 2925592 820512 3.57
IAEA Soil7 + .
binder HWC Soil7-1 S7-1-1 243539 87794 2.77
IAEA SL3 LakeSed3 SL3-1 930573 501443 1.86
IAEA Soil7 Soil7-2 S7-2-1 787234 492611 1.60
Instrument blank Instr-Bl Ins-BI-1 11164 6187 -

One can further reduce the problem by plotting this ratio as&ibn of the average atomic
number of all elements contained in a sample or standard.7Seilthe only reference
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standard material for which the complete composition is known, therakso standards used
for fluorescence calibration are incorporated. All above used sgastdefined in table 7.1.)
and selected spectra *.spe (and *.inp files for the definition of¢hder region): Al-Std (Al-
Std-1), Si-wafer (Si-1), MgS04 (MgS04-1), P-KH2P0O4 (P-KH2-1XHK2P0O4 (K-KH2P-
1), K2C0O3 (K2C03-1), TiO2 (TiO2-1), K2Cr207 (K2Cr20-1), S-Std (S-Stdfi)std (Ti-
Std-1), K-KBr (K-KBr-1) and Br-KBr (Br-KBr-1) were utilizedThe scatter peak ratios
follow a trend, but some standards like MgSO4, pure aluminium, sikktonare problematic
in this respect. The more standards can be used to establish such thepbetter the
predictions can be made concerning the correlation between ava@ge number and
scatter peak ratio of unknowns.

CagH76N,0, = binder HWC

CgH1005 = cellulose

KH,PO, + binder
(2 spectra)

Soil7 + binder,
31 intermediate thick

|

| P

} pure aluminium
A % 777777 o

|

|

|

|

|

|

SL3, lake silicon

N sediment Soil7 el
[ Ti02+/v

cho%‘ + binder binder K,CrO; + binder
|

ratio incoherent to coherent scatter peak

e Sulphur KBr + binder
(2 spectra)

pure titanium

4 5 6 7 8 9 0 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

average atomic number

Fig. 7.4. Ratio of incoherent to coherent scatter peak versus average atomber of the
substance used for scattering. Aluminium and silicon do not follow the tlewdn be
assumed that the matrix of the sample SL-3 is comparable to Soil-7, a®msexuence.
From the ratio of the scatter peaks for the intermediate thidketpal the sample Soil-7 with
binder added an average atomic number of 8.88 follows, as another consequence.

When one wants to treat IAEA SL-3, lake sediment, as “unknown” sartipdescatter
standard coming closest in respect to the scatter peak ra#d# Soil 7 (ignoring the
fluorescence standards spectra K-KH2PO4 and P-KH2PO4).

7.2. Full Fundamental Parameters METHOD

Demonstration files (directory \QXASdemo\FP-Scatt):

[l Instrumental parameter files: Soil7.fpc, OrgaMatr.fpc

[l Spectra (directory \QXASdemo\Fp-Scatt\SPE): LakeSed3.spe

[0 Input files (directory \QXASdemo\Fp-Scatt\INP): SL3-A.inp, SB3np, SL3-1.inp,
S7-2-1.inp

[0  AXIL result files: LakeSed3.asr, OragaMatr.asr, Soil7-2.asr
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It is to be mentioned that the METHOD uses only the totatesgag cross section&oh, Tinc
instead of the differential scattering cross sections; mréspect th&8FP METHOD, soon
introduced, is superior.

The fluorescence calibration of this METHOD for e.g. Soil.fpd baen already established
(chapter 3.3: Calibration for the Full Fundamental ParameterSH@D). This file carries
the average and some individual instrumental constants’ informationpibgarples with
dark matrix the scatter calibration must be established. In plénitiis possible to work with

a *.fpc file without defined coherent and incoherent instrumental ausstaecause in such a
case a default value ofridthe fluorescence constant will be used. The program will not
necessarily fail, but an adequate scatter calibration is usually superior

verage Instrumental Constant

for fluorecence: 1 .1498E-7

for coherent scattering: 8. 8888
for incoherent scattering: B.80006

Fig. 7.5. For the quantification of samples the instrumental constant for feemes must
have a defined value.

The range of values accepted by the METHOD is unfortunatelyveianarrow. Not only
the ratio of incoherent to coherent peak, but also their absolute calis®metimes lead to a
program crash for samples with dark matrix.

Usually one will employ several standards for fluorescendération (representing the
elements identified in the unknown sample(s) and one (or more) si&g)déor scatter
calibration, being close in its ratio incoherent to coherent sgagtk area to the unknown
sample(s). Elements not represented by standards, as welirents for which no individual
fluorescence instrumental constant had been defined, will be d¢altilg use of the average
calibration constant for fluorescence.

The calculation of scatter constants is selected from theGIEG-IELD Select Calculation
mode, with the selection ofnstru. Constants for fluorescence & scatter For the purpose
of the scatter calibration it is possible for this METHOD te tigasr files of standards that do
not contain any useful fluorescence peaks but only the scatitks pgormation (cellulose,
HWC, etc.) or to fit only the scatter region and neglect the ékg@nce region (Soil, etc.).
The *.asr file must contain information of the for8COH_SCAT: and$INC_SCAT:. In
the later case the matrix composition must be specified, FOIRMI for setting up options
(7) There are known-compositions
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enu for Seting up Options

Sample contains no matrix

Elements exist as elements

Matrix composition iz not known

Dilution material is not used

Scatter peaks Cif used? are from the same spectrum

Secondary enhancement is corrected

PR known—conpositions |
Mormalization of concentrations is applied
Report is not surely done

Fig. 7.6. The toggle field (7) there are known compositions will petonidefine other
elements than fluorescing ones later during the execution of the program.

Consequently one will have to define the matrix. For e.g. celluldtbetie chemical formula
CsH100s one can calculate with the utilit€alculation of average atomic numberthe
weight percentage of the elements.

Known Compozition
Ele Percent Ele. Fercent
H 6. 22808088 B.00BBA
[H 44 . 445888 8.08088868
0 4% 3488088 B.00BBA
|| a. 888888 8.08088868
A . 8888a8a B.00BBA
a. 888888 8.08088868
A . 8888a8a B.00BBA
a. 888888 8.08088868
A . 8888a8a B.00BBA
a. 8888868 8.8080880868

Fig. 7.7. Definition of the composition of a cellulose pellet.

7.2.1. Example: Establishing the instrumental constants for scattering for I3dpc

For the use of Soill as scatter calibration standard the concentration values obth@ S
certificate are needed. The spectrum Soil7-2.spe had been fittefoothe scatter region,
according to model -1, with the input model S7-2-1.inp. For the definitiomefmatrix
(selection of(7) There are known-compositiony in the FORMKnown compositions the
essential elements’ concentration valuesO(* %) are represented by : Na (0.24), Mg
(1.13 %), Al (4.70 %), Si (18.0%), S (0.12%), K (1,21 %), Ca (16.3%), Ti (0.3 %), Fe
(2.57 %), the dark matrix is described by H (0.88), C (7.18%) and O (47.36%), in
accordance with referen§27]. This information is stored as Soil7.reb file. The specimen was
prepared as a “thick” pellet, total weight 290 the measurement was taken with Zh@.

Table 7.2. Concentration values for selected elements taken frasarttieate for the IAEA
reference standard material Soil 7; the values for the elerfentgg the dark matrix are in
accordance with reference [27].

IAEA Soil 7, selected elements |

concentrationg@/g) C.l. (95%)
Si 18 % 16.9-20.1
K 1.21 % 1.13-1.27
Ca 16.3 % 15.7-17.4
Ti 3000 2600-3700
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IAEA Soil 7, selected elements |

concentrationg@/g) C.l. (95%)
\% 66 59-73
Cr 60 49-74
Mn 631 604-650
Fe 2.57 % 2.52-2.63
Co 8.9 8.4-10.1
Ni 26 21-37
Cu 11 9.0-13.0
Zn 104 101-113
Ga 10 9.0-13
As 13.4 12.5-14.2
Br 7 3.0-10
Rb 51 47-56
Sr 108 103-114
Y 21 15-27
Zr 185 180-201
Nb 12 7.0-17
Pb 60 55-71
Th 8.2 6.5-8.7
U 2.6 2.2-3.3
low Z Na 0.24 %
Mg 1.13 %
Al 4.70 %
S 0.12 %
dark matrix H 0.89 %
C 7.18 %
O 47.36 %

The warning messagdo elements analysed in this samples - together with the correct
definition of the matrix — no problem.

Fig. 7.8. Warning message, displayed for *.asr files handled with this methodmntaining
any fluorescence peak information.

When the so far not seen FORNformation on scatter peaksappears — in the regular case
— it will display the relevant information taken from the *.ae.flt is possible to edit this
FORM, but this is not advisable. Only for testing purposes, e.g. Wieeeftect of slight
variations in the scatter peak areas should be examined, it dmmanded. All other
problems should be solved either by changes in the definition of thefitdpar different
choice for the sample description, etc. In case the value€dberent and Incoherent
scatter peak area:are displayed as 0.0, the selected *.asr file was not set tipef@catter
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peaks. For the example of Sdilthe displayed information matches the values given in table
7.1.

Information on Scatter Peaks
Measure time (Sec.>: 1 HHH . BAA
Tube current CmA>: 40 . HiHAAA
Characteristic line: Rh HKa.coh

Coherent scatter peak area: 492611 .8 Std: 817.8d
Characteristic line: Rh Ha.inc
Incoherent scatter peak area:c 787234.8 Std:- 1813.8
Atomic difference of Low—Z=s: 2

Fig. 7.9. The form Information on Scatter peaks can be edited but scarce thge ayftion
should be made.

After leaving the last FORM the calculation will be inigdtwith Calculation of Geometry
constants/Analysis of unknown samfte).

Sample identity: So0il? 2g9 48mA vc2139.zpe
Spectrum fitting data: E:~QZASDEMO~FP-SCATT~SO0IL?-Z_ASRH
Instrument parameter data: E:~QHASDEMO~FP-SCATT-S0IL.FPC

Instrumental identity: Secondary Target

The secondary target: Rh The tubhe anode: Ag

Tube voltage: 5@. KU Tube current: 48.0080 mA
Measuring time: 18@A. Sec. Collimator: Ho Collimator
Filter used: Mo Filter Atmozphere: Air

Report of Calculated Instrumental Constants
Sample thickness: infinitely thick

Instrn. constant for coherent scatter: 1.7883E-86
Instrn. consztant for incoherent scatter: 1.41H03E-86

Ele. Concentration Instr. constant Abszorption Enhancement u
a —n

Fig. 7.10. After a successful run the instrumental constants for cohereninemigerent
scattering can be obtained.

The two instrumental constants for scattering must be manwaigferred to the relevant
* fpc file

Instrument Parameter File E:“QRASDEMO~FP-SCATT~SOILY.FPC

verage Instrumental Constant
for fluorecence: 1.1498E-7
for coherent scattering: 1.7883E-6
for incoherent scattering: HEERLTE]NSE

Fig. 7.11. Also the instrumental constants for scattering are not transfatreanatically to
the *.fpc file from the previous program.

No further changes in the *.fpc file are permissible when timstants are entered, otherwise
this would affect the calibration.
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7.2.2. Analysis of unknown samples containing dark matrix

As demonstration sample the reference standard material IAE8, $ake sediment, is
adequate, because its scatter peak ratio comes closest to Ithe Thbe sample had been
prepared as pressed pellet (mass @.0o binder added), the spectrum LakeSed3.spe had
been acquired for 1008 with a tube current of 4nA.

Note: Description of reference standard IAEA Lake Sediment SL-3 asdspectrum
acquisition conditions along with the names of the three input filesssary for an adequate
AXIL fit, resulting in LakeSed3.asr can be found in the EXCEL sI3_dm.xIs file.

The spectrum had been fitted in three parts, with input models ShB;Aor the lower
energy part of the spectrum for the element peaks included with

X-LINES ADD: SI K CA-KA+ CA-KB+ TI MN FE-KA+ FE-KB+ 2.7 2.8 2.9
The higher energy part of the spectrum, fitted with the input model SL3-B.inp:
X-LINES ADD: ZN BR RB SR+ Y ZR-KA+ NB-KA PB

had been split off, because some of the individual Chi square valuestawehigh with a
single ROI for the fluorescence peaks. Finally is the KRIscatter region (SL3-1.inp)
approximated with the previously introduced model -1 defined by:

X-LINES ADD: RH,INC RH-KA,COH RH-KB,COH 21.75,INC 17 17.2517.5 17.75
18 18.2518.5 18.75 20.5 20.75 21 22.5 ZR-KB

The scatter region has to be split off, because the background rbe@sor the first
spectrum part as linear polynomial, of order 10; for the secondlparas linear, of order 15.
Any such high parameter would subtract the background from therspati&s in an
uncontrollable manner. The first saved result was expanded witbettuedd coming result
with the COMMANDSSAVE_RES andADD. For the scatter peaks it is advantageous to use
UPDATE instead ofADD, when the spectrum had been fitted before for the scatté&r pea
region. Otherwise a second block with scatter peak informatiorbeviditored — only the first
block will be used by AXIL. In doubt, inspect the final file, LakeSed3.asr.

The definition of the sample is achieved wibecify standard /sample informationand
selection of the defaulbample concentrationfor Select calculation mode The Type of
Instrument Constant is to be selected &sdividual and / or average which will correct for
the lighter elements the systematic deviation from the averegrimental fluorescence
constant. The sample thickness one usually will leave for unknowns atetaeilt
intermediate thick, but not specify the actual value, because the program will atdctile
thickness itself. For true intermediate thick samples, ed akso for th&eT METHOD, the
thickness is better specified explicitly by the known value. In the FORIWU for setting up
options the only alteration should be, to switch $®condary enhancement corrected
because only for ancient PCs one had to think of the speed for thmitedion. Otherwise
select this option automatically for samples. The final itenstiare initiated witiCalculation
of Geometry constants / Analysis of unknown samples

Hint for problems during the final calculations of instrument caomnstaor sample
concentrations: When after a short flash the calculation will stmg bring back to the
previous COMMAND Calculations of Geometry constants/Analysis of unknown samp.
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the conventional memorglid not sufficeTerminate QXAS completedynd re-start it; go again
to the last COMMANDCalculations of Geometry constants/Analysis of unknown samp.
(the temporary file fundp.tmp still carries all data) and initiate th®ulzdions again.

11-12-2866

Sample identity: Lake Sediment IAEA-SL—3 2g 48mA wvcZidd_spe
Spectrum fitting data: E:~QRASDEMO~FP-SCATT-LAKESED3_ASRH
Inztrument parameter data: E:~QHASDEMO~FP-SCATT-~S0ILY.FPC

Inzstrumental identity: Secondary Target

Average instrumental constant: 1.1498E-@7

Instrumental constant for coherent scatter: 1.7883E-86
Instrumental constant for incoherent scatter: 1.4183E-86
The =zecondary target:z Rh The tube anode: Ag

Tube voltage:= S5H@. KU Tube current: 40_00H@ mA
Meazuring time: 1@HHA. Sec. Collimator: Mo GCollimator
Filter uszed: Ho Filter Atmozphere: Air

Report of Calculated Concentrations

Sample thickness: infinitely thick
Iterations for scatter

Iterations for concentration: 26
Pre—=set convergence: .18 = Last convergence: .H84 »

Ele.—1line Constituent Concen.<¢elem.> Abszorption Enhancement u

Si—Ka i 14.67% 182 = 6.5744E-H4 1.8276
K -Ka P851.78 4107 ppm 3 .8667E-B3 1.1333
Ca—HKa ?.32% a1z = 3.?555E-83 1.8271
Ti-Ka i 2188_21+ 18_447 ppm 4.1572E-83 1.8251
Mn—Ka 31548+ 3.86%7 ppm 8.4603E-83 1.86822
Fe—-Ka 8153 .45+ 18.633 ppm 1.8587E-B2 1.880008
Fn—HKa 16.68+ 2.131 ppm 2.2184E-82 1.8888
Br—Ka 2.58+ -431 ppm 5.8122E-B82 1.880008
Rbh—Ka 2711+ 548 ppm 6.5573IE-B82 1.8888
Sr—Ka 394 _ 37 1.3 ppm  Y.407VHE-B2 1.880008
¥ —Ka 18.66% -356 ppm 8.29?BE-B82 1.8888
Fr—Ka 181.18=+ -222 ppm 9.2212E-B82 1.880008
Mbh—Ka 4.78x =325 ppm 1.8112E-81 1.8888
Ph—La 17 .86 1.455 ppm 3 .7Y298E-82 1.880008

Total percent of fluorescent elements: 25.93 =

Total matrix is estimated as: Wa 192.35¢ Al 8H8.65x

Dark matrix iz estimated as: G 58.15x 0O 49 .85

Fig. 7.12. Quantitative results for the reference standard SL-3 obtaindd tit Full
Fundamental Parameters method.

Table 7.3. Selected element concentration values for IAEA SL-3asthneference material,
established with Full fundamental parameters and Backscatter nientil parameters
METHOD, in comparison with the certified values.

K(ug/lg) Ca(%) Ti(ug/g) Br{ug/g) Rb@g/g) Srg/g)

Full fundamental 7852 9.32 2188 2.6 29.1 394
parameters

METHOD

BackscatterFP 9537 12.06 2815 3.7 39.8 522
METHOD

Certified values 8740 11.11 2610 5.6 38.8 0.47
C.1. (95 %) 7910-9570 10.72-11.52300-2920 4.8-6.4 36.9-40.7 0.45-0.49
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The comparison of the two sets of results as obtained byulhéundamental parameters
and theBackscatter fundamental parametersMETHOD exhibits for both a problem with
the element strontium for this sample. Bromine is underestimgtbdth by approximately a
factor of two, but its low intensity only demonstrates that workioge to the detection limit
is generally problematic — another fit model could have resultedyiran overestimation. For
potassium, calcium and titanium there is no other statement th&nltiid® METHOD tends
to the lower confidence interval limit afhckscatter fundamental parametergo the upper
limit. Rubidium is better described Backscatter fundamental parameters

7.2.3. Atrtificial scattering calibration standards

As can be seen from Figure 7.4, it might be difficult to impossdlénd a suited scattering
calibration standard. E.g. the intermediate thick pellet of-3pprepared with binder, has no
near neighbours (except Mg9OThe composition of this sample is well known, it consists of
half binder (HWC), half standard reference material; with teenents’ content (above 0.1
%) of: H (1.9 %), C (48.7%), N (1.4 %), O (25.3%), Mg (0.6 %), Al (2.3 %), Si (9.1 %),

K (0.6 %), Ca (8.1%), Ti (0.15 %), and Fe (1.3%). The resulting average atomic number is
8.88.

It is possible to construct artificial scattering standards. idstrumental parameter file
OrgaMatr.fpc, identical with Soil.fpc, with the exception of therummental constants for
scattering, was created. In order to obtain the scatter dalibthe scatter peak information
from the sample AXIL result file, Soil7-1.asr, was copied and stegainto a new file,
OrgaMatr.asr, containing this scatter peak information (and supptany information as
needed to fulfil the *.asr file syntax). This OrgaMatr.fpe fiwas loaded by the METHOD
Full fundamental parameters and the scatter calibration standard, OragMatr.asr, was
evaluated: In the TOGGLE FIELDselect Calculation mode, Instru. Constants for
fluorescence & scatterwas selected. With an input for the tube current ofm®, the
sample type left at the default as intermediate thick, @asemade of the known aerial density
(area related mass) of 21rBg/cnf. There are no fluorescence peaks found in this file,
therefore the matrix composition must be specified: FOR&hu for setting up options (7)
There are known-compositions Let us assume the matrix composition were unknown, then
one had to utilize the graph of Figure 7.4: The scatter peak ratio for the inteentbitSoil

7 pellet is 2.77, from this an average atomic number of 8.95 can be deGoosdquently an
artificial sample composition must be constructed, that willltés an average number close
to this value. As representatives the elements nitrogen (its atomic niephkesents the major
constituents of the binder) and as sample “contribution” calciumil{oorg are proposed.
Their stochiometry was varied until the average atomic number fauasd. The first
“‘compound”: N4Ca is equivalent to N (85.5%0) and Ca (14.426). It results in the
instrumental constants for coherent scattering: 1.8328*2@d incoherent scattering:
1.6765*10°. The second “compound”: gSi; is equivalent to N (71.37%6) and Si (28.625
%). It results in the instrumental constants for coherent sicafté.0813*1¢ and incoherent
scattering: 1.6494*18 Other compositions are possible, with the constraints of the given
average atomic number and a “realistic” description of the sample composition.

7.3. METHOD: Fundamental Parameters-monochromatic excitation/scattempeaks

Demonstration files (directory \QXASdemo\FP-Scatt):

[1  Calibration file: Soil.clb
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[0  AXIL result files for calibration (directory \QXASdemo\ASRds)): Soil7-2.asr, Instr-
Bl.asr, Si-wafer.asr, K2CO3.asr, K-KH2PO4.asr, K2-Cr207.asr, K-SBr.a
CaCOa3.asr, Ti-Std.asr, TiO.asr, MnO2.asr, Fe-Std.asr, Fe203.asr, .ZsrSHhO.asr,
Br-KBr.asr, SrCO3.asr, Y203.asr, Zr-Std.asr, ZrO2.asr, Nb-Std.agQB®hbsr, Pb-
LStd.asr

[J  AXIL result files sample: Instr-Bl.asr, LakeSed3.asr

Fundamental Parameters fomonochromatic excittion by use of thecatter peaks(also
named Backscatter Fundamental Parameter BFP) is a very versatie METHOD for
quantification and is suited for completely unknown samples (thickmesslark matrix are
calculated). Source and X-ray tube excitation can be covered. Thanfenthl parameters
approach calculates calibration constants from standards’ *.asr dibel takes several
theoretical values into account: The fundamental parameters, vabisoip@on corrections,
the enhancement effect, and the detector efficiency. Thpleasalf-absorption by the dark
matrix is corrected by the use of the scatter peaks. As tenideature of the program are the
differential scattering cross sectionsed for the calculations. The range of elements that can
be analyzed by this METHOD is not limited or correlated to earyge defined by the
elements of the standards, but when elements of standards represent rurdample
elements the individual calibration constant is used. One constrainé &IETHOD is the
fact thatonly monochromatic excitatiooan be handled. Even for more than one line of a
source or secondary target the intensity weighted average enargly be calculated,

E = Pka1 EEKal * Praz EEKGZ + pKﬁl EEKﬁl + pK,Bz DEKﬁZ + pK,Bs EEK,Bs- For a Rh secondary

average
target the weighted average of itg Knd K lines yieldsEayverage = 20.6 keV. For direct X
ray tube (continuous) excitation as primary radiation sometimeslka effective energies
are defined. Such a procedure might lead to good results, from tnetiba point of view it
is not recommended to apply this METHOD to polychromatic excitation.

A handicap of the program is the missing <ESCape> command thrdutieovarious lines
that have to be entered with appropriate information. Any singgéake in the input will
force the user to terminate the program with <BREAK> (some cargpwCtri> plus
<BREAK>, <Fn> plus <BREAK>. No re-runs, to add or remove stand&m® the
calibration procedure, are possible. In such cases the calibration has to be re-done

7.3.1. Calibration

Generally it is recommended to start QXAS with the directofgrmation of the directory
whereall calibration standards are contained in (also the blank file antkrscatibration
standards should be found in this directory; for the demonstration: \QASASR-Stds).
As minimum one spectrum *.asr file together with the complete knowledgeit its
composition will serve for the calibration. The more the standards tdo¥element range of
unknown samples the better, because individual calibration constantsewibed. Usually
one will employ several standards for fluorescence calibratigprgsenting the elements
identified in the unknown sample(s) and one (or more) standard(s) dtierscalibration,
being close in its ratio of incoherent to coherent scatter peaktarthe unknown sample(s).
Elements not represented by standards will be calculated bgfube average calibration
constant for fluorescence. For the purpose of the scatter talibitiis possible for this
METHOD - and highly advisable - to use *.asr files of standards dbanot contain any
useful fluorescence peaks but only the scatter peaks informagtuldse, HWC, etc.) or to
fit only the scatter region and neglect the fluorescencemnme(Soil 7, etc.). Otherwise
insignificant peaks can contribute to the fluorescence calibration*.@befile must contain
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information of the form$COH_SCAT: and $INC_SCAT:. At least one so-calletlank
samplefile must exist. Usually this will be a spectrum acquired without any stéddample
in the usual position of the sample holder (instrument blank) and it sheptdsent the
scatter contribution from the spectrometer and the ambient aiec#dssary, blank problems
for certain elements can be treated here, but the basicsidea determination the scatter
blank. As result of a calibration run a *.clb file will be createdly then unknowns can be
analyzed.

7.3.1.1. Example: Creation of Soil.clb

For demonstration a calibration file had been created, containingtyhere calibration
standards’ *.asr files for the establishment of the fluorescealdaration constant: Si-wafer,
K2CO3, K-KH2P0O4 (potassium), K2-Cr207 (potassium), K-KBr (potassi®aCO3, Ti-
Std, TiO, MnO2, Fe-Std, Fe203, Zn-Std, ZnO, Br-KBr (bromine), SrCO3, Y203td,
ZrO2, Nb-Std, Nb205 and Pb-LStd. One standard for the scatter cen@ialiet of IAEA
Soil 7), only evaluated for the scatter peaks, Soil7-2.asr. The firstQRhis METHOD
(Select) will lead to the calibration 1(Perform calibration) by typing “1”. Any other
character will not be accepted (and “2” brings to the latebetgpassed quantification of
unknown samples). The FORMnter calibration data (and all other FORMS of this
program) will have to be filled in correctly, e.g. numbers nigsentered that are between
certain limits (any < signs will rather mean that the ddimats are included into the range
and are also applicable). When capital/small letters are &xhexs usually specified one line
above the expected input, the operator will have to obey, otherwise thharprawl respond
with an error message and the input will have to be repeated correctly.

For tube excitation the first line of the FORM will have to bssea with "0”. Theexcitation
energy (input: 20.6 keV) can be different from the coherent scatter peak energyyseetae
weighted average for K-excitation is higher than the coheretiespgak energyEnergy of

the coherently scattered radiation of the Ky line, Eiscat = Exka (input:20.167 keV).
Incident and Exit angle (input for both: 48) refer to the sample surface — beam geometry
(lines 4, 5) AMylar foil between detector and sample can be used to protect the detector
window and/or represent the exit window of an (evacuable) sampbebenathe unit of the
thickness (um)is um (input: 12). The next linéength of the air path, takes into account
the absorption of the characteristic radiation by air on the way the sample to the detector
(input: 0.5). Three differerdetectors, predefined so that dead layer and gold layer are taken
into account, are for selection. The Si-PIN detector descriptiticeisame as for the Si(Li)
detector — (no Au layer is used for the first one). Type ex&itlge, or Si-PIN (input: Si).

The thickness of the detector crystalinput: 3) is important for the higher energy intrinsic
efficiency, whereas théeryllium window thickness, in um, is of influence to the lower
energetic radiation (input: 25).
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Enter calibration data
T1i-2 of the zource (1 ¢ T1i/2 { 18™?[day=] or @ for X-ray tubed:
Excitation energy of the pr?mary radiation €3 < Eo < 188>[kelU]:
Energy of coherently scatteigaﬁradiatiun 3 < ECoh < 188>[kel]1:
Incidence angle ~sample surface —zgéiﬁzry heams <18 < alpha < ?8>[degreesz]:
Exit angle ssample surface — fluurggcence radiations (18 < beta < 98>[degrees]:
Mylar foil thicknessz ~bhetween zample surface — detectors <A < Mylar < 188>[uml:
Length of the air path /samplii— detector~ (B ¢ Air path < 5@>[cml:

Detector kind (Si_ur Ge or Si—PIN>:

g1
Thickness of the detector crystal (A.81 < thickness < 18>[mml:
3

Thickness of the detector berillium window <1 < Be window < 288>[uml:

Fig. 7.13. In the form Enter calibration data the excitation source, the gegrttee detector
and the air path must be specified.

After the successful completion of the FORM the so-cdlladk sample file name(input of
an *.asr file name, but the extension .ASR must be omitted) hasdotéed — Instr-Bl. It
contains the fit results of the scatter peaks originating fsoattering of the excitation
radiation by the empty sample holder (instrument blank) and, if apbdicthe ambient air.
Enter the x-ray tube current refers to this blank measurement. The quesiiave results in
the file report will enable to save the individual calibration results to a refidet name
*.rpt, which later also can be used to store final results of saanalysis) in readable ASCII
format, but the further calculations are not affected by thisaeciThe actual calibration file
will have the extension *.clb and is created at the end of the calibration procedure.

7.3.1.2. Example: pellet of BCO; plus HWC as binder, K2CO3.asr, as fluorescence
calibration standard.

The next FORMs refer to the first standafdo(of sample components <1,50>and
expresses the need of the program for an input of the totdderuoh chemical compounds
constituting the first standard; the input must be an integer betivaed 50. For the O3
calibration standard, pressed as pellet with added binder, the inpbei The area related
mass (aerial density) of the first standard must be entétedtlae lineEnter the sample
mass per unit area(for thick standards any high number will do, e.g. 100). In the net li
for the K,CO; part of the calibration standard, with a concentration of 8 %6 put K2CO3
81.63. Consecutively enter C38H76N2Q8.37 for the binder. The number of times a line,
with the need of an input for an element / compound and its concentratioshaw up,
corresponds to the previously entered inteijer ¢f sample components <1,50>
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Sample no.: 1

Mo of szample components <1.58>:

2

Enter the sample massz per unit arealgscm2]:
1688

Compound.“element & its weight fraction Awt. ¥~ in the sample [e.g. CaC03 25.51:
K2C03 81 .63

*K2C03° iz composed of [wt.x1:

K 56.582

C 8.687

0 34.729

Compound-element & its weight fraction Auwt. %/ in the sample [e.g. CaC03 25.51:
CIBH?6N202 18.37_

Fig. 7.14. The calibration standard,&O; must be described concerning the compound of
interest and the binder used for pelletizing.

The next FORM Enter sample filenamg will need the *.asr file name for the calibration
standard, matching the defined elements / compounds as specified (eipane K2CO3).
There is no immediate check for consistency! The consecutive F@RMs to the tube
current as used for the measurement of this standard (input: 40Qué&keonScatter peak
intensity from other ASR-file? will be asked for fluorescence calibration standard files,
because no scatter information is found in the respective *.asy éitsswer must be: “n”,
otherwise a further spectrum bust be loaded. After the successfyletion of the first
standard the questiddext sample? (Y/N)will permit the definition one standard after the
other — input “y”, in the same way as for the first standard.

7.3.1.3. Example: pellet of IAEA Soil, Soil7-2.asr, as scatter calibration standard

The input needed to describe the scatter standard Nofaf sample components <1,50>
12. From the certificate the essential elements’ concentratitmesva(>0.1 %) are
represented by : Na (0.2%), Mg (1.13 %), Al (4.70 %), Si (18.0%), S (0.12%), K (1,21
%), Ca (16.3%), Ti (0.3 %), Fe (2.57%), the dark matrix is described by H (0.88), C
(7.18 %) and O (47.36%) in accordance with referen27]. Tube current input: 40; file
name input: Soil7-2. The successful termination of the calibration is achievethivit

120



Sample no.: 2

Mo of sample components <1,583:

Eﬁter the zample maszz per unit arealg-/cm2]:

ésgpuund/element & itz weight fraction Auwt. »~ i sample CaCo3
g;migund/element & itz weight fraction Auwt. »~ i sample CaCo3
Compon & i weight fraction Auwt. -/ 1 sample CaCo3

weight fraction Awt. =%/ 1 sample CaCO3d
weight fraction Awt. =/ 1 sample CaCO3d

weight fraction Awt_. =/ i sample CaCo3d

Compoundelement i weight fraction Awt. =/ i sample CaCo3d
Mg 1.13
Compound~element i weight fraction Awt. =/ i sample CaCO3d
Al 4.7
Compound-element i weight fraction Awt. x/ i sample GaCo3d

Guﬁpuund/element i weight fraction ~Awt. »x~- i sample CacCo3d

Fig. 7.15. For the description of the composition the reference standard7 Sgkd for
scatter calibration twelve chemical elements are considered to contributacsigtiif.

The last-but-one SCROLL BOX for the calibration procedure sumemtizeAVERAGE
CALIBRATION CONSTANTS for the coherent and incoherent scatter peaks and for
fluorescence.

Finally all relevant data will be stored (FORBhter the name for the calibration file). A
meaningful name, but no extension (it is by default *.clb) is eeelt is advisable to match it
with the report file name (*.rpt), in case this option to create saw a report had been
selected previously. The report (Soil.rpt) contains a wealth of irfioom Among others, the
spectrometer specification as entered previously, data fastaldards and the calculated
individual and average calibration constants.
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CALEIRATION COMSTAMTS FOR THE_STAMDARD: soil?-2.ASR
Coherent scat. constant = Z2.22715BE+8883 [ imp-s-mE]
Incoherent scat. constant = 2.42657SE+0EE3 [imp<s-mA]

#=RAY FLUORESCEHCE GEOMETRICAL COMSTAMTS:

EHERGY  GEOMETRICAL COMSTAMT

1.739  z2.4501aFE+B@E4 [impss]

2.212  2.269029E+88E82 [impss]

2.690  2.722196E+8882 [impss]

4,508  3.4BEZ273E+@EE2 [impos]

5.895  Z2.8427eSE+AEEZS [impss]

g.400  2.820235E+8882 [impos]

2.631 2.93285E+ABE3 [ inp-s]

18.541 2.721193E+8862 [ inp-s]

11,967  2.586339E+@0603 [ imp-s]

14,142  2.F55413E+@06E2 [ imp-s]

14.932  Z2.703172E+80603 [imp-s]

15,746 Z2.7°4B2383E+@0603 [ impss]

16.584  2.738955E+80683 [imp-s]
AUERAGE CALEIRATION COMSTAWTS AMO_ESTIMATED SCATTER BACKGROUMD:
Coherent scat. constant = Z2.22715EE+BEES [imp-s-mE]
Coh. =catter backaround = H.888888E+0E8E [ imp-s-mE]
Incoherent scat. constant = 2. 4265 FEE+BEES [ impss<mA]
Inc. scatter background = B.888888E+0EEE [ imp-s-mE]
Fluorescence constant = 4.619263E+0883 [imp-s-mAl

Fig. 7.16. The calibration report is available as ASCII file.

7.3.2. Analysis of unknown sample

It is possible to work with sample *.asr files without scattexkp@formation, contrary to the
calibration procedure where at least one file must contaimamtiescatter peak information.
This makes sense for samples without dark matrix. Usually the umkeamples *.asr files
should contain the fitted scatter ROIs. However, when no scatterirfeamation is found,
all concentration values will be normalized to 1 (e.g. for alloys this will keod gption).

Warning: The program will crash for elements included into the *.ass fieh absorption
edges above the excitation energy. If this has to be done fog fittirposes, the *.asr file has
to be edited manually to remove such elements. Although in the s@d@econdary target
excitation approach it were impossible to excite, e.g., Zr with a Mo secoiadgey, in reality
it is possible, because the secondary target scatters also contadiatron from the x-ray
tube.

The first screen of this METHODSElect) will lead to the analysis of unknown sampl@s (
Analyze unknown sample(s) by typing “2”. Any other character will not be accepted (and
“1” opens the calibration procedure). The relevant calibration(fidb) and the blank file
(*.asr) names (usually the same blank as already used $ocdhbration procedure), both
without extension, are to be entered. Independent of the selectionrémor file name
previously used, the results can be saved in a file with the esttehspt. It is possible to
create a new report file, or use the same report filerathé calibration measurements. The
calculation will start after the unknown sample *.asr file nanas wntered. For a correct
calculation run the number of iterations will briefly be displayed, endiny avsicreen named:
Results of analysis . With the calibration Soil.clb it is possible to evaluate IAEA
reference standard SL-3, AXIL result file LakeSed3.asr, becthgsealibration standards
were selected in order to represent the sample elemenép(dXo) and the scatter peak ratio
compares well for Soil7 and the sample.
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Rezults of analysis:

Z E}. Concentration

14
19
28

81

2.564E-A8A1
2 .53VE-ABA2
1.286E-A8A1
2.815E-A8A2
4 _520E-8084
1.863E-ABA2
2.188E-AAAS
3.714E-A8A6
3.977E-ABAS
L .217E-8AA4
1.454E-AAAS
2.3799E-808684
6.182E-A806
1.718E-A8AA5

[wt.]
[wt.]
[wt.]
[wt.]
[wt.]
[wt.]
[wt.1]
[wt.1]
[wt.1]
[wt.1]
[wt.1]
[wt.]
[wt.]
[wt.]

+—
+—
+—
+—
+ - —
+ - —
+ - —
+ - —
+ - —
+ - —
+ - —
+—
+—
+/—

lakesed3.ASR-—>* Mo. of

Std. Dew.
2_BE-PABA3
1.2E-A884
3_.6E-A8B4
3.3E-BA8a5
1 .AE-ABAA5
1.3E-ABA5
L .9E-8A886
4 _6E—-A887
8 .5E-AAA7
2 _.AE-A886
6 .3E—-A8A7
1.4E-8886
4 _1E-8887
1.6E-8886

U_Tot
8.92E+88082
4._B84E+8802
3.15E+B8082
3.86E+BBQA2
1.51E+B8082
1.21E+88082
L .8PE+B8081
2.58E+88081
1.97E+88081
1.74E+88081
1.56E+88081
1.48E+88081
1.27E+88081
3.47E+88081

iterations:

18
F_Enh_Tot
1.164E+88008
1.136E+88008
i.845E+88008
i.842E+88008
i.A27E+B8008
1.A26E+B80A
1.A28E+A80A
1.A31E+8808A8
1 .A3RE+A80A
1.A28E+A80A
1.A29E+880A8
1.829E+88008
1.6838E+88008
1.829E+8808

F_Enh_Scat
1.819E+8888
1.A20E+88008
i.A2BE+A8008
i.820E+A8008
i.821E+A8848
1.A22E+A8808
1.A24E+A888
1.826E+A888
1.827E+8888
1.A28E+A88A8
1.A29E+A888
1.829E+88008
1.830E+88008
1.825E+8808

2.65571E-HA8A1 [g-cm2]
4 .81 4E-A8A1
= 6.4

Ezstimated mass per wunit area of the sample:
Total weight fraction of fluorescent elements =
Average atomic number of the sample ‘dark’ nmatrix. &
Save peak ratios? CYsN>):in

Next zample? (Y- N>:_

Fig. 7.17. Quantitative results (for the reference standard IAEA SL-&)daplayed with
normalized concentration values, where 1.0E-0 corresponds t@d.00

The concentration values are given as weight fracRdB4E-0001corresponds to 25.6%

for e.g. Si. In case the AXIL fit had not been carefully exadhirie order to eliminate
elements with too low peak areas, all results have to be checkieat $bbe standard deviation
(Std. Dev) does not exceed the corresponding concentration value, which would mean the
respective result is below the detection lirhit.Tot stands for the total absorption correction

for the line of interestF_Enh_Tot for the inter-element plus enhancement by scattering
correction and=_Enh_Scatfor the enhancement by scattering. For the two last two columns
values close to 1 will correspond to small correction (less impoegnhancement by other
elements, or scattering).

For the experienced user: The lirfgave peak ratios? (Y/N):aims to the fact that
improvements in the AXIL fit will have a (positive) effect on theantification. When the
question is answered witly™; files with the extension .RAT will be created which can be
used for the model file (*.inp) of AXIL (manual input by copy and eastly). This will
affect the intra-line peak ratios of K- and L-lines for a gietement (different sample self-
absorption for different energies). With these improved fit resésquantification is to be

repeated.

For samples measured under the same conditions and adequatebemntsgreby the
fluorescence and scatter calibration the calculation can bdedsfar another sampléNéxt
sample? (Y/N: with “y”.
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CHAPTER 8. SOURCE EXCITATION
References: [37], [38], [39], [40]

Note for users of ORTEC MCAs and software: The MCA spedral®e saved in ASCII
format and *.spe files are already generated at the laivetoring the spectra after the
measurement — the spectrum conversion with QXAS is not necessdoytudately there is a
problem with the format of the date (also other MCAS’ spectnadts might be affected),
which only is of relevance for source excitation, because of tlvelladbns for the decay
correction. For repair of *.spe files see CHAPTER 4: Editing ¢& d¢es. When the date
format is left unchanged tHeT METHOD will crash.

8.1. Establishment of numeric values for incidence and take-off angle

Demonstration files (directory \QXASdemo\Cd-109):

Spectra for the preliminary calibration (directory \QXASdeGu109\SPE-INP):
Ti.spe, Cr.spe, Fe.spe, Co.spe, Ni.spe, Cu.spe, Zn.spe, Ge.spe, Zr.spe, Nb.spe, Mo.spe

Input files (directory \QXASdemo\Cd-109\SPE-INP): Ti.inp, Cr.inp,irge Co.inp,
Ni.inp, Cu.inp, Zn.inp, Ge.inp, Zr.inp, Nb.inp, Mo.inp

AXIL result files (directory \QXASdemo\Cd-109\ASR-Std):i.dasr, Cr.asr, Fe.asr,
Co.asr, Ni.asr, Cu.asr, Zn.asr, Ge.asr, Zr.asr, Nb.asr, Mo.asr

Source file: Cd-test.sou

Calibration file: Cd_52_90.cal

Spectra: Cabbage.spe, Lichen.spe, SL3.spe, Soil7.spe, SL7-thin.spe
Input file: Cabbage.inp, Lichen.inp, SL3.inp, Soil7.inp, SL7-thin.inp

OoOooo o oo

The major problem with source excited XRF is the ill definitadrihe incident and take-off
angle in respect to the sample surface. The wide spread of aiglerays, the divergence,
complicates the quantification. In the ideal case one would tisgbrtoblem with the Monte-
Carlo method or with an additional integration over the solid anijlese of it is performed
by any of the QXAS METHODs. Rather average (effectivaglemwill have to be defined.
For this purpose use the utilitincident and take-off angles, Geometry constants, *.sen
file. This utility is rather user unfriendly, will need a lot of input, this is the only way to
calculate these angles — by QXAS. Unfortunately duringetitablishment of values for the
angles a calibration file will have to be loaded. Such a *.cal file must beagedieeforewith
the METHOD Elemental sensitivities. All what was mentionedb®& essential for this
METHOD has to be applied with slight modifications for a source excitatioarayst

8.1.1. Calibration standards

All example standards’ spectra for Cd-109 source excitation had dmdected with the
intention to have approximately 1@00 counts in the peaks of relevance for calibration. The
measuring time (live time, LT) was selected to adjustdked counts in the peaks of interest.
The number of 1000 counts for the lines of relevance should result in statistioadly
defined peaks (relative standard deviatiof).

A Cd-109 source emits silver radiation (AG,, Ag Kg) and ay-line at 88 keV.
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Note: Description of the calibration standards available forX0D8 source excitation can be
found in the EXCEL cd109_standards.xls file.

8.1.2. Preliminary calibration with the METHOD Elemental Sensitivits

For the calibration of th&lemental sensitiviiesMETHOD sensitivities are calculated for
characteristic lines from standards, correcting the self-absorim the standards. It is
assumed, that thexcitation radiationcan berepresented by a single X-ray limgth specified
energy (intensity weighted energy). The sensiti@ityf all elements is calculated for which
a concentratiort, is supplied to the current *.cal file and a peak aig@an be read in by
means of an *.asr file.

T (8.1)

LT is the acquisition time of the respective spectrum, Artde absorption correction. K
lines and k-lines are treated independently. The decay correctisrdefined as

T =ex[{|n—2[ﬂj (8.2)

1/2

whereTy, is the half life of the used isotopes the time interval between measurement and
calibration — both in matching units of time. Tleport will contain individual results for each
standard *.asr file and a summary of the calculatetsitivities.

Mew calibration: Elemental senszitivities

Excitation source = Radio source XHF

Angle of incidence <(degreesl = L2 .888A
Detector take—off angle <degreesl: 7@ . AAAA
Source tupe : Cd-189%

AR EL G - QR AS DEMOSCD—1 B9~ SPE-INP~.Cd_52_ 98
Date Cmm—dd-yyyy» - 108-18-2066

Fig. 8.1. Definition of the preliminary calibratidile Cd_52_90.

8.1.2.1. Example: Preliminary calibration file Cd_52_90.cal

As almost first input for the establishment of fireliminary calibration file an input for the
Angle of incidence (degrees)s needed, defined by the primary radiation arel shmple
surface the take-off angle between sample surfadedatector axisQetector take-off angle
(degrees). One has to breath deeply, but then one can relary angle, not too far away
from reality of course, will do (these angles areedled for the absorption correction
calculation of the standards). By a first guesstlier take-off angle a value of YBad been
chosen — parallel to the detector axis directiam. the incidence angle the basis angle of a
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cone, defined by the central ring of the annular source as basas g&hk the centre of the
sample front surface, is good enough. From the naturalistic skekigure 8.5 an angle of
52° can be depicted. The two angles’ fi#t the incidence and 8@or the take-off angle, had
been chosen, firstly they can be justified by simple argumentssecwhdly in order to

demonstrate, even though the take-off angle value is relativebwiay from the later to be
calculated value, that the choice is not too critical.

In the preliminary calibration file, Cd_52 90.cal, eleven *.asrsfitf pure (metallic)
standards had been included (Ti, Cr, Fe, Co, Ni, Cu, Zn, Ge, Zr, Nb and\beffort was
made for this calibration to establish also a L-lines caldmmatbecause it serves only as a
“slave” for the calculation of incident and take-off angles. For the additiarstdndard to the
calibration knowledge about the measurement date (essential foe ssxcitation) and the
live time (usually transferred already from the *.asr fiberectly) are needed. The standards
can be treated as infinitely thick in terms of XRF, so thedsted’s sample mass is left at the
default value 0.00000. The (relative) error in the concentration valudheofstandards
(%stddev - with a default value of 36), it is of no relevance for this intermediate
calculation, was set to 0.%. After the correct inclusion of all standards the calibratiomliior
elements found in the standards was finalised wAgrform calibration. The option
Optimize Calibration with Least Square Fit was not used, only the raw data is needed.

8.1.3. Definition of the excitation source and geometry for the Monte Carlo simigdat

To be aware, as pre-requisites for the calculations are ne&dedproperly defined files,
namely a *.cal file (Cd_52 90.cal) and a *.sou file (Cd-test.sou), atlhwef information
about the geometry of the system, and the detector characte(isti be taken from the
detector data sheet, hopefully supplied by the manufacturer). Tbetatetharacteristics are
not critical, when medium to high energy lines are used for calibration.

Select from the SELECTOR BO>XExcitation selection the item *Annular source
excitation, next select fromSource selectionthe item*NEN source. The used Cd-109
source is of unknown provenience; but the two other options were not brougbtking,
despite the fact that there are only slight differences between the three).

Source selection

= Amerszham source

#* Isotope Products source

Fig. 8.2. From three brands of sources the NEN source is selected.

From the SELECTOR BOXsotope selectionchoose the itentCd-109 source from
Spectral lines selectionthe item*K-alpha lines (the calculations by use of L-alpha line
emitters is possible too, but the calibration file Cd_52_90.cal wasdefityed in terms of K-
lines standards, because there are more standards availablefii®t thedection), fronData
input selection the itemEnter data from keyboard. This is now deep enough down in
QXAS!
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Data input selection

Enter data from keyboard

=* Enter data from old file

Fig. 8.3. The manual input of certain dimensions describing the source — sampéscterde
geometry will be activated.

A FORM Enter experimental setup parameters (distances in cemtietres) has to be filled
in with relevant data, describing the geometry of the spectesmEbr lazy users a pre-
defined FORM, of course only applicable in its details for used spectrometer, can be
loaded withEnter data from old file and the sensitivity file Cd-angle.sen.

Fig. 8.4. Several dimensions in (cm, describing the geometry of the spstetranust be
known.

From the sketch, in scale with the real situation, see FigureaB.televant dimensions in
(mm) can be taken. The used letters (from A to L, and X) earedogether with Figure 8.5
and its explanations to correlate the (brief) descriptions cdltbge FORM with measures to
be taken from reality.
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D= 285

Fig. 8.5. Sketch depicting the relevant dimensions in (mm) the used Gdur@8 excitation
system.

Note: Description of the geometry parameters as expectadpas in the formEnter
experimental setup parameters

All measures had been taken with sliding callipers. Figure 8tbdimensions in (mm) refers
to the used letters and stated dimensions of Figure 8.4 and rélatesto data input as
expected by QXAS.

Warning: It is easy to destroy a Be-window of a detector. Utmast enust be taken not to
touch it. Also the front surface of the sealed excitation source must not be stratche

Hazard: Sources as used for XRF will have activities aroun@Bg (10-100mCi), when
they are new. Minimize the duration of exposure when taking anyunesadNever touch a
radioactive source with hand, use forceps. Respect the lHw, which means in words: the
greater the distance to a source the less dose rate received.

After the FORM had been filled in with relevant data (or hachbeaded, utilizing the file
Cd-angle.sen), a source file has to be loaded, Cd-test.sou. Thentelataato be contained
therein are the spectral lines (A, Ag Kg and ay-line at 88 keV) with their respective
wavelengths in Angstrom and their relative intensities, dasgia Cd-109 source. Usually
for a *.sou file also the geometry were of relevance (definell thvét two numbers in the line
after SGEOM:). As the two numbers correspond to exactly the incidence and ffakegte,
being under investigation, the two values were set to zero.
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$IDENT:
Cd-109 annular source: incident/take-off angle: unk nown
Cd 109

0.

$GEOM:

0,0
$CONTINIUM:
2

1.,0.

1.2,0.
$CHARLIN:
3
.5608,82.770
.4961,17.230
.1408,3.74

One will pass through the SELECTOR B@Xrrent calibration by loading the previously
generated preliminary calibration file, Cd_52 90.cal, without carbgutathe stupid ITEM
Define sample current

Current calibration: C:xQEASDEMOSCD-189-CD_52_9A.CAL

Select calibration file

#* Define Sample Current

Fig. 8.6. The file Cd_52_90.cal is used for the Monte Carlo calculation.

Finally, exhausted one arrives at a FORNMter number of Monte-Carlo iterations. This

number will influence the time need for the execution of the MonteGanulation. For the
sake of precision, with nowadays computer processors, the highedblgpossmber of
999999 should be typed in.

Fig. 8.7. The Monte Carlo calculation is initiated with the input for the number of events.

Having everything defined properly, the calculation run will stexdl a flashing screen will
show the progress.

67+ COMPLETE_

Fig. 8.8. During the calculation the screen will flash and display the progress in%.

The SCROLL BOXLIST OF DATA AND RESULTS , will provide the desired angles. A bit
cryptic they can be reached by scrolling down and will read as:

COSECANT FOR PRIMARY X-RAY : 1.26096
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its VARIATION

18:23: 15

and

COEFFICIENT , which can be compared with the individual values, like the relativ

efficiencies, etc.

EHMD TIME:
[

SENS

A CEON O CE O (S O S (T
LR LD O = e P (S DS L LD
O I T D T T B o Rt Tt T Tt B T

:1.02579
WAl FRAC

IMT

s e, e, e, o, o, e, o, e, e, o,

LIST OF DATA AMD RESULTS

les?
A28 EE
18:21:57
ILE _SAMP
0OF EFFEC
ELEM AES

1

STRART TIME:
HUMEBER OF ELEMTS
HUMEBER OF HET EUVENTS

What an
DOATE:

QLR L L T L T T T o' i L T

Print is used, after the evaluation run until the next run) will provideealth of
SAMPLE

The cosecanof an angle is defined adsin of the angle. Therefore we obtain as average

(effective) angle of incidence 52.8nd for the take-off angle 77, both of them in respect to
the sample surface. How can one know, after all this lengthyeguoe, that the results are

meaningful? There is not a complete proof, but some kind of velicé possible. For
consistency of the calibration, typed in values for the geometiydatector, etc. the result
file (to be saved as *.sen and also foundesmsporaryfile temp.dat when the COMMAND

8.1.4. Results for the incidence and take-off angle and verification

parameters, like theAVERAGE GEOMETRICAL FACTOR
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Fig. 8.9. The temporary file temp.dat contains a wealth of information, among others

individual and average geometrical factor.
The average geometrical factor has a value of 5328 with alled gariation coefficient of

3.1 %.
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In the spectra of various samples (thick samples: Cabbage.spen.Epde SL3-spe,
Soil7.spe, etc., intermediate thick sample: SL7-thin.spe) the Compthropag K, is found
at a constant energy position, namely at 20t450.02 keV. By transformation of the
Compton formula (formula 2.18) one can deduce the scattering angléhegposition of the
Compton peak maximum in the spectra:

cosd =1+ 511[Ei—ij (8.3)
E0 Ez9

All energies are in (keV). WitlkE, = 22.10 keV (weighted average energy of A¢n; and

Ag Kay) andEs = 20.45 keV the scattering angle for this particular geasist 150.6. The
sum of the calculated effective incidence and wifeangles (129.9 is not close to this
experimentally determined scattering angle. A slidgviation could be explained bg) (the
inaccuracies introduced by taking all necessarysomes with sliding callipers antl)(the fact
that also the maximum of the Al§, Compton peak in the spectra exhibits slight vemet,
depending on sample type and thickness — but tdesetions are much less than the
observed difference between the sum of the cakallahgles and the observed scattering
angle.

8.2. Calibration

Demonstration files (directory \QXASdemo\FP-Scatt):

[l Spectra for the calibration (directory \QXASdemo\iP\SPE-INP): Ti.spe, Cr.spe,
Fe.spe, Co.spe, Ni.spe, Cu.spe, Zn.spe, Ge.sppeZiNb.spe, Mo.spe, Hf.spe, Ta.spe,
W.spe, Au.spe, Pb.spe, KH2PO4.spe, CaCO3.spe, KZCsge, MnO2.spe

[0 Input files (directory \QXASdemo\Cd-109\SPE-INP)i.ifip, Cr.inp, Fe.inp, Co.inp,
Ni.inp, Cu.inp, Zn.inp, Ge.inp, Zr.inp, Nb.inp, Map, Hf.inp, Ta.inp, W.inp, Au.inp,
Pb.inp, KH2PO4.inp, K2-Cr207.inp, CaCO3.inp, Cr2dX2inp, MnO2.inp

[ AXIL result files (directory \QXASdemo\Cd-109\ASReB: Ti.asr, Cr.asr, Fe.asr,
Co.asr, Ni.asr, Cu.asr, Zn.asr, Ge.asr, Zr.asrasdpMo.asr, Hf.asr, Ta.asr, W.asr,
Au.asr, Pb.asr, KH2PO4.asr, K2-Cr207.asr, CaCQ3aagrK207.asr, MnO2.asr

[l  Source file: Cd-109.sou

[0 cCalibration file: Final.cal

[0 Instrumental parameter file: Cd-109.fpc

8.2.1. Elemental sensitivities

Fifteen standards (*.asr files) foryi€alibration are available for the METHOElemental
sensitivities KH2PO4 (for potassium), CaCO3, Ti, Cr, Cr2-K2Aa@r (chromium), MnO2,
Fe, Co, Ni, Cu, Zn, Ge, Zr Nb and Mo. K2-Cr207 maogt be used, because of the
enhancement effect (Chromium excites potassiunmalléal is the result of this calibration;
values for the angle of incidence of 52ahd take-off 77 4were used. The Mn calibration
point is problematic; this behaviour was alreadgestsed for the secondary target excitation.
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alibration file: C:5~11_NOUSQXASDEMOSCD-109%Final .cal
reated on: 11-21-2006 Calibration date: 11-21-2006

48
Atomic numbexr

Fig. 8.10. Calibration for K-line emitters for Cd-109 excitation with the method Elemental
sensitivities.

Five standards are available fgy-talibration (Hf, Ta, W, Au and Pb).

Calibration file: C:»11_NOUSODXASDEMOMCD-109%Final.cal
Created on: 11-Z21-Z2006 Calibration date: 11-Z1-Z006

SIxnmana

88
Atomic number

Fig. 8.11. Calibration for L-line emitters for Cd-109 excitation with thethod Elemental
sensitivities.

8.2.2. Full fundamental parameters

With the Full fundamental parameters METHOD a calibration established by all available
standards can be performed. The program is full of “surpriseshéosdurce excitation with
Cd-109. The source type is selected wRadioisotope excitation from the FORM
Excitation conditions in the lineMode. In the consecutive FORMarameters for Radio-
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isotopethe energy of the emitted Al§g line is defined wrongly: the energy of 26.10000 (Cd
Kg) must be edited to the correct value of 24.9870. For each editing rue 0fgc file it will
adopt the wrong default, each time the user has to enter the correct value.

Instrument Parameter File E:~QRASDEMHO~CD-169-.CD-18%.FPC
Parameters for Radio—isotope

Izsotope name: Cd—-18%
Half life (days>: 462_660A8

Energy <kell Prohahility
22 ._168388 82.76998
24 287008 17.230608

g8.834108 3.740080
B .880680 B .6880680

Fig. 8.12. Correction to the wrong energy value for the pre-defined Cd-10atexcisource
as used by the Full fundamental parameters method.

The radiation travels between source, sample and the detecthiubewindow through air,
therefore the FORMEXcitation-Detection Geometrywill expect an average path length for
the two distancesD(st. Source-sample Dist. Sample-detectoy. The first of the two path
lengths is approximated with 18mn, the distance between sample and detector entrance
window with 2.4 cm.

Excitation—Detection Geometry
Dist. source—sample <cm?> = 1.38d
Incident angle <(degreel = 37.58

Dist. sample—-detector C(cm>:
Emergent angle <(degreel

Fig. 8.13. Definition of incidence and take-off angle (in respect to thpleaurface normal)
and the air-path.

Hint: An important fact to treat correctly thd®® METHOD, is the use of the angles defined
betweernsample surface normalnd incoming and outgoing radiation. Therefore the expected
input will be 90- 52.5 = 37.5 degrees for théncident angle and 90- 77.1 = 12.9
degrees a€£mergent angle For the secondary target spectrometer and other Cartesian
geometry set-ups the differentiation between the angles- @ = 45) for Full
fundamental parametersand the other METHODSs is only academic, for source excitation
systems it is important.

The file Cd-109.fpc was created with the use of twenty-one standasisfiles: KH2P0O4
(for potassium), K2-Cr207 (for potassium), CaCO3, Ti, Cr, Cr2-K2€@v ¢hromium),
MnO2, Fe, Co, Ni, Cu, Zn, Ge, Zr, Nb, Mo and L-line standards: Hf\WW,aAu and Pb (all
files from directory \QXASdemo\Cd-109). For the establishmenhefaverage instrumental
constant for fluorescence (38.38- 0.849) the two potassium standards (in analogy to the
secondary target excitation), the one for Mn (this compound is protiteasawas already
found out) and the L line standards (the intra element effelield of an element excite also
its L—lines, which is not considered by the METHOD) were not included.
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Instrumental constants for the Full FP METHOD, Cd-109 excitation

45 -

40 . .
35 * ¢ Pb

30 MnO,

25

] average instrumental constant (Ca-Mo, excl. Mn):
20 4 38.38 +/- 0.849

15

10

0 ] T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T
10 20 30 40 50 60 70 80
atomic number Z

Fig. 8.14. Instrumental constants for all available calibration standards (Cd-109 source
excitation). Red dots refer to standards used to establish the avertgeariantal constant

for fluorescence. The elements K, Mn and the L-line emitting standards were not included into
the averaging.

For potassium an individual instrumental constant of 36.05 was defiléch 18 the average
value from standards KH2PO4.asr and K2-Cr207.asr. For Pb a value of 36.81 was defined.
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CHAPTER 9. TOTAL REFLECTION X RAY FLUORESCENCE - TXRF
References: [41], [42], [43], [44], [45], [46], [47], [48], [49]
9.1. Fundamentals

For standard otal ReflectionX ray Fluorescence (TXRF) spectrometry a small droplet of a
liquid sample (volume 1 - 10Ql) is deposited in the centre of the plane-polished surface of a
suited substrate (usually a disk shaped quartz reflector, widmnaeter of 30mm). Whenever
possible the liquid matrix is removed by evaporation through heatipgmping. Due to the
geometrical arrangement the primary radiation of ara}X tube will impinge on the surface
of the substrate under a rather shallow angle (in the rangé afirhd, equivalent to 0°Land

will be totally reflected on this surface. This physical phenmmecan be explained by the
refraction index slightly smaller than 1 for days. It can be shown that only a small amount
of the primary photons can penetrate into the reflector. On the oth@rihthe small sample
excited by the primary radiation (irregularly shaped, therefor¢otal reflection effect) and
the interesting fluorescence radiation is collected very effity by the detector that is
positioned much closer to the sample (+Bn) than in conventional energy dispersive XRF.
As a result superior detection limits can be achieved. A spegidapment is needed and
practically only samples in liquid form that must be spiked witingrnal standard element
can be analyzed. Users of a TXRF equipment quantify their sarbylehe addition of a
suited internal standard. From the intensity ratios (elememhtefest / internal standard
element) and the known concentration of the internal standard thplesatement
concentration values are determined.

fluoresconce radiation
reflected baeam

e

mcident beam
——— ——

e

reflecion sampla

Fig. 9.1. Total reflection XRF geometry where a small sampled(resof a liquid sample)
rests on top of a suited reflector.

The angle of incidence in respect to the reflector surfadettee angle of the reflected beam
are identical. There exists also a refracted beam thatrpgseinto the sample, but due to the
low value of the transmission coefficient the resulting scatieby the reflector and the
silicon fluorescence radiation are well under control. Scatfeviit predominantly be caused
by the residual, therefore usually higher sample volumes wilcdaenter-productive for
background reduction.
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Fig. 9.2. Incident, reflected and transmitted beam with respective intengitigad .
Due to the special geometry not only the primary beam wiltexbe sample, but also parts

of this beam that impinge onto the reflector in front of the saniies results in double
excitation.

detector

[ ]
0)

@—-__ "-{ sample

reflector

Fig. 9.3. Double excitation of the sample by primary (1) and reflected beam (2).

For standard TXRF a calibration standard will be a solution, camgisfi several elements
with properly chosen concentration values (in order to cover #raegits as well as their
concentration range as expected in the sample) and an extrantetamenternal standard. It
must not interfere with the spectral lines of the calibration standard nortrhestantained in
the samples. The concentrations of such a set of elementsawyilfrom one standard to the
other, whereas the concentration of the internal standard element usudiky kapt fixed for
all of them and is preferably close to the amount added to the unknown samples.
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Fig. 9.4. A typical spectrum of a calibration standard for TXRF analysis.spdicified
elements are present with equal amounts.

It should be mentioned that not only residues of liquid samples can béigates by this
technique, but also the reflecting surface itself for contamimat A practical application is
the search for traces on and in the plane and polished surfacdicoh svafers as
manufactured for the semiconductor industry. By the controlled chartbe incidence angle
for total reflection a fluorescence signal originating fromesidue can be distinguished from
a thin layer and from homogenously distributed atoms embedded in the btdkiaina
Shallow implantations in bulk material can also be investigated for their depile.prof

250

200

infensity (B.u)

(] .5 ] 1.5

angle (phiphl_)

Fig. 9.5. It is possible by variation of the incidence angle to differenbeteen a residue’s
fluorescence signal of e.g. Sc on the surface and a bulk signal, like Sufiktrate), which is
important e.g. during the search for contaminations. A thin layer (Ni) on t@preflector
also shows a distinct angular behaviour.

TXRF is a very sensitive technique for trace element detetimimaherefore contaminations
can be a major issue. Strict cleaning procedures for thplsaeflectors must be followed
and all chemicals used must be of spectroscopy grade. Furtlkerimsrnot sufficient to
examine the instrument and sample blank once in wBdére each depositioof a standard
or sample onto a reflector, the clean reflector must undergo a blank measurement
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In the following the concentration units of ppm (parts per million) @olal (parts per billion)
will be used. They are defined for liquids as pg/ml and ng/ml, respectively.

9.2. Calibration

Demonstration files (directory \QXASdemo\TXRF):

AXIL result files: 20ppb.asr, 40ppb.asr, 60ppb.asr, 80ppb.asr, 100ppb.asr, 120ppb.asr,
140ppb.asr, 160ppb.asr, 180ppb.asr, 200ppb.asr

Calibration file: Extra2.cal
Input file: TXRF.inp
Spectra (directory \QXASdemo\TXRF\SPE):

20ppb.spe, 40ppb.spe, 60ppb.spe, 80ppb.spe, 100ppb.spe, 120ppb.spe, 140ppb.spe,
160ppb.spe, 180ppb.spe, 200ppb.spe

N B A B

Ten calibration solutions containing the elements manganese, capgestrontium with
concentrations ranging from 2fpb to 200ppb, in steps of 2(ppb and yttrium as internal
standard element, with fixed concentration of 5fjib for all standards, had been prepared.
The concentration ranges were selected in order to find the fiobtgined results for
unknown samples within the spanned calibration range. As this cannot be knfome be
usually one would prepare only one calibration solution and try tprgéminary results for
the unknown sample. The combination of the elements (Mn, Cu, Sr) haddleeted with
the intention to avoid peak overlaps that would introduce through the peak deutimmvah
additional source of uncertainty. The element Y had been chosenraslistandard, because
the inspection of the spectrum of the later used sample does nohdbrgalement. In case a
sample of interest contains elements with overlapping peaks,satseof calibration standard
solutions, covering the other elements, needed to be prepared.

Single element mother solutions of Mn, Cu, Sr and Y with 1ppth concentration as used
for AAS or ICP were firstly diluted to 1@pm solutions in order to use pipette volumes for
the final calibration standards high enough to avoid unnecessarglaiiye errors as found
for volumes of less than 10ul. Plastic vials with a volume ofrilGerved as containers. In
order to obtain 10ml as final volume with a concentration of ppm, from a 1000ppm
mother solution 10Qul (0.1 ml) were pipetted into the vial and 98l of tri-distilled water
were added. All volumetric manipulations were cross-checked with a balance.

0.1ml
10ppm=1000ppm=+F——F——— 9.1
PP PP 99+ 01)ml (©.1)

As example for the preparation of the final calibration standardtignts the 100ppb
standard can serve: For 10l final volume 100ul, from each of the 1(pm single element
solutions of Mn, Cu and Sr, were pipetted into a new vial. Yttriumasaed with a volume
of 500 pul. Tri-distilled water was added to the mixture with a volurh8.2 ml. For any of
the three elements Mn, Cu, Sr the concentration is

0.1ml
100ppb=10ppm03 9.2
PP PP (92+01+01+0.1+05ml (-2)
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For the internal standard Y the concentration is pPp0B. Onto the reflectors 2l of the
mixed calibration solutions had been pipetted and dried on a hotplate ansldan bench
until complete removal of the water matrix before the respective measutieem

For the AXIL fit an input model TXRF.inp was used for all calibration standapgstsa with
the inclusion of:

X-LINES ADD: MN-KA* MN-KB* CU-KA* CU-KB* SR-KA Y-KA

The splitting of lines for manganese and copper was necessahefeake of fitting of the
spectra of the higher concentration standards. Further included l@eren¢és, occasionally
showing up as contaminants, with

X-LINES ADD: FE ZN SUM

Spectrum 100FPPB.S5PE Iteration 4: Chi3Sgquare
Display

BEG=

beg chan
END=

end chan
MIN=

min cnts
MAaX=

max cnts
ROI
SPECTR
RES IDUAL
LIN

LOG

R
e
E
H
d
u
a
1

800 1688 G0
Channel Humber CAMCEL

>>DISPLAY RESIDUAL _

Fig. 9.6. Spectrum of the calibration standard containing pp® of Mn, Cu, Sr and Y as
internal standard element with 50&pb.

A calibration file Extra2.cal was created (FORMw calibration: Regression of count rate
vs. conc). As Procedure: for TXRF alwaysElement as internal standardwill be selected
(default), the other options can be applicable for thin film samghedysis, measured in
standard XRF geometry. Essential are the definitions for tleenadt standard element, its
fluorescence peak usedirte:), which normally will be k, and the concentration units (if the
<%> character is needed, it must be typed twice <%%>). mbgument used for the
measurements taken was an ATOMIKA Exftaspectrometer, equipped with a Mo ray
tube and for excitation beam shaping a so-called cut-off refle&ttwbe voltage of 5kV
was applied for all the measurements. In the pre-last linGl¢heame has to entered under
which the calibration will be stored.
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Mew calibration: Regrezszion of count rate vs. conc.

Procedure : Element as internal standard
Element = [N Line :K_a Conc Unit pph
Excitation source : Tube excited HRF

58.88688

Source type
Tube voltage <HKU>

Source name : EXTRA I1

File name: [KEESEIN; TR0y (VRN i RN
Date Cmm—dd—vyyy> 1 —17-26807

Fig. 9.7. Definition of the calibration file TXRF.cal.

With Add Standards the ten calibration standards were included in the calibratienTie
acquisition time was set to 108and a tube current of 3BA was used throughout all the
calibration measurements. Usually the tube current settinges to fulfill certain dead time
criteria imposed by the spectrometer. As for none of the daltactions the maximum
permissible dead time limit was passed, the maximum curremtigséible for this machine
could be utilized throughout.

Data for standard D:=11_ MNOUSNGEASDEMOSTXRF~180PPB.ASR
Sample ID: 188

Live Time (sec)>: 106808.088 Tube Current CmA»: eRJEEIE[G[E]
Date C(mm—dd—yyyyd: 12-18-2006

Fig. 9.8. Usually the acquisition time and the date are read from the respective *.asr file used
for calibration.

The concentration values have to be entered in the second FORM batacfor standard
for the elements Mn, Cu, Sr and the internal standard Y. ldreac values, included only
for the sake of the fit, will be left at their defaults 0.0.

Data for standard D:=11_HNHOUSNGEASDEMOSTHRRF-188PPE_ASE

onc. of analysed elements,. units = pph

counts compound conc »stddew
Mn 188.0888 5. 6860
Fe 0.860aBE 5 ._6860
Cu 188.0888 5. 6860
Zn 0.860aBE 5 ._6860
Sr 10806888 56860

SGEMETSTES] 5. 8668 REF ELEH

k3
k3
k3
k3
k3
k3

1123876

Fig. 9.9. The concentration values as known from the standard’s preparation must be entered.
Elements only included for the sake of the AXIL fit will bewéh their concentration at the
default 0.0.

After the successful inclusion of all standards, editing of any of themsgpitissible.
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Current calibration: D:x11 MNOUSQEASDEMONTXRF-~EXTRAZ .CAL

Select calibration file
Create new calibration file

Change Calibration setup
Add Standards

Remove Standards

Edit Standards

Current model: REGRESSION OF COUNT RATES ws. CONC
Created on: 12-19-2886
Tube excitation: ESTRA II Operating at: 58.8 KU
Procedure: Reference element = ¥
Mumher of standards availahle: 1@
Calibration data availabhle for:
Ka Mn Cu S»

Fig. 9.10. The calibration file Extra2.cal contains calibration data for threemelds
originating from ten standards.

The calibration is achieved witRerform calibration. For one element after the other a
regression calibration will be performed. Due to the fact tha uncertainty of calibration
solutions was not even attempted to be known, for the demonstratidygheof fit should

be specified abinweighted Straight line fit. It is possible (but not recommended) to include
the point with zero concentration, which would correspond to a sampétoef blank
measurement - forced to zero intensity.

Regreszszion Estimate
Fit of:- ¥ Int Mn—Ka ~» Int ¥ -Ka
Hy Conc of Mn in ppb
Mumher of data points 1@

Type of fit: Unweighted Straight line fit
Include point B.68: I[N

Fig. 9.11.For the regression applied to the data points representing the calibed&orent
Mn the origin ( zero concentration, and zero intensity) should not be forced in.

For the element Mn (comparable also for Cu and Sr) a faiyl ginear correlation between
the concentration and the intensity ratio (Mg to Y K) is observed.
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Fit of: Int Mn Ka » Int ¥ Ka wvws Conc of Mn in ppb
Mean difference = 1.7918E+000

=R T T R ]
[11]

48]

158
Conc Mn prphk

Fig. 9.12. Regression line for the element Mn.

After having passed this routine as many times as calibraksonents are found, in this case
after Mn for Cu and Sr, a report will be displayed.

The optionExtend calibration for not measured elementswill permit to interpolate and
extrapolate the calibration, incorporating elements not even represgraegdngle calibration
standard. It is recommended to make as little use as absotetsgsary of this possibility.
The same arguments apply as already given for the calibrafictdETHOD Elemental
sensitivities For reliable quantitative results each element contained implesahould be
represented by several calibration standards.

9.3. Quantitative analysis of a water sample for the elements Mn, Cu and Sr

Demonstration files (directory \QXASdemo\TXRF):

[  Spectrum: MultiE-3.spe
[0  AXIL result file: MultiE-3.asr
[0 Input file: MultiE.inp

To an aqueous sample, taken from a mixture of standards (multintleotetion X) yttrium
had been added. The content of Y in this samples ispp®6 Onto a reflector 3@l of the
yttrium spiked sample was pipetted and treated like the standard®rning the matrix
removal. The tube current could be again set to the maximum aiAR8the spectrum was
acquired for 1000s.
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Spectrum MULTIE-3.5PE Iteration 10: ChiSquare = 1.5: Dif =
Multi Element X -3
Display

I e

beg chan
END=

end chan
MIN=

min cnts
MaX=

max cnts
ROI
SPECTR
RES IDUAL
LIN

LOG

B _,I.L'u"il_[..ll_jll LI

Lt B ==L

2080 1808 GO
Channel Humber CAMCEL

Fig. 9.13. AXIL fit of the spectrum MultiE-3.spe measured in TXRF geometry.

The calibration included only the elements Mn, Cu and Sr; quatitiices only possible for
them. For the sake of the AXIL fit other elements had to be included.

r
t8ample: D:s11_NOUSQAASDEMOS~THRF~MULTIE-3.ASH
Heasurement date: B@-—-H@60-— a
Live time: 1888 SEeC
Tube current: 38.86080 nmA
Reference: Y Ka Int = 483188 + 3405 Conc = 385.8688 pph

Analysed elements:

El counts compound
4212 Lis8
2843 214
4876 214

256

169

226

163

218

23127
7235
16548
8428
)

I 1o 1o I I I I

?7.998

I 1 1% I+ I+ I+

Fig. 9.14. Quantitative results obtained for an aqueous sample measured with TXRF.

In a strict sense the copper results are out of the catibredinge, calibration standards for
this element (e.g. with 5 and I8pb) should be prepared and included into the calibration.
Due to the addition of the internal standard solution a dilution factbrO@f applies. l.e., the
reported results must be multiplied with this factor.
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CHAPTER 10. ELEMENTS OF QUALITY CONTROL
References: [27], [50], [25], [51], [52]

For good laboratory praxis keeping a “log-book” is essential. Batte two log-books, one
documenting the sample preparation (date of preparation, unique saegaeation number,
calibration standard / sample description, weight for pressingnfjusrocedure, etc.). The
other documenting the spectrum acquisition (date of measurementiuspdide name,
sample preparation number — as “shake-hand” between the two log-bogkssition time
(live time, LT), dead time PT), tube current - when applicable). Any essential changes
(replacement of protective foils, changes in geometry, other Jofiage setting, etc.) and
problems (instabilities, repair of equipment, etc.) must noted.

For an established calibration during the measurements there hde Kept constant:
geometry; anode material, kind of secondary target, high voltagetul@ excitation);
vacuum conditions (if applicable); thickness and kind of protective fils.sample position
must be reproducible and the irradiated area must be in the aadtsmaller than the sample
area itself. For tube excitation the detector must be eleltyriosulated from the rest of the
spectrometer, because grounding problems will result in unexpected spectrunodrehavi

Reference Standard materials are to be avoided as calibistandards (exceptioNBS
METHOD), because of their trace elements content, which imtilbduce high statistical
uncertainties.

10.1. Parameters under control

Certain parameters have to be carefully examined in ordetablish a working range (e.g.
the influence of the applied tube current on the peak area behaviour)havento be under
permanent regular surveillance (e.g. sample blank and instrumek);bddhers have to be
checked but can vary within certain constraints, because they éghgilrie influence on the
results, like the resolution of the detector (FWHM) and the #tabil the energy calibration.
The experienced user will simply have “an eye” on the later category.

10.1.1. Linearity as a function of the tube current

The tube current for secondary target and direcaXtube excitation spectrometers will have
linear influence on the spectrum emitted by the sample. Amgase or decrease of the tube
current will increase or decrease the fluorescence and rsaatitasities strictly linear
proportional, of course with statistical deviations. Given that atluitry of the electronic
chain from the preamplifier output to the MCA is correct, theeaet side of the
spectrometer might not react accordingly, because the signaéspmog is count rate
dependent. Between the two extremes of a very low count ratehanshturation of the
detection system a non-linear behaviour can exist: the measuaditytwill not follow the
increase of the tube current with the same rate. A dead timediprg/ can be specified. In
order to avoid dead time dependent misinterpretations, one has to bstalderies of
measurements with the tube current as parameter. In the @agaibration standard
(producing already a high count rate for the lowest current valilld)e measured repeatedly
with increasing tube current as parameter, from the loveeshd highest setting. In this
manner the iron calibration standard peak area was recorded b&wedrbOmA, in 5 mA
steps.
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Fig. 10.1. Check of the linearity of the Fg Beak as a function of the tube current up to a
dead time level of 48.9%.

Two facts in this respect are to be considered: Small peakbseteave differently than the
intense peaks, causing the dead time. Sometimes an energy depecaieibe observed, but
not all peaks of a spectrum ranging from the lowest to highestgy must have the same
behaviour. For the used system the irgnniet peak area followed the tube settings up to the
maximum, equivalent to almost 3% dead time. When a non-linear response is observed for
a spectrometer all measurements must be taken within thetireaproximation range. For
source excitation such an easy going approach does not exist, althougbkehion of
absorbers with varying thickness a comparative concept can be folléaesuch a study the
transmission factors for the absorbers must be precisely defined.

10.1.2. Detector resolution as function of time

In principle the resolution of a detector has no influence on the ifijcatndn, due to the
principle of constant peak area: both, a detector with poor resolution and lower peak keight, a
well as a good detector with a slimmer resolution and a mexateld peak maximum will
result, under otherwise identical conditions, in the same peak atetheSEWHM is a major
criterion for the quality of a detector. The better the resoluhenbetter overlapping peaks
can be apportioned. The detection limits, proportional to the square rdw batkground
under a peak, get lower. A value for the FWHM close to specificafidthe detector should

be reached. The manufacturer had specified his detector wrthin conditions, usually at a
low count rate for a MrK, peak (originating from an Fe-55 source). A ground loop to e.g.
the high voltage generator of therdy tube, a higher count rate than specified, detector aging
and a non-perfect energy calibration can lead to an increéadé4dM value result. Of
importance in this context is a rather constant value over the time.
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Detector resolution

200

190 4= == —mm e m e

<
X
c
S 180 | o T T e o
30th Ma 29th June 3rd July
@\ ) Y [ ] ) o 122July 10th August. 31st Augus
> ° o 7th July PY @ 24th Augusly 1 eeotemb
=170 L - - - - 1ot une. - - Sdduy Do S eptember
s 170 19th-June- 17th Juty
I
=
TR
160 - =~ T T T
150 T T T T T
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

number of measurement

Fig. 10.2. The FWHM of MK, controlled on a regular basis over a period of three months.

For the detector as part the secondary target spectrometest peeiod of three months the
FWHM of Mn K, for the MnQ calibration standard was recorded repeatedly. An average of
174.37 +/- 1.61 eV was determined by use of the AXIL COMMANIREPORT FULL

GO.
| PEAK DATA
# Line E<KelU>» w»el. int. peak area st. dewvw chi—=sqg
chantt fuhm <el> backgr tot. abs
1 HMn—HKa 49826. * e
KAl L.895 i.A8868 49826. + re® i.6
484.143 172.12 | 224 . ?_54E-#1
2 Mn—Kh 8671. = 31.
KB1 6.491 i.A8868 g6, = 3. 3.2
L32.9751 178.84 135. ?_65E-#1

Fig. 10.3. Full report for an AXIL fit of a Mn standard used for the control of the FWHM.

10.1.3. Stability of the energy calibration

For the Rh secondary target spectrometer a drift of the enafdpyation was observed. This
behaviour is unpractical, because each spectrum, as can be seelos®r inspection of the
provided demonstration *inp files needs an energy calibration for its dwcase also a
deterioration of the resolution had been found, the combination of theffeatsecan be an
indicator for some severe detector problem. For the isolated prailkeer the amplifier or
the MCA card is responsible, but otherwise it is harmless,useciantensities must be
constant, independent of the gain. In order to control the situationodl Aafl been measured
repeatedly. The channel number of the maximum of th&Zpeak, determined during the
AXIL fit as the median of the Gaussian (and accessible byCAO®MAND: REPORT
FULL GO), was plotted against the time since the first evaluation in. dagmetimes
measurements were taken within one day, like at day zero (3 reeess) and after four
days (2 measurements). This should demonstrate that the driframda during longer
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periods of time. Short term drifts would affect individual speatrd could not be accepted.
At day thirty-five the amplifier gain was changed willinglyithva measurement before and
after. The instability continued in the course of time.

1500.0

'\’\ position (channel number) of
\ .
E -~ ./I the Zr Ka peak maximum

1400.0

1300.0 A

channel number@max of Zr Ka

1200.0

day

Fig. 10.4. Drift of the energy calibration controlled by the peak maximum position I€f.Zr

The observed energy drift represents a parameter that is “@antbl”, but has no direct
impact on quantitative results.

10.2.How to fit standards’ spectra according to QA
10.2.1. Before the fit with AXIL

*) Optional: Copy the converted spectra (*.spe) into a directavigh- a directory name with
less than 8 characters (for the examples as used in this badiketttery name \SPE-stds had
been found adequate).

*) Edit, if not already done at an earlier stage, the *.sps 8b that the head@SPEC _ID))
will contain the sample preparation number, taken from the samplergtiepalog-book.
Include also the spectrum file name from the spectrometelbdog, in case the name was
changed, like for the example standards. Helpful (but not mandatotly)b&isome
information about the standard itself.

*) Optional: Create a model file (*.in@lready before the fitvith AXIL, in order to define
the matrix Sample absorptior), Excitation conditions, Detector characteristics Path
length, etc. This information for most of the standards will be of novaglee, except if line
ratios that are kept fixed during the fit are affected. Exasnple the inclusion of escape
peaks and L-line ratios within one group.
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et zample absorption

Sample thickness {g-/cm™2} 136 . A
Sample composition :
element amount element amount
Fh 1 .8A88688 8. aaRBa
B . aaaBaa B .aa6A
(G5 5]5]5]5) 8. aaRBa
B . aaaBaa B .aa6A
(G5 515]5]5) [ 5]515]5]5)

Fig. 10.5. Definition of the sample/standard matrix in order to improve thelgiiaed line
ratios.

10.2.2. Spectrum fit with AXIL

*) Energy calibration: Usually best with the,KL,) peak of the major constituent of the
standard and the cohereng Kcatter peak (where not visible: use the (Kz) peak of the
element of which the first peak already was used for energy calibraticegdist

Example for CaCO3.spe: with the COMMANITCALIB the CaK, peak maximum was
found atchannel number 340and was identified with <F1> CA <Space bachannel
number 1846was identified with <F1> RH <Enter> as the R{, elastic scatter peak.

*) Add only the peaks (COMMANDX-LINES ADD) that will result in the information
needed (K or Ly). Add also all visible lines within the ROI (which will be dedd in the next
step). E.g., most of the times theg Kor Lg and L) peak, although not carrier of relevant
information, will overlap with the K(Ly) peak.

Hint: The automatic region of interest can be displayed aitdéy a fit, with the COMMAND:
DISPLAY ROI GO

Split the elements into Kand K for K lines and L3, L2, L1 for L-lines (also instead: LA,
LB, LG). Usually it will not be necessary to include escqmaks, scatter peaks or
contamination elements (e.g., there is no need to include the Sr gmttaminto the fit
model for CaCO3.spe).

Examplesfor Fe-Std.spe and Fe203.spe define the elements with:
X-LINES ADD: FE-KA FE-KB

For Pb-LStd.spe:

X-LINES ADD: PB-L3 PB-L2 PB-L1

As an example for exceptions: Rhscatter peaks (which are included by their approximate
energies) for e.g. CaCO3.spe:

X-LINES ADD: CA-KA CA-KB 2.7 2.8 2.9

Avoid stand-alone peaks, because the four calibration parametasfdt the energy
calibration, two for the resolution) will have too much freedom durmggfit. As example,
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although elements with higher atomic number could be fitted by khereak only, one still
works with Ky and K. As alternative approach, for e.g., S-Std.spe, where the twaeK-dire
not resolved, the fitting of these four parameters was restricted with:

D_FANO: 0.00000
*) Use the automatic region of intereR@I AUTO ).

Exceptions are lowZ standards. In order to enable a better defined background shape, for
e.g., S-Std.spe use the COMMANREDI with:

Begin channel: 80
End channel: 350

*) As background model, COMMANIBACKGR, select eitheLINEAR or EXPON (free

of choice) and begin with the lowest vallRARAM=), which is 0 or 1, respectively. Not
recommended are thBREMSstrahlung background model, meant for charged particle
excitation; theFILTER background did not work at all with the version of QXAS available,
although in principle it was an alternative to the above named backgnoashels for former
versions;ORTPOL has one more paramet&= with default 1.5) to be optimised (usually
between: 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0, ...) It showed a strange behaviour for some
example spectra (overestimation of background with the consequenceat@agtensities

for small peaks - which could be identified positively with other background models).

*) Initiate the first fit with a sufficiently high number dierations (sufficient means, that the
number of iterations executed in a fit run will be found less tharstdming value FIT
N_ITER=, entered by the user).

The following criteria are to be checked, in descending order:

[l  Total Chi squareGhiSquare=) less than 3.0.

[0 Residual (COMMANDsSDISPLAY RESIDUAL ) between +/-3. When there is no
“trend”, it is tolerable that a few points can be ouside of titécated range. The
residual should “please the eye”, therefore it is a “soft” moite because the experience
of the user will be of influence.

[l Results (COMMANDSRREPORT GO):
 Individual Chi square values less than 3.0
» The standard deviatiost(dev) must be greater than the square root of the peak area
(this criterion only can be checked by use of a calculator).ndogssarily the peak
area will change much due to this criterion for a refit with changed eaea().

Each of the criteria must be fulfilled, otherwise one or morthefparameters of the input

model have to be varied: The order of the backgroB@dR@AM=) must be increased (usually
the first choice), a different background model has to be choeer,dould have to be added,
the ROI could have to be set manually, the self-absorption, etcbedstfined. Each of such

changes will necessitate a re-fit and re-inspection dhalhbove named criteria. The last two
criteria must be fulfilled at any rate for lines of elements whichttedsrd is composed of.

*) After all the criteria were fulfilled the results have to be saved as filas SAVE_REYS).
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*) For QA requirements, although not necessary to proceed with amlyeofjuantitative
METHODs, it is mandatory also to save the input model. This iexetuted automatically,
nor is there any reminder to this action. Afearch successful fit of a calibration standard
spectrum the fit program AXIL has to be terminated withSA©P, in order to save also the
*inp file (Save mode)l. With any further <Escape>, after s OP, any changes to the
model are lost, even when an *.inp file had been created before loading the spectrum.

*) All *.asr files are stored with the same name as the *fépénto the same directory. It is
advisable to move the *.asr files in a different directory.

10.3. Recommendations for the fit of sample spectra

Remembering the complicated definitions of the input models for tmemsration sample
spectra of the previous chapters, particularly for alloys oiritlesion of scatter peaks for
dark matrix representation, it is evident that no rigid rules caorbeufated. But it is possible
to give some advices.

*) The first step for the AXIL fit always must be tlea@ergy calibration By loading an input
model with established energy calibration (e.g. of a calibrateomdard) one must already be
able to identify elements. For the demonstration spectra this doapplgt because the gain
was changed in between calibration and measurement of unknowntseneve all previous
element entries with the COMMANR-LINES REMOVE ALL , set theROI to AUTO.

10.3.1. Example: intermediate thick pellet pressed from 80 Soil 7 and 50 % HWC as
binder, Soil7-1.spe

*) Fine tuning of the energy calibratiorFor this spectrum channel number 295 as the
maximum position of the highest “low energy” peak was used. Byct@se energy
calibration this element must be identified as calcium. In thgh“lenergy” end usually the
elastic scatter peak will be used as second calibration pbemtnel number 1602 is the Rh
scatter peak maximum position.

*) Identify all possible elements witkLM MARK . For a really unknown sample there is
neither the need to “find” all of them already in the beginning wdl any “over-
interpretation” of realistic elements do any harm - as lamdhe below named criteria are
used. Usually one will agree upon the elements Si, K, Ca, Ti, MiZEeRb, Sr, Y, Zr and
Pb. Chlorine is not a good choice, because, may it be present or nol, thedatter region
will prevent good results due to its proximity to &l

*) Adding of the identified pealks the fit model with the COMMANDX-LINES ADD . The
intensive peaks, in this spectrum: calcium and iron, also need an angheir escape peaks.
Possible sum peaks are to be included:

X-LINES ADD: SI K CA+ TI MN FE+ ZN RB SR Y PB SUM
Do not split the elements into e.g. KA and KB for the first fit run of a sample.

Silicon is separated from the other elements by thd_Rleatter peaks therefore the energy
values 2.7 2.8 2.9 will have to be included. Arsenic is always problematie presence of
lead, therefore it will be included and carefully checked by témdard deviation and
background counts. Niobium might be present, therefore it will be intlubee elements
zirconium and niobium will be included with the4geaks only, because &g and Nb Kg
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carry no relevant information but suffer already from the highkdpacind caused by RK
scatter. For the used spectrometer copper is known as a prableteatent in respect to the
blank spectra. The obtained peak area must be compared to the blank results,safnibié a
elements iron and strontium.

X-LINES ADD: 2.7 2.8 2.9 AS ZR-KA NB-KA CU

*) The region of interest for fitting must include all elensenf interest. For this “simple”
spectrum even the automatic ROl will do for all fluorescenc&gefinterest. In cases when
a complicated fit situation is identified, the spectrum has totteel in parts. Examples are
alloy spectra or the scatter peak fit for the sake of therdatrix representation as needed by
the fundamental parameters METHODs. When another region i, fater the first region
had been fitted and saved, the attempt will result in a wamegsageASR exists: ... The
usual continuation of the saving will be to type in “A” for combining the results.

*) The background model must be simple for a first,rua. the parameter describing the
model must be low (0-5). The linear background model is usuallyitste choice. The
exponential background will be better suited for steep increases of the undedgkgyound.
Select for the example spectrum eBACKGR LINEAR and PARAM= 5, because the
background within the region of interest does not change drastically.

Spectrum S0ILY-1.5PE Iteration 2! ChiSquare = 2.2: Dif = .00
#3104 :50i1?+binder: 0.1055 dilution factor: 1.99 40mA vcZl5
Display

BEG=
beg chan
END=
| end chan
J MIN=
AL min cnts
MAX=
max cnts
ROI
SPECTR
RESIDUAL
LIN
LDG

R
e
E
H
a
u
a
1

16606 1z08e . GO
Channel Humber CAMCEL

>>DISPLAY LIN MAaX=1500 ROI RESIDUAL _

Fig. 10.6. AXIL fit results obtained by a rather simple definition of inputapaters,
adequate for a “first round”.

*) The first threecriteria as already uset evaluate the fit resulisf the standards apply also
for samples:

(] total Chi square 8,
[0 residual within +/-3,
[J individual Chi square values 3.

After the first round the total Chi square is found with a valueetdw 3, but the residual as
well as the fitted spectrum itself show a problem at Ca anduriee the report provides bad
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individual Chi square values for the two elements. Therefore ref@avand Fe and add
instead:

X-LINES ADD CA-KA* CA-KB* FE-KA FE-KB*

Alternative to this approach one can define the matrix of the sarbpt for unknown
samples this is unrealistic, because the composition is known oglytlaé quantification
step. For severe problems with fluorescence peaks either thesip@a& correction “*”, an
increase of the background parameter, a slightly better defimexdy\e calibration, or the
splitting of the ROI into sub-regions (should be the last choige)noprove the situation. The
background parameter value also is to be increased, becaus@eieotdhe fitted ROI are
not well described as can be seen from the residual; changth&tl@OMMAND BACKGR
PARAM= to a value of e.g. 10.

The refit with the named improvements, splitting of Ca and Feysitn of the peak shape
correction and an increase of the background parameter, wilt nresle fulfilment of the
three criteria for this spectrum.

Two more criteria must be checked - for small peaks.

*) The last criterion, as used for the standards, does not applarfgles. Instead use for
small peaks the two criteria:

[ A negative peak area or a peak area less than three timstsutidard deviation should
result in the exclusion of the element.

[l The peak area must exceed three times the square root ofchurdamd, otherwise
exclude the element

Applying these two criteria, arsenic and niobium “survived”.

*) Blank problems Copper was out of doubt identified, but its count rate is only 0.2
counts/second, which is far less than 10 times the blank valuendF8rgpeak areas might
lead to systematically elevated results, but are well above the threshhold.

*) After having saved the fit results itmsandatory to save also the fit model
10.4. Elemental Sensitivities METHOD

Under the aspect of QA the METHOBlemental Sensitivitiesmust not be applied, when
there is an input needed for the dark matrix of any san@enpound by difference:),
except when it can be specified very precisely (e.g. the datkxmvas specified by another
METHOD), element by element.

Chemical elements of calibration standards, which are excited by thelereznt effect must
not be included into the calibration (e.g., not potassium of KBr, not phospbiokils,PO,,
not potassium of §Cr,Oy).

The calibration for this METHOD is limited to 25 standards iltoAll elements which are
found in unknown samples must be represented by standards. For the cassowmiee
elements in unknown sample can not be covered by a calibratioropeintill proceed with
Optimize Calibration with Least Square Fit. The use of this option is very problematic,
because otherwise well-defined calibration points can have a systdnas afterwards. With
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this procedure interpolated “missing” data points can be establislified.h&aving noted the
desired sensitivities, the calibration has to be re-run with order O for theopubl Order of
polynomial (0=no fit): 0). The calibration points are not fitted at all and the original
calibration points are not biased. Outside of the QXAS environmentetbeant data is
pasted into the calibration file. The interpolated elements ansewdefined than the
surrounding elements, but the rest of the elements do not suffer from a sysésroatic

10.5. Emission Transmission METHOD

The calibration established by tBéemental SensitivitiesMETHOD is used as input for the
ET METHOD, so the same arguments concerning the calibratiorapfdy in this case. For
theET METHOD the dark matrix is well treated, but the rangeepiorted elements must be
restricted to the range that is spanned by the elemeritausaful lines of the target. In case
some of them are rejected during the calculation oftfectors, i.e. the sample is either too
thin or too thick, reported elements of such samples must falhwitls range. As criteria for
the quality of the absorption correction:

[l Sample element range (equivalent to the energy range of chatactares), spanned
by the first and the last element of the accepted target elements.

Sufficient target elements (for acceptance by the absorptiorection calculation
routine the minimum is 3) to uniformly define the named range.

Slope (expected value around 2.8).
Regression coefficientégresy better than 0.99.
Standard deviatiors{de\) low.

I I B A B

Example A:The reference standard IAEA-Sail was analyzed by this METHOD with the
use of a target, composed of V, Co, Cu, Se, Sr, Mo. Consequently ths fes@lements
named in the analysis report for Si, K, Ca must be disregardede@hlts for the element Ti
can still be used, because of its proximity to the established @l the target element
vanadium).

Example B:The reference standard IAEA-336, Lichen was studied withatad weight of
the intermediate thick pellets as parameter. For the ligbtesple with the weight of 0.0497
g the target lines of Sr and Mo were rejected, consequesetlglément range for this sample
is narrowed to the characteristic energies between 4 keV2 excluding elements like K, Rb
and Sr from the analysis report. For the thickest samples, witBDg@&nd 0.5007g, the
target element V was rejected, so the characteristic e@senfjithe sample must range within
6.9-17.5keV, excluding K, Mn and Fe from the analysis report. The followingpszsn
should be rejected, because: The slope for LichenO.asr is -4.67® jascompared to the
expected value of -2.8). The regression coefficients for LichemOlashenl.asr and
LichenlB.asr are 0.976, 0.958, 0.966, respectively (recommended: betted.999. The
standard deviations for LichenO.asr, Lichenl.asr, LichenlB.asr are 0.306, 0.329,
respectively (which is a factor of roughly 3 - 5 higher than for the other samples).

When working with several targets, like for the comparison of et reference standard
samples one must respect that inhomogeneities may be found, evethe/nesther mixture
was thoroughly homogenized and the pellets were prepared identical.
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element residual for targets B, C, D, E and F

Ores TargetB

-12 4 Dres Target C
.15 4 MW res Target D
| Dres TargetE

-18 + W res Target F

-21

fluorescing constituents of targets

Fig. 10.7. Residual for the fluorescing elements contained in five targetdsfas the ET
method. In the ideal case all results were found within the range3+For target E a
systematic deviation is observed. For other targets inhomogeneitissléated elements can
be identified.

For the five targets (B F) the residual was constructed from the *.asr file respéak area)
for the respective elements by calculation of the elemamhge and individuals’ subtraction,
divided by the standard deviation. The fluctuations should not excee8. Hrom this
comparison one can learn that the targets should be numbered (even froatlastie may
behave differently) and care must be taken that the same target is ubedtéoget and target
plus sample measurements.

10.6. Calibration according to QA norms

For eachelement under consideration (in principle for each element found imknown
sample) an adequate number of very well defined standards, waiinga of concentration
values bracketing the sample concentratiost be prepared.

Let us assume a linear calibration function can be definegafdt element, although it were
possible to define the following equations also for a non-linear functidmeAr calibration

function for the element established witiN standards with concentratiom$™ ,wheren is
the running index for the various concentration values, can be written as:

1S =p &% +a (10.1)
In order to work with a linear calibration function the correctetrisity " has to be
calculated, which is built up from the net peak ax85* of standard elemerst-x and is

corrected in terms of self-absorptidg enhancement effed, tube curreni (alternative:
decay correctioil) and live timet

St-x
e =N 1) w02
id (A E),
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The slopeb (measure of sensitivity) is defined as

. Zl(CnSt _F) Eﬂl r(wzorr -1 corr)

(10.3)
Z(l r(]:orr -1 corr)z
Using the mean of the measured intensities
Toor _ 1 corr
1" ==)| (10.4)
N
and the mean of the standard concentrations
w1 st
=y D cs (10.5)
the axis intercepd can be written as
a=cS—pl|o (10.6)

Usually for QXAS applications the calibration for each elemenintdrest, as described
above, is substituted by one or only few calibration measurementthef pure standards
with 100 % concentration (metals), or simple compounds (of highest possiblentmaton)
pressed as pellets, with the following qualities:

(] Metal standards are usually homogenous and have a good surface (guadibthness)
but also must be flat, resulting in a good precession. Compounds a&e aasiable,
but have to fulfil certain criteria, like stability, homogendjparticularly when a binder
must be used) and should not be hygroscopic (otherwise they cannot duk astdry
when needed, re-used).

The purity must be close too 108, otherwise the impurity concentrations should be
well specified.

The self-absorption (enhancement), which must be calculated in ardebtdin the
corrected intensities, is more accurately described for simple standards.

For some compounds the enhancement effect must be taken into comsiddomti
which some METHODSs cannot be used.

When a compound is used which forms a crystalline structure, diinagteaks
complicate the peak fitting.

O 0O 0O O

The corrected intensity for the sample elemefmet peak areby):

oo =N 1 51 (10.7)
Il:ﬂ A H sample

is unfortunately, through its correctiodsandH, a function f(c,,C,, Cyimauix) » 1-€- Of the

concentrations of the other fluorescing elements, the dark matrixheneélement itself.
Therefore in strict termXRF falls into the category of an analytical process that can not be
calibrated
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The results I repetition measurements) are reportedsand confidence intervalSly in the
form of c, + Cl,. The concentration, is calculated according to the formalism of CHAPTER
2 (Fundamentals of XRF — Theory) and the confidence int€ias given by:

_ slt,
X N

The standard deviatiomhas to be taken from@ecision control chartty is a t-table value
for a certain significance level (usually 95) as a function of the degrees of freedom.

C

(10.8)

XRF with thin samples, th&T METHOD (absorption correction is established independent
from the sample measurement) an¥RFareanalytical processes that can be calibrgtdte
unknown concentration can be calculated with the pre-mentioned calibration, actording

I o -a
c, == b (10.9)
1o == DZI (10.10)
Also the confidence interv&ly can be established from the calibration data:
Cl, =s, 0, R/—+— (1 Zm) (10.11)
b” [Q,,

The process standard deviat®ns defined as

Z(I corr | corr— cal
s, == (10.12)

with

| r<]:0rr—ca| = bm::t +a (1013)

and

Q=Y (c3) - 1E(ZCSt) (10.14)
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