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Preface

> Alice in Wonderland: the best book on computer science feldafiman.
The best book oanythingfor the layman.
— Anon., Usenet book recommendatidns.

This manual attempts to provide documentation of the CCgram package at a
level above that of detailed input requirements for indidbprograms. Sadly over
the years material has become incomplete in places. Sugge&br improvement are
welcome, particularly in the form of new passages for inclok

Although there is tutorial material included here, noviea need background
material e.g., from textbooks like (Blundell & Johnson, 89Glusker & Trueblood,
1985; Luger, 1980; Stout & Jensen, 1989; Drenth, 1994; Gexxnet al, 1992;
Perutz, 1992; Rhodes, 1993) and sources such as (Hahn, 1992)

It is also worth noting that the HTML formatted documentatincluded with the
CCP4 suite itself contains much supplementary materiat fgeexample the docu-
ments under th&eneral section of the main program index.

Cross-references in the text of the forgm.m' refer to chapten, sectionm etc.

Credits

This document contains material from various sources. hastly based on the
previous manual (which was mainly an installation guide) &¥bjtek Rypniewski’'s
‘overview’ man ‘page’. The previous manual was updated by Dave Love fronra ve
sion containing contributions from Peter Daly, Kim Henrarkd Wojtek Wolf. Chapter
1 contains material originating from Phil Evans and John plaeli. Chapter 6 was
originally based on material by Silvia Onesti. Somé&®&fwas taken from material by
Andrew Leslie and Kevin Cowtan. The description of the MT2 fibrmat was taken
from Sandra Mc Laughlin'sntzlib  documentation and that fonaplib  from John
Campbell and Phil Evans’. Several of the sections outlifirgcedures and program
usage are taken from lecture notes by Eleanor Dodson and lndiee accompanying
example files (in thexamples directory) derived from that course.

Wojtek Rypniewski’'s acknowledgements for what he wrotdude: “I had asked
various people for help and comments. | would like to thank Teckle for reading
very thoroughly the chapter on molecular replacement andngaeveral corrections.
Fred Antson did the same for molecular averaging. Sandraaughlin helped me
write some guidelines on programming standards.”

Dave Love edited, designed and typeset this document. §ubseupdates from
Martyn Winn and Peter Briggs.

Many people have contributed both to the software and dontatien—see the
program writeups—but Eleanor Dodson Phil Evans and lanl&ideserve special
mention.

1The quotations by or relating to Lewis Carroll have someiitance because Carroll (Dodgson) was
born at Daresbury, administrative base of CCP4. Also ttggral editor was never previously far from either
Looking Glass House or Dodgson’s college.
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Chapter 1. Introduction

“Where do you come from?” said the Red Queen,
“And where are you going?”
— Through the Looking Glass

1.1 CCP4 constitution

The CCP4 program suite is a collection of disparate progremwsring most of the
computations required for macromolecular crystallogyafiney have been collected
and developed under the auspices of the Collaborative CtingpRroject Number 4,
in Protein Crystallography, supported by the UK Science EBndineering Research
Council (SERQ since 1979 and currently the Biotechnology and Biologieiences
Research CouncilBgsrC), and coordinated at Daresbury Laboratory. The Project
aimed to support collaboration between those working o sdtware in the UK,
and to assemble a comprehensive collection of it to satiefycomputational require-
ments of the relevant UK groups. The results of this effoet @lso made available
for distribution to academic and commercial users outdigeUK. The distribution,
described herein, is often loosely referred to as ‘CCP4¢,idyproperly ‘The CCP4
Suite’.

CCP4 is overseen by two committees: Working Group 1, largetgprising heads
of groups, normally meets annually and makes general paNoyking Group 2 meets
more frequently and coordinates the developers. The ductairmen of WG1 and
WG2 are Jim Naismith (University of St. Andrews) and Phil Bs§MRC LMB) re-
spectively. Working Group 2 has a representative of inéalsisers, currently Tadeusz
Skarzynski of GlaxoWellcome. The various CCPs are cootdihby a steering com-
mittee. The core activities of the CCP4 project are run byoaigiat Daresbury Labora-
tory, which currently (February 2006) comprises Martyn WiReter Briggs, Charles
Ballard, Francois Remacle, Norman Stein, Daniel Rolfe, &oKeegan and Maeri
Howard. CCP4 also fund a number of developers in the UK thndhg BBSRC grant
and receipts from industry.

1.2 Philosophy of the CCP4 suite

Unlike many other packages, particularly for small molearlystallography, the CCP4
suite is a set of separate programs which communicate wiaatd data files, rather
than all operations being integrated into one huge progrems has some disadvan-
tages in that it is less easy for programs to make decisionstathat operation to do
next—though it is seldom a problem in practice—and that tloggams are less con-
sistent with each other (although much work has recentiy lbleme to improve this).
The advantage of loose organisation is that it is very easytbnew programs or to
modify existing ones without upsetting other parts of thitesuThis is the approach
successfully taken by Unix. Converting a program to use thedard CCP4 file for-
mats is generally straightforward, and the philosophy efdbllection has been to be
inclusive, so that several programs may be available to d@éme task. The compo-
nents of the whole system are then a collection of prograimg asstandard subroutine
library to access standard format files. Most of the prograreswritten in standard
FORTRANTY7.

To use the programs the user must assign input and outpytifitdsding library
and scratch files where necessary (though defaults arelysigdined), and run the
programs. Often an output file becomes the input to the negt ahd system parameter
substitution may be used to create filenames in a systemayicMost crystallographic
calculations involve a series of steps in which no decisimed be made until the end,
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2 Introduction

and a command file provides an easy way of chaining calcaltié graphical user
interface is now also provided as a way of facilitating rungnef the programs.

Standard file formats are defined for the principal sorts ¢d daed in crystallog-
raphy: reflection data; electron density maps; and atomdioates. In defining these
formats, a number of trade-offs have to be made betweenesftigi(in space and ac-
cess time), flexibility, portability, and simplicity of us&ince the data formats form
the core of the suite, they are described in more det4illi6. The formats used in the
CCP4 suite share many characteristics with those used @ pitkages.

The programs are distributed in source form, so they canuaiest (don’t looktoo
closely!), modified and fixed by recipients, in contrast tostncommercial software.
In addition, executables are distributed for some commatfgrims. Otherwise, you
will need Fortran, C and C++ compilers to build the suitehaligh there are freely-
obtainable Fortran and C/C++ implementations §E26). There are freely-available
Unix implementations for PC-type boxes at least, and thebioation of a sufficiently
well-resourced top-end PC and, say, the Linux operatinggsysind compilers reput-
edly makes a competent environment for scientific computing

There is a policy of continual technical and scientific upddb the suite. Where
existing programs have been incorporated into the suitehbge often subsequently
undergone considerable modification above that neededtthesCCP4 file formats.

1.3 Referencing CCP4, etc.

Please see the distribution conditions for the suite (alsfglfrom the CCP4 website at
http://www.ccp4.ac.uk/ccpdlicense.html). In particulglease note that any publica-
tion arising from use of the CCP4 program suite should ineladeference to (Collab-
orative Computational Project, Number 4, 1994) given as:

COLLABORATIVE COMPUTATIONAL PROJECT NUMBER 4. 1994. “The

CCP4 Suite: Programs for Protein Crystallographjtta Cryst. D50,

760-763.
Such citations may be valuable to us in the future in maiimgifunding. In addition,
authors of specific programs should be referenced wher&apfd—see the program’s
documentation and/or output.
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Chapter 2. Overview of the crystallographic process and CCP 4

programs

“What is it you want to buy?” the Sheep said at last, lookindama moment from
her knitting.
“I don’t quite know yet,” Alice said very gently. “I should like to look albtind me
first, if I might.”
— Through the Looking Glass

2.1 Steps in structure solution

The basis of any crystallographic projectgll diffracting crystalswhich allow the
diffraction pattern to be measured accurately. This candhéeaed in a variety of
ways depending on the type of structure we are attemptinglte sthe availability of
equipment and on the personal preferences and prejudities mivestigator.

The basic choice in data collection is between diffract@rseind area detectors
(including photographic film and image plates). Area detecare usually more suit-
able for proteins. Most machines provide their own softwaredata collecting. The
raw data are integrated and suitable corrections are matle.rdlevant software is
briefly summarised i§2.2.1.

Once we have extractadtegrated intensitiefrom the images the responsibility
of CCP4 is to pick up these intensities and provide tools fwthier processing and
analysis. The data are scaled and merged. Corrections pliedighe data are then
scaled together and reduced to the asymmetric unit. Fittadlintensities are converted
to structure factor amplitudesThe relevant software is summarisedh?2.1.

From this point solving the structure is nothing other thawlifig thephases.e.,
the other 50% of the information we need but cannot measueett);.

The fundamental technique for obtaining phases ab initithésnultiple isomor-
phous replacemerfR). It involves introducing strong scatterers (heavy atoimis)
the crystal lattice. If, as a result, the lattice was not igantly damaged, the presence
of the heavy atom should cause small but measurable chamg@emsities. Several
different heavy atom derivatives are usually needed. Data them are collected and
finally the various data sets are scaled together using thgrgoms summarised 6.

The Patterson difference map is calculated for each deréva see if the heavy
atom positions can be determined for any of them. This isllysoialy possible if there
are a few of the heavy atoms. In most cases this is done mgral#dbugh programs
for automatic peak interpretation or direct methods cao bésused. Once the major
heavy atom sites for one of the derivatives are determingddhn be used to calculate
preliminary phases. The phases then can be used to solveday atom positions in
the other derivatives. Next the positions and occupandié&avy atoms for all the
derivatives can be refined simultaneously to give an impimet of phases. It is an
iterative process during which more heavy atom sites cambied (usually with low
occupancy) and included in the refinement. Finally a stasily best set of phases is
obtained. The relevant programs are summarisg@.in.4.1.

If we already have a reasonable model of the structure wedrgtto solve, e.g.
from a homologous protein or the same protein in a differeydtal lattice, we may
attempt a method known aBolecular replacemenfis more and more structures are
solved this is an increasingly successful method of det@ngipreliminary phases.
First the molecule’s orientation in the crystal unit celdistermined from a cross ro-
tation function. If the molecule has an internal (non-cajlsgraphic) symmetry the
orientation of the symmetry elements can be determined &am®if rotation function
and checked for consistency with the cross rotation. Thestasional parameters are
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then obtained from aR factor search or from a translation function. The relevant
programs are summarisedjf.2.4.2.

In case of small molecules the phases are usually obtaindidst methodsThese
have been successful with structures of up to about 150 atbtowever, they have
sometimes been used to find positions of the heavy atoms ie slifficult cases of
heavy atom derivatives. The programs are summarisgd.th4.3.

A basic crystallographic tool is th€ourier transformUsing it, Patterson maps are
calculated from structure factor amplitudes and electremsity maps are calculated
from structure factor amplitudes and phases (transfoomafirom reciprocal space to
real space). Quite often one also has to calculate struzaters from coordinates via
an ‘Fegc map’ (real space to reciprocal). Most of the relevant protwaise the fast
Fourier transforn®rT algorithm. They are summarised§jg.2.5.

One may attempt to improve the phasesdsnsity modification A variety of
methods can be used to modify the electron density map whigls@mmarised in
§2.2.6. For structures where there is a non-crystallogappinmetry we can also
usemolecular averagingrhis is a powerful means of improving phases, especially in
cases of high non-crystallographic symmetry, but if cdhgfised in combination with
solvent flattening even a two-fold averaging can lead to ataubial improvement of
the map. One first has to determine the symmetry transfoomsafor averaging, either
from heavy atom positions or from molecular replacemenerf&molecular envelope
is determined either automatically or from an existing mo@gcles of averaging and
solvent flattening are carried out until convergence ishiedcThe relevant software is
summarised i§2.2.6.

Having satisfied ourselves that we have obtained the besiig@phases we should
now attempt tdnterpret the electron density mafracing the polypeptide chain of
a new structure and the subsequent readjustments are vagndeng on both good
judgement and time. It is therefore very important that trapgics software we use is
convenient to use and reliable. It is summarisegbir2.7,2.2.10.

Next follows a process affinement|f our starting model comes from molecular
replacementit is likely to contain large systematic erioithe coordinates. A prelim-
inary step of rigid body refinement should be carried out thuoe the largest errors in
coordinates. In this technique the model is divided into mber of constrained ‘rigid
bodies’. The number of parameters refined here is relatswigll, so one can refine
using low resolution data and thus increase the radius ofergence. The ‘classical’
restrained least-squares refinement has a relatively sacfilis of convergence. This is
because it uses a linear approximation to a strongly nagatiproblem. Discrepancies
are minimised between the observed structure factors aygk thalculated from the
model. The positions of the atoms are shifted while maiimngigeometric constraints
on the known bond lengths, angles and Van der Waals contifizdgay cycles of re-
finement are usually required as well as several rounds ofinsgection and manual
readjustments of the model. An alternative to least-squaanement is to minimise
a residual based on maximum likelihood ideas. In recentsyemhniques employing
molecular dynamics in crystallographic refinement havebexincreasingly popular.
Thermal motions are simulated to help the refinement oveedbmlocal minima. The
programs used in refinement are summarisej2ig.8.

Throughout the process of refinement one often needs tosabseguality of the
model. Various programs for ttenalysis of coordinateare summarised if2.2.9.

The complexity of macromolecules makes cleiatorial presentatiorof their struc-
tures particularly tricky. The plotting programs are sumised in§2.2.10.

CCP4 provides a collection of useful utility programs whinhy be used at vari-
ous stages, including those useful in collecting togethiarmation for deposition of
macromolecular structureddta harvestinyy There is also @raphical user interface
to many of the programs.
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2.2 Program overview 7

2.2 Program overview

2.2.1 Data processing

Programs mentioned below which are marked with an asteréskat part of the CCP4

suite (although this classification is not always well dedinbut are listed here for
completeness. Some of these are what we term “aggregatéa suite (distributed

with CCP4), and some are completely separate (“externalfkages not distributed
with CCP4. The tutorial chapters have more information @nube of these programs.
See also the program index (page 103) arid.4 for information on obtaining some
non-CCP4 programs.

2.2.1.1 Film/image plates/CCDs

nosfl m mosflm is awidely used data processing program for image plate, @D
oscillation data.

denzo* film and image plate processing package (Otwinowski, 1993).

d*t r ek* Image processing package.

LAUE* For processing data taken with the Laue method. (Aggregated

i pdi sp Forviewing and measuring images under X-Windows.

hkl vi ew displays zones of reciprocal space as pseudo-precessigesmunder X-
Windows.

r ot gen Simulate X-ray diffraction rotation images.

2.2.1.2 Other area detectors

2.2.1.3 Diffractometers

madnes* Package for processing FAST area detector data (and datacfteer de-
tectors). (See also CCP4 progranmslupl andmadilat .)

xent roni cs* Proprietary program for processing Xentronics data.

XDS* Kabsch’s program for processing Xentronics data.

Most machines provide their own software and produceraai file. f2mtz or
combat will convert this intomTz format respectively for merged and un-merged
data.

2.2.2 Data scaling and reduction

conbat is ajiffy 1 for converting various foreign formats of un-merged intgndata
to multi-recordmTz format for input toscala . It can easily be extended to
accept additional formats.

scal epack2nt z Converts merged scalepack output into MTZ format.

det wi n Detwins reflection data from merohederally twinned crystal

dt rek2m z Converts d*trek scalemerge output into MTZ format.

dt r ek2scal a Converts integrated intensity and header files from d*tné& multi-
recordMTz format for input toscala .

post ref postrefinement of film data.

scal a Replaces rotavata and agrovata. Scales batches of datpfomesed images
together in a similar way to (Kabsch, 1988). Applies scatédis, adds together
partially recorded reflexions, monitors and rejects badagents between re-
peated measurements or symmetry equivalents and avefsgasfar output.
Various statistics on the averaging are produced.

t runcat e Converts from intensities s by the method of (French & Wilson, 1978)
and does a Wilson plot to estimaBdactor.

uni que Generates a unique list of reflexions.

uni quei fy Script for completing a dataset up to a high resolution lisuitd adding
free-R flags.

wi | son Makes a Wilson plot.

r ebat ch Alters batch numbers in an unmerged MTZ file (saves runmigflm
again).

1Jiffy’ has been adopted in this community to mean a smalitytprogram c.f., mainstream jargon use
as a unit of time (Raymond, 1993).
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2.2.3

Data combination and scaling different sets

cad Combines Asorted [@ta from severauTz files and resorts, changes asymmetric
unit etc. See alsmtzutils

scal ei t scaling of derivative to native data with anisotropic temgpere factor; see
alsofhscal

i coef| Scalingk, to two or morer:s (for bulk solvent etc.).

rstats Leastsquares scaling betwdgyandF..

f hscal Scales native to derivative data.

2.2.4 Obtaining ab initio phases
2.2.4.1 Heavy atoms (MIR, MAD, SAD)

(See also scaling bijnscal  andscaleit  above.)

abs Determines the absolute configuration (hand) of the heauy atbstructure.

vecsum Patterson search peak search.

vect or s Generates all Patterson vectors from a list of input atondspgaduces a
list of all vectors which fall within the volume of the Patsen calculated.

havecs Generates Patterson vectors from fractional sites, wgritiem as orthogonal
coordinates in Brookhaven format.

m phar e Calculates phases and refines heavy atom parameters; foemefint of
parameters see alsecref . See als®GHARP

oasi s Program for breaking phase ambiguity in OAS or SIR, from Qdan

pr of esss Determination of NCS operators from heavy atoms (Kevin Gt

fi ndncs Detect NCS operations automatically from heavy atom sites.

vecr ef Refines heavy atom parameters in vector space. Seenygbare .

sapi use direct-methods program to find heavy atom sites.

si gmaa Phase combination of isomorphous and calculated phaskesjateon of
Sim weight, etc. (Read, 1986).

MULTAN* Direct methods package. Can be used for finding heavy atesifsim the
Patterson map.

SHEL X- 97* Direct methods package. Can be used for finding heavy atessiing
isomorphous differences. (see http://linux.uni-ac.guwd¢SHELX/)

rsps Determines heavy atom positions from derivative diffeeeRatterson maps.
Can be used interactively to examine the fit of potentiakdibethe map.

crossec tabulates anomalous scattering factrand f”.

SHARP* Statistical Heavy-Atom Refinement and Phasing program. bébly
the program of choice for heavy atom refinement and phasingsee (
http://babinet.globalphasing.com/)

BP3 Multivariate likelihood substructure refinement and phgsif S/IMIR(AS) and
SAD. See alsanlphare .

2.2.4.2 Molecular replacement

anor e is a complete molecular replacement system in one progreom florge
Navaza.

nmol r ep automated program for molecular replacement, from AlergiN. (Vaguine
et al, 1999)

phaser - MR is crystallographic software for phasing macromolecutgstal struc-
tures with maximum likelihood techniques. This is the malac replacement
module, which replacebeast .

beast brute-force molecular replacement with Ensemble Averagéisfics, Max-
imum likelihood-based molecular repaclement (Randy Readpsoleted by
phaser-MR

bul k applies bulk solvent correction for the translation seancti rigid body refine-
ment steps of AMoRe.

f sear ch performs up to 6 dimensional molecular replacement saludiven a pre-
determined envelope.

ecal c calculate normalized structure amplitudesfromFs.

chai nsaw model preparation.
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al m Crowther fast rotation function. Obsoleted &yore .

pol ar r f n Kabsch's fast polar rotation function with plot.

st net, st gri d Generate stereographic net plots for use with polarrfn.
rf corr analyzes correlations between cross- and self-rotatioctions
get ax Real space searching for rotation axis d@) or C(n) multimer.

t f f ¢ space group general translation function.

mapsi g peak search and statistics on signal/noise for translétioction map. Also
sum, product, ratio of two maps.

r sear ch Rfactor search.

MERLOT* a complete molecular replacement package by Paula Fildg&itzgerald,
1988).

CNS*

rot mat givesX-PLOR/MERLO7Mamore equivalent rotation angles.

2.2.4.3 Direct methods

acor n ab initio procedure for the determination of protein stanetat atomic resolu-
tion (Yao Jia-Xing).

rant an Direct Method module for the determination of heavy atomitimss in a
macro-molecule structure or to determine a small moleduleire.

sapi

SHEL X- 97* Comprehensive package of ab initio structure solutiontePadn peak
analysis, unconstrained refinement etc.

MULTAN* Find phases by direct methods. Most useful for finding heéognasites.

Hy SS* Hybrid Substructure Search.

2.2.4.4 MAD phasing

m phar e
abs
madsys* ‘Geometric’ approach by Wayne Hendrickson/B. Weis

SHARP* Statistical Heavy-Atom Refinement and Phasing program. e (se
http://babinet.globalphasing.com/)

revi se estimates FM using MAD data, where FM is an optimised valugefor-
malised anomalous scattering.

BP3 Multivariate likelihood substructure refinement and phgsif S/IMIR(AS) and
SAD.

2.2.5 Map and structure factor calculation

sfal | Structure factor calculation using inverser.

fft Map calculation using fast Fourier algorithm.

mapmask Extend asymmetric unit of mask or map to cover any grid volume
mapdunp Print map header and part or all of map.

2.2.6 Molecular averaging and phase improvement

cpi r at e Statistical Phase Improvement from Kevin Cowtan.

dm Density modification using solvent flattening, Sayre’s e histogram match-
ing, NCS averaging and iterative skeletonisation.

dmrul ti A multi-crystal version of DM.

sol onon Modifies the electron density maps by averaging, solverifiigpand pro-
tein truncation.

denon/angel * Fred Vellieux's molecular averaging and solvent flatterpagkage;
there are versions for both Groningen BIOMOL files and C®@R4 files.

RAVE* The Uppsala averaging package.
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2.2.7 Map interpretation and manipulation

ccpdng The CCP4 molecular graphics program. Optimised for the igdioa of
presentation graphics and surfaces.

COOT The Crystallographic Object Orientated Toolkit, for moleilding, completion
and validation.

xdl mapman Manipulates maps, bones skeletonisation, exchangesteatta (Kley-
wegt & Jones, 1996a).

bones2pdb Convert dbones output file to to PDB file fomcsmask .

ext ends extend Fourier maps and the compute standard uncertaietgctfon den-
sity

fff ear A package which searches for molecular fragments in poditgudectron
density maps.

O General model building/manipulation/display graphicegram (Joneset al,
1991).

OOPS* Facilitates process of rebuilding protein structure iasilectron density
(Kleywegt & Jones, 1996b).

manma2ccp4 ConvertRAVEMAMAormat masks to CCP4 format.

map2f s Convert a CCP4 map to XtalView fsfour format.

mapmask map/mask extend program

mapr ot map skewing, interpolating, rotating and averaging progra

mapsi g can do arithmetic on two maps.

om t calculate omit-maps according to Bhat procedure.

ncsmask Performs operations on non-crystallographic symmetryksiaessg. before

dm
RAVE* and associated programs (see above).
PyMOL* Python enhanced molecular graphics program (see

http:/pymol.sourceforge.net).

over | apmap Map summation (averaging) and subtraction, real-spaceledion co-
efficients andR factors.

peakmax Pick peaks on map (e.g., for searching for water).

2.2.8 Refinement of protein models

2.2.9 Coordinate analysis

ref mac5 Refine or idealize structures, using intensity or amplitbdsed least
squares or -loglikelihood residuals. (Murshudal., 1997)

I i bcheck Generates and manages the library files which provide camplem-
ical and geometric descriptions of residues and ligandd useefinement by
refmac5 . sketcher is part of ccpdi and provides a graphical interface to
libcheck.

ar p_wat er s version 5.0 of the Automated Refinement Procedure. (Lamziffil&
son, 1992). See http://www.embl-hamburg.de/ARP/ for tlostmecent version
of arp _warp .

restrain,tl sanl restrained geometry, rigid body, use of amplitude and pbbse
servations, group anisotropic displacement parametesidered solvent cor-
rections (Driessent al,, 1989)

rdent Create dictionary entries foestrain ~ from PDB file.

CNS* X-ray and molecular dynamics refinement, also for ‘rigid yyod

TNT* Ten Eyck and Tronrud’s refinement package, also for ‘rigidydo

SHEL X- 97* Least squares refinement.

act Coordinate checking.

angl es Calculates angles and bond lengths, Ramachandran plot.

ani soanl Analyses of anisotropic displacement parameters.

ar eai mol Finds solvent accessible area (or area differences) of atoma
Brookhaven coordinate file (or files).
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baver age AverageB values for main and side chain atoms. Very useful program
which gives average r.m.8s for main and side chain atoms. Much simpler
alternative to Branden real spaRdactor. Can be used to truncdde to exclude
wildly too small or too high values. See alseerlapmap

bpl ot Plots B-factors by residue.

cavenv Calculates cavities in macromolecular structures.

conpar Compares two or three sets of atomic coordinates. R.mferelifces as a
function of residue, atom type afivalues.

cont act Calculates various types of contacts and analyses wateotgd bonding.
(See alsact .)

di st ang Calculates intra- and inter-molecular distances.

dyndom Determines dynamic domains when two conformations ardablai (Hay-
ward & Berendsen, 1998)

dssp* Definition of secondary structure; produces dictionaryesfandary structure
(Kabsch & Sander, 1983).

gensym Generates all symmetry-related sites from a list of inportrest, and produces
a list of all sites which fall within the volume of the definedlume.

geontal ¢ Does various geomtry calculations on a molecule.

hgen Generates hydrogen atoms for a protein coordinate file vathdsard geometry.

| sgkab Least squares fit of two sets of coordinates.

ncont Analyses contacts between subsets of atoms in a PDB file.

pdbcur A curation tool providing various analyses and manipufaiof PDB files.

pdbset Various useful manipulations ofDB files: e.g., addCRYSTand SCALE
lines, generate symmetry-related subunits, rename chanamber residues,
transform coordinates.

pol ypose Superposition of multi-domained structures.

pr ocheck Comprehensive stereochemistry checking.

r ot amer Listamino acids whose side chain torsion angles deviate Rchardson’s
Penultimate Rotamer Library (Dirk Kostrewa).

rwcont ent s Count atoms by type, and other analyses.

sc Program to analyse shape complementarity of molecularfaues.

sf check Program for assessing agreement between atomic model aay data

sortwat er Sorts waters by the protein chain to which they “belong” ia tase of
a protein with several equivalent subunits.

sur f ace Determines accessible surface area.

t opp An automatic topological and atomic comparison programpiatein struc-
tures.

vol unme Determines polyhedral volume around selected atoms.

wat erti dy Assigns waters to nearest subunit and residue.

wat ncs Pick waters which follow NCS and sort out to NCS asymmetri¢.un

wat peak Lists peaks found bpeakmax near to atoms.

2.2.10 Pictorial presentation of results

ccpdng The CCP4 molecular graphics program. Optimised for the gdioa of
presentation graphics and surfaces.

COOT The Crystallographic Object Orientated Toolkit, for moleilding, completion
and validation.

ast exvi ewer Java program for displaying molecular structures and elaaien-
sity maps

| oggr aph Plots graphs of tables from (many) CCP4 programs’ log filegpat of
cepdi .

mapsl i cer Section viewer for CCP4 map files.

O General model building/manipulation/display graphiasgzam which can produce
hardcopy.

nol scri pt* good representation of molecules often used togethemastier3D
(Kraulis, 1991).

npo Plots maps and draws structure onto them. Various grapigipe¢sentations.
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2.2.11 Utility programs

ort ep2* A small molecule drawing program; some of its features ame inapo.

pl t dev, xpl ot 84dri ver,xccpjiffy2i draw Convert PLOT84 metafiles to
X-Windows, Tektronix, HPGL or PostScript formadccpjiffy2idraw con-
verts the result to PostScript which can be edited vdthw .

prepi * a molecular graphics program which can be used to interac-
tively manipulate many different types of molecular reprgations.
(http://bonsai.lif.icnet.uk/people/suhail/prepi.titm

pr opl ot Assorted pretty plots from thgrocheck suite (g.v.); includes Ramachan-
dran plot.

RasMol X-Windows (and MS Windows) visualiser for PDB files.

rast er 3D a set of tools for generating high quality raster images otgins or
other molecules, including rendering pictures composedatscript

ri bbon* John Priestle’s package (Priestle, 1988) for Jane Ricbartgpe cartoon
drawings or graphics displays usifijdo . Associated programgibrot
postplot , pltout ,pdbrot ,splitd . (Aggregated.)

set or * hardware-lighted 3-dimensional solid model represemati of macro-
molecules.

t opdr aw Sketchpad for creating protein topology diagrams.

x| oggr aph Plots graphs of tables from (many) CCP4 programs’ log filedenrx-
Windows.

axi ssear ch Changes axis and cell. (See atsacer .)

Babel * Interconverts many coordinate formats.

cad Combine_asorted dta (and sort) a number of reflection files with various possi-
ble operations on the data items. Apart from manipulatimgviflues, data may
be converted from one area of reciprocal space to anothéer@pecial func-
tions allow for the generation of input data, for expansibthe data to a lower
symmetry if required, and for the generation of data for irtpusearch

ci f 2nt z program to convert mmCIF structure factors (e.g. from PDBMTZ
(Martyn Winn).

coor dconv Interconverts various coordinate formats.

f2nt z Converts (free-)formatted reflection files to MTZ format.

freerfl ag Tags each reflection in an MTZ file with a flag for cross-valiciat

hkl pl ot Plots “precession” pictures from reflexion files.

hkl vi ew is better tharhklplot  if you have X-Windows. (Aggregated.)

mat t hews_coef Misha Isupov’s Jiffy to calculate Matthews coefficient.

nt zMADmod Generates F+/F- or F/D from other for anomalous data.

nt zdunp List header and reflections to terminal or printer (Unixgtmtzdmp runs
it more simply.)

nt zrmf  ldentify missing data entries in an MTZ file and replace witlssmg number
flag (e.g. NaN).

nt zt ona4 Converts MTZ files to portablea4 ascii format. (For exchange with
another machine.)

nt zuti | s Edit columns, title or labels, combine two reflection filegeSlsacad .

nt z2vari ous Produce a file in suitable form f@HELX X-PLOR, CNS etc. orin
mmCIF or a user-defined format.

na4t ont z Inverse ofmtztona4 .

phi st at s Performs analysis of agreement between phase sets, arldnithagainst
weighting factors.

r ei ndex Reindexes MTZ files when you realise something is wrong. Alsange
symmetry of residue to asymmetric unit.

sft ool s Reflection data file utility program including some densitgprhandling

sortntz Sortand/or merge MTZ files.

st er eo Reconstruct 3D coordinates from measurements of stergoeaiies.

t racer Lattice TRAnsformation/CH Reduction.

wul f f . ps For generating Wulff net.
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xdl dat aman Manipulates reflection files, exchanges formats etc. (Kkxyw&
Jones, 1996a).

2.2.12 Data Harvesting Utilities
ci f 2xm Convert mmCIF data harvesting files into XML format.
cross_val i dat e Validate harvesting files prior to deposition.
Dat a Harvesting Manager A graphicaltoolto curate data harvesting files, this
is part ofccpdi .
pdb_extract A suite of programs from the PDB/RCSB for generating harfikest
from program lodfiles.

2.2.13 Graphical user interface
ccpdi isthe CCP4 graphical user interface.

2.2.14 Other systems
| hope they give us a plug...

BIOMOL The BIOMOL package is a set of programs developed in the @gami
protein crystallography group for most crystallographgkis which is being con-
verted to use CCP4 file formats.

PHASES Phasing.

Protein “The ‘PROTEIN’ program system is an integrated collectidncoystallo-
graphic programs designed for the structure analysis ofonaalecules.”

Xtal Is a package for small molecule and macromolecular caloalatvhich is avail-
able for (reasonably large) PC systems.

XtalView “is a complete package for solving a macromolecular crystaicture
by isomorphous replacement, including building the mdi@cmodel.” X-
Windows-based. (Mc Ree, 1993)
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Chapter 3. General CCP4 usage

“It's not a modern, iconic, user friendly, menu driven, aplBC compatible user
interface,” replied the queen, in a tone that would need toecap two notches to be
vaguely considered condescending.
“It happens to suit me just fine,” retorted Alice.
“What are you an engineer or something?” asked the 7 of spades
— Alice in DIGITALand (anon.)

3.1 Program documentation

Writeups for the programs are currently in HTML one per pesgrand can be viewed
through the local Web browser by typimgp4help . Formatted versions are in the
$CDOC directory and can be viewed conveniently with an editoHowever, the
CCP4 installation makes it possible for you to use the mdityutyou should be able
to use things likenan fft orman -k fft on a Unix system; this is providing the
ccpd.setup file has been modified correctly (sg1.3).

3.2 Running the programs

Information flows to and from the programs in two ways:

e input and output data files are connected as specifiedolmymand line argu-
ments given after the name of the program to be invoked.
e parameters and option specifications are read ostdredard inpustream and a
‘log file’ of printed output is produced on tredandard outpidtream (se€3.4).
This input is usuallykeyworded(see§3.2.2).
This mechanism works uniformly under Unix, boly if certain system-dependent
definitions have been made, usually by executing a commamddipart of the login
procedure (segll).
Users of CCP4 Microsoft Windows should use the programshéataphical user
interfaceccp4i , which hides many of these details ($8e8).

3.2.1 Command line arguments/file connexion

Input and output data files are specified by associating ttielegical namesThis ab-
straction was influenced by VMS, with the command line pretgsfollowing more
the Unix model. Logical names are alphanumeric, possilly micluding underscores.
They are associated with file names of a form appropriatdfoperating system, but
including a name part and possibly an extension/type, irgspecification and ver-
sion. The association is usually made by specifying nanmegyaairs on the command
line following the program name. Thus the format of a progmavocation is

(program namg [ (logical namé (file nameg] ...

where ()’ indicates place holders and ‘[]..." indicates optiongbeated items i.e.,
zero or more, here and elsewhere in the documentationay also be used to describe
syntax, and indicates alternatives between the items dnsde.

A concrete example is

fft hklin native-Fs.mtz mapout 2Fo-Fc.map

1The notation $name refers to the value of a Unix environment variable, definethénstandard startup
scripts. In Unix it is substituted using the leading ‘$'".

2Theprocheck documentation is a PostScript file in tiianual directory as well as a plain texdoc
file.
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16 General CCP4 usage

Here anfFrT is performed on the MTZ reflexion dataset associated withlalge
cal namehklin  (filenamenative-Fs.mtz ) and a map is output to logical name
mapout (file 2Fo-Fc.map ).

Logical names are case-insensitive - remember that thedfitees are case-sensitive
in Unix, though. Each standard logical name has a defaudtinsitn associated with
it, which is appended is one isn’t specified. Thus iz and.map extensions in
the above example are redundant since they are the defaultsef logical names in
guestion.

Unix pitfall: Beware of trying to default the extension for file names witdtready
contain a dot, since the part of the name after the dot willdken as an explicit
extension. (This could arise if, for instance, you were gatieg filenames with a
resolution included as a real number, perhaps in some péedses script.)

There is a library of standard logical names with associd&fdult extensions and
access modes (read, write or read/write). Names from thig/lsieh are appropriate
to each program are detailed in the programs writeups. Soithdefault to reading
a library file (e.g. of symmetry operators) or writing a file time scratch directory,
and usually are not specified. Otherwise, if a file isn't gif@nthe logical name, the
program will attempt to open a file in the current directoryhna name corresponding
to the logical name.

Some common logical names with default extensions are:

HKLIN input MTZ reflection file (mtz );
HKLOUT output MTZ reflection file mtz );
MAPIN input map file (map);

MAPOUT output map file (map);

XYZIN input coordinate file.prk );
XYZOUT output coordinate file.brk ).

In some cases more than one file corresponding to the sameftgpty inSCINCL/default.def
is required e.g., several input reflexion files. In this cdmsy tare typically specified
asHKLIN(n), for instance, wherén) is a sequence number. The rules for match-
ing logical names with the default specifications given a&bthen apply to the pre-
fix of the name which matches the entries in the BB&INCL/environ.def and
$CINCL/default.def

In Unix the environment variablECPAOPENcan be used to determine whether
logical names opened as new over-write existing files withrtame specified. Over-
writing will occur if the value of the variable §NKNOWIMtherwise the program will
abort.

For the fine print of the logical name mechanism, $&&.

3.2.2 Keyworded input

Most programs take ‘keyworded’ input to set their paranmseterhis is read on the
standard input in the form of records with a leading keywaitbfved, possibly, by
arguments which might be numbers or strings or keywordés/glairs of the form
(keywordy=(value). Such arguments are separated by spaces, tabs, commabkanr
acters. The detail of the input expected is given in the dasuation for each program,
of course. However, there are some general rules:

e Only the first four characters of keywords are significarth@igh you are rec-
ommended to use complete keywords) and they are case-iig=ns

e Records may be continued across line breaks u&ing or\ as the last non-
blank, non-comment character on the line to be continued;

e Text following a non-quoted or # is treated as a comment and ignored. A
continuation character may precede the comment;

e Strings may be single- or double-quoted but the quotes mayritted if a string
doesn’t contain whitespace or a comment or continuatioredter (as above) or
if the whole of the rest of the record is read as a single s{ivigch is the case
with title information etc.). E.g.:

TITLE nothing special
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TITLE "don't continue me-"
TITLE '! not a '#' comment’

e Leading spaces are ignored

e If an input record is of the forn@filename, with possible surrounding whites-
pace, the contents of the filéilename will be included as input at that point,
after which the following records will be read.

3.2.2.1 Common keywords
Specifications of some keywords common to various prograitesf:

CELLabc[aBy]
Specifies cell dimensions (i&l) and optionally angles in degrees (which default
to 90°);
END
Terminate input and start the program going. End-of-fild usiually have the
same effect;
GO| RUN
Are sometimes provided in potentially-interactive pragsawith the same effect
asEND
HEADER NONE BRIEF | HIST | FULL
Controls printing of MTZ information as:
NONE no header output
BRIEF brief header output
HIST brief, with MTZ history
FULL full header output from MTZ reads
HISTORY (history)
Adds a record to the history stack in an MTZ file, pushing oldees off the
bottom if there are too many.
LABIN (program labél=(file label). ..
Associates the column labels that the program expects witlnn labels in
the input MTZ file. If there is no ambiguity, the program ane fébels can be
swapped on the other side of the
LABOUT{program labél={file label). ..
Associates column labels in the output file with labels usethb program sim-
ilarly to LABIN.
RESOLUTION/imit) [ {limit) ]
Specifies resolution limits. If only a singléimit) is given, it is an upper limit,
otherwise the upper and lower limits can be in either ordbeyTare inA unless
both are<1.0, in which case they are in units of 4$By\?;
SYMMETRY,numbel | (namé | (operators
Specifies symmetry in terms of—e.g.1R22;—either
(numbek spacegroup number e 19;
(name spacegroup name e§212121 ;
(operators explicit symmetry operators e.g.
XY, Z * 1/2-X,-Y,1/2+Z * 1/2+X,1/2-Y,-Z * -X,1/2+Y,1/2-Z
where each follows the conventions of (Hahn, 1992) and neateh entry in the
file with logical nameSYMORusually $CLIBD&yminfo.lib ). Names are
the ‘short’ form given in (Hahn, 1992); the subscripts areety asis and overbar
is typed as a leading so that e.g. Pis typed a$-1 . Explicit operators (rarely
needed!) may have they, z triplets separated by spaces*oand the coordinate
and translation part may be in either order. It is also pdsdi specify the
operators in reciprocal space usimg, | instead ofx,y,z. See als16.5.1.
TITLE (title)
The rest of the line (or up to 80 characters of it) is taken d$ea tisually for an
output file.
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3.3 Examples

3.3.1 Unix

#!/bin/csh -fe

sfall HKLOUT “/test XYZIN ../Brk/xylose.brk \
HKLIN xylose << EOF-sfall

(your keywords here

EOF-sfall

fft hklin “/test mapout xylose.map << fft-eof
(your keywords here

fft-eof

#

Figure 3.1: C-shell script example.

#!/bin/sh

sfall HKLOUT $HOME/test XYZIN ../Brk/xylose.brk \
HKLIN xylose << EOF-sfall &&

(your keywords here

EOF-sfall

fft hklin $HOME/test mapout xylose.map << fft-eof

(your keywords here

fft-eof

#

Figure 3.2: Bourne shell script example.

Example scripts to run many programs are available in sabttiries of SCEXAM.
Those in $CEXAM/unix/runnable can actually be run using digtributed data in
$CEXAM/toxd and $CEXAM/rnase.

This is not a discussion of the details of any particular progso only the script
framework is given—the keywords are omitted. The programsusually run from
scripts/command procedures with the ‘keyworded’ commeatd dead inline (on the
‘standard input’ stream) rather than coming from separkds fiut can be run interac-
tively, of course. One such script/com file often runs sdy@@grams in sequence.

Programs can also be run using the graphical user intecfaué (see$3.8. En-
tries inccpdi  correspond to program keywords. Tutorials using the icefre dis-
tributed in $CEXAM/tutorial.

The line#!/bin/csh -fe in the C-shell example in fig. 3.1 ensures the script is
executed by the C shell (without readifigcchsrc ~ and exiting if a command fails).
The input is re-directed from the ‘here-is document’ corsipig the lines between the
delimitersEOF-sfall . Between these delimiters the shell substitutes enviromhme
variables preceded Wy and various other things—sesh (1).2 The exit status of the
first program is tested and the second not executed if it falie terminating avoids
problems if there isn’t a trailing newline in the file.

There are some differences if you use the Bourne sigl) or a derivative like
ksh orbash, apart from the initia##! line (see fig. 3.2). In this case, thanetachar-
acter isn't available (useHOMIE theterminatingword for the<< redirection should
notbe quoted if the introducing one is, and it is convenient taiclprograms contin-
gent on exit status witl&&" or to useset -e at the top of the scrip in modesh
implementations. An example of usish and substituting inside the here-is document
is thesortmtz  example inexamples/unix/runnable

3Such substitutions can be useful in re-usable scripts. ffothem off, enclose the delimiters in quotes.
This will avoid nasty surprises with shell metacharactéy®u don’t want the facility.
4In csh it seems not to be possible to u&&with multiple ‘here-is’ documents in this way.
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3.4 Output

Which Unix shell you use, at least for scripts, is a somewbbgious issue, but
authorities recommensh for various reasons. If you are of tlesh faith, at least
get the improved implementatidosh and use it for writing scripts. See the FAQ for
Usenet group comp.unix.shell.

Unix gotcha beware of calling an executable script the same name asalgegm
it's running. Depending on your command path, you may endunming the script
recursively until you run out of processes or memory. (A gocade can be made
for avoiding “. ' in your path and invoking executables in the current divegtvith a
leading */ ")

The ‘log file’ output may contain error messages and warnirishe program en-
counters a fatal error, it will print a message at the end @tihtput, along with timing
information. If it runs successfully a message Iikermal termination will be
printed with the timing information. The condition code bgtthe program will indi-
cate success or failure as appropriate for the operatingray®.g. in Unix, zero for
success, non-zero on error.

Many of the programs produce graphical information. Oufporin the programs
should be redirected to a ‘log file’ which can be viewed \dtigraph (or the older
xloggraph ). Some log files are marked up in HTML, and can therefore beete
in a browser such as Netscape. Graphs appear as Java applets.

3.5 Rudiments of reflexion files

The MTZ format for reflexion data has some features whichlieipful to understand
since CCP4 depends heavily on the standard file formats éanfbrmation the files
contain) and the MTZ one in particular. The data are storederfiles (which usually
have the ‘extension'mtz ) notionally ascolumnsof real or integer numbers, each
with alabel® The first three columns are the Miller indices of the reflexiwith labels
H, KandL. The programs expect you to set up a correspondence bethetabtls in
your data file and names of data columns they recognise.

‘Standard’ MTZ files have one record per reflexion. Duringithigal data-processing,
unmerged data are stored imulti-record filesin which each reflexion occupies sev-
eral records which are distinguished by differ&atch numbes, symmetry numbers,
etc. In this case the fourth column is the ‘m/isym’ numbecoreling the symmetry
and whether the reflexion is fully recorded, and the fifth omiuis thebatch num-
ber. Multi-record files have fixed column names which are undedby the relevant
programs.

The files also contain various other information im@ademlock. This includes
cell parameters, symmetry, column limits, sort ordes tithd history information. For
more details segl16.1. See als§16 for the standard coordinate and map file formats.

3.6 Transporting data files

Reflexion, map an@LoT84 files are binary and are not generally portable between
machines with different representations of integer andat numbers. However, re-
flexion and map (buhot PLOT84%) files written using the current CCP4 release are
readable on all machines from the set we recognise. They @tterwvusing the ma-
chine’s native number formats and can be read back on the aarhigecture without
overhead. On a different architecture the necessary csioverbetween foreign and
native formats will be done with some overhead (which is i@y to be noticeable
on modern machines).

This facility relies on a ‘machine stamp’ in the file headeidentify the architec-
ture on which the file was written. If this doesn't exist theréiry assumes that the file
was written in the native format of the machine with a warnitigou have, say, MTZ
files written with an old (pre- release 2.2) version of CCPdy gan easily insert the

5The similarity with relational database tables is intemdio
61f you need to transport them, up842asc andasc2p84 .
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program starts

'

readenviron.def file

'

readdefault.def file — check extensions

|

check existence of ‘in’ files

'

parse command line arguments—>  check extensions

|

cthk existence of ‘in’ files

!

execute program body
Figure 3.3: Description of CCP4 Program startup

machine stamp by runnimgtztona4 andnadtomtz back to baclusing the current
nadtomtz . Similarly with map files andnaptona4 .

3.7 Details of logical name processing etc.

[The gory details in this section can be skipped by casuakusEney are relevant if
you want to redefine or add to the default logical names, fetance]

When a CCP4 program starts up, it goes throughrexprocessingtage before
the main body of the program is run (see fig. 3.3). It startsdading in a file called
environ.def (intheinclude sub-directory pointed to bCINCL unless you use
the-e switch—see below). This file specifies thigical nameghat can be expected
and some information about the type of file associated witthdagical name. A
typical line may beSYMOP=in.lib , which says that the logical name SYMOP is
associated with a file that is input onlyir{*") and has a default extension dib ;
other file types aredut ’ (output only) and inout ' for read/write files.

After this, the pre-processor then reads in the diggault.def , which speci-
fies some common logical names defined for all CCP4 processgsical line here
may beSYMOP=syminfo.lib and means that the logical name SYMOP will be as-
sociated with the filessyminfo.lib . You can edidefault.def to use different
files by default e.g., a new atomic scattering dictionary, usually the defaults are
overridden by command line option§3(7.1).

Finally, the command line arguments are parsed and thedbgame/file name
pairs are matched up and assigned. An alternative to spagiygical names on the
command line is to define a Unix environment variable comesing to the logical
name with the file name as its value, although this is not teemenended way of
operating. Command-line values override any defined in tivr@ment. A logical
name on the command line that has not been definedhuiron.def causes the
name to be added to its internal list and a warning to be issued

Within this procedure are several devices to make runniegpifogram easier.
Firstly, files without extensions have them appended usiagiefault value, where de-
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fined inenviron.def . Secondly, files with extensiafib , .dic ,.bes or.prt
which donot have a full path name have the directory $CLIBD put in fronttegm
(so, logical name SYMOP will actually be associated with $8ID/syminfo.lib ).
Thus you only need specify values for logical names such 8d@F if you want to
use other than the library file Furthermore, files with extensioscr are deemed to
be scratch files and are assigned to the scratch directory.

Files of type ‘in’ are checked for existence and the prograifs vith a message if
it can’t find them. Under Unix, using output files that alreayst will also cause the
program to stop unless the environment varidi&P4 OPENs set toUNKNOWI
which case they will be overwritten with a warning message.

3.7.1 Command line

The programs can take several command line switches to ynthdif pre-processing
that is done, though they are rarely useful. These must ndiefore the other argu-
ments and have the Unix-styleprefix rather than/ ' . They are:

—n Do not read the global filedefault.def andenviron.def ;

—-v (0-9) Verbose output. You can also uge instead of-v . Higher values give
more debug information from the program, the default vatug.iUse-v 0 if
you want to turn off messages about file opening, otherwisis currently only
useful for debugging. An error occurs if you omit the number;

—d (file) Specify an alternative to thdefault.def file;

—e(file) Specify an alternative to thenviron.def  file.

3.8 Graphical User Interface

As an alternative to running the programs via scripts asradlabove, a graphical user
interfaceccp4i is also available. The interface is written in the scriptiagguage
Tcl/Tk and will run on any platform which supports an intexfar for Tcl/Tk. This
includes both Unix and Microsoft Windows platforms.

The main function of the first version of the interface is tokeaunning the pro-
grams easier, by hiding many of the details of logical nammesk keeyworded scripts
that are outlined above. It also presents options for runttie programs in clearer
ways than just bare keywords, which makes it particularbeasible for inexperienced
users. At the same time, since the programs are indepenfiinet interface more ex-
perienced users can jump in and outcep4i  to run one or two programs, without
becoming “locked in” to the system.

Within ccpdi  access to programs is organisedthgk where a task usually cor-
responds to one main program but may also use other helpgrgmns. For example,
the interface tdft may also run thenapmask program to extend the map, then use
other utilities to convert the map file format to somethingrapriate for a graphics
program. Related groups of tasks are further organisednmtdules corresponding
to different parts of the structure solution process suckxgserimental Phasing or
Molecular Replacement.

In additionccpdi also has a simple project management system, which allows
work to be divided into separafgojectsand which automatically keeps a datalfase
of the jobs that have been run in that project. The databasmsaletails of input and
output files as well as automatically storing the parametehnéch makes it easier to
keep track of progress.

The graphical user interface offers some other useful featfor example it has
an extensive system of help files in HTML format, and is linkec number of util-
ities for viewing different types of files (for exampleggraph , sketcher and
mapslicer ).

“N.B. The mechanism for looking for files in $CLIBD can cause@fasion if youdo want to use your
own version of a file from the current directory. In this casiher give it an extension different to the list
here or use an explicit path e.qg,

SYMOP ./symop.lib (Unix)

8Though purists will object that this is not a true database.
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General CCP4 usage

To start up the interface within a Unix environment, use themand
ccpdi
at the command prompt. Within Microsoft Windows environitsgolick on theCCP4
icon, or select the appropriate option from S&art menu
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Chapter 4. Data processing and reduction

“About a thousand and four,” said Bruno.

“You mean ‘about a thousand’,” Sylvie corrected him.
“There’s no good saying ‘and four’: yatan't be sure about the four!”
— Sylvie and Bruno Concluded

This is a vital part of your experimenbon’t be afraid to repeat it until you are satisfied
with the results. Extensiveloggraph facilities are available from the programs to
monitor the results.

More information on data collection, processing and reidaatan be found in the
CCP4 Study Weekend proceedings (Hellivetlhl,, 1987; Sawyeet al,, 1993).

4.1 Data processing
By data processingie mean that you:
e index the image correctly;
e assign profiles;
¢ refine orientation etc., to get the best sehkf, |, ol and fractionality where the
hkl are the measured indices.
Relevant programs are provided, for example, in miesflm system; see also the
tutorial information included with it.

4.2 Data reduction

Data reductions the next stage. We need to use the processed set of refieatiarto
produce the optimal set dikl, F andoF, where thehkl lie in the chosen unique part
of the reciprocal lattice.

The steps involved are:

1. Apply geometric corrections which are independent oadatllection device.
These are Lorentz and polarisation corrections.
Try to apply absorption corrections (often not easy but irtgoat).

2. Find symmetry equivalents of measured indices.

Steps 1. and 2. may be done by the data processing programydnaria a separate
program (e.gabsurd for madnes).

3. (If you use a data-processing program which doesn’t autptiz files, e.g.
denzo or XDS usecombat to produce a multi-record MTZ file from a file of
un-mergedeflexions of2mtz for programs which produce a plain-text file of
mergedreflexions. Some systems can output both merged and un-théage,
so be careful. You may have to exteoombat for formats it doesn'’t already
support.)

. Sort(/merge) the data so all equivalent sets of indiceadjacent usingortmtz

5. Usereliable equivalent measurements from different sets to calcuktdive
scale factors. Check the scales make physical sense.

. Merge equivalent reflexions, applying scale factors.

7. Examine the data carefully for outliers. Try to correcabteast understand as

far as possible.

8. Analyse for better estimates of standard deviationfinteslata and processing

guestimates against observation scatter. Correct guegstinas far as possible.
Steps 5. to 8. are done wiitala which will need to be run several times.

9. Analyse the final data for sensible crystallographic bha. Usingtruncate
cumulative intensity distribution; Wilson plot, e.g. witilson

N

(o2}
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Data processing and reduction

10. Run uniquify script to complete your dataset, and adeRreolumn. This should
be done for your native dataset. See progeemgue for more information.

To merge data from different sources, you need to producé-negbrd files (one
from each source, as step 3. above) and go to step 4. iff tredil¢his stage have
the same number and type of columnsormtz  will merge an arbitrary number of
files.) Otherwise usentzutils  to merge (sorted) files.To combine low and high
resolution data usscala with different ‘run’ numbers for the different resolutians
See thescala document for more hints.

To merge unscaled data with a set of previously-scaled geddyuce a multi-record
file from the scaled MTZ file usingombat with input typeMTZFand go to step 4.

Lyour files may have different columns if you are using, sagsflm andcombat output together.
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Chapter 5. Manipulating and Displaying Data Files

/

~

— Graham, Knuth and Patashn{Bpncrete Mathematics

[More information on data manipulation and display can henfbin§2.2.]

5.1 hkl manipulation
Reflexion datasets are stored as ‘MTZ'’ files (which are biparjiese contaihkl, Fs,
os, phases etc. in a labelled column format. (See gl€o1). Utility programs are
available to produce and handle these files.
f 2nt z reads a formatted file and outputs an MTZ file.
nt z2vari ous exports reflexion files to formats for other systems.
nt zdunp dumps part or all of any MTZ file as plain text. You will alwaystghe
header information; i.e., column names, types and ranges fimber of zero
observations etc.
cad (Collect Assorted Data) is the best program for combiningss data sets to-
gether. Itreads up to 9 input files, with up to 20 assignedmoakiin each, assigns
column types (and new labels if necessary), moves all ddtetsame asymmet-
ric unit (necessary if you are bringing data together froresal sources), and
outputs all columns. It can apply a scale factor to all colanma file (exclud-
ing phases). It can also be used to extend your data to couer hoeciprocal
space.
sortmt z Sorts/merges MTZ files.
nt zuti | s has many purposes. It can:
e Select columns from one or two input files;
e Merge (interleave) two sorted files;
e Change header or labels;
e Change symmetry etc.

5.2 Map file utilities and plotting

manma2ccp4 ConvertMAMAormat masks to CCP4 format;

mapmask General map and mask manipulation program;

O displays maps (amongst other things);

over | apmap does map manipulation;

npo can contour map sections (amongst other things);

mapdunp prints sections of maps and is useful to extract the RMS tedsviation
for assigning plotting contour levels;

xdl mapman Interconverts formats and does manipulations;

5.3 Interpretation and manipulation of coordinates
Most CCP4 programs use the Brookhaven format for readingnaiititig coordinates.
They require th€€RYST1andSCALE cards to be present and use these to convert to
fractional values when required. See &46.2.
e Manipulation

bones2pdb ConvertMAMAormat masks to PDB format;

coor dconv interconverts formats;

pdbset
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26 Manipulating and Displaying Data Files

— applies specified rotations and translations;
— generates symmetry equivalent coordinates;
— truncatesB-values outside specified range;
renumbers residues, changes chain ids. ..
Inputs/outputX-PLOR format,Oformat etc.
finds range of a PDB file.
| sgkab least-squares fits subsets of coordinates together usingahsch al-
gorithm and outputs rotated coordinates;
baver age averages and analysBgactors residue-by-residue;
wat erti dy part of a procedure to move and rename water molecules to sen-
sible values relative to the protein molecule;
sortwat er similar towatertidy ;
rwdi ct converts a PDB file into PROTIN dictionary format;
chemot es (commercial) will build you a substrate and output a PDB file.
e Coordinate checking:
act Various analyses;
di st ang calculates distances and angles between near atoms ugingesgy.
Used to check bad contacts and find hydrogen bonds etc.;
cont act similar;
procheck checks file for standard naming conventions and sorts thmsto
within a residue into the standard order. Checks structig@inetry; should
be used at all stages of refinement;
I i bcheck, ref mac5 which are part of the refinement package also check for
bad distances, planarity, chirality, torsion angles. Ttey be used for this
purpose without the refinement option.

5.3.1 Converting between fractional and orthogonal coordi nates
This is a recurring problem, especially when using coorgis@xtracted from direct
methods programs, or fromlphare .
To remind you: If you have a PDB file

Xfrac >Y(orth
yfrac == Scalei X orth 5 (51)
Z Zorth

rac 1

where
Scalej1 Scalei» Scaleis  Scaleyg

Scalei= | Scalep1 Scaleps Scaleps Scaleps | (5.2)
Scalez; Scalegs Scalezz Scaless

the matrix at the head of a PDB file, i.e.

Xfrac Scale11Xorth + Scale12Yorh + Scale13Zorh + Scale4
Virac | = | Scale21Xorth + ScalezaYorth + ScalepaZortn + Scaleps | . (5.3)
Zrac Scalez1Xorth + Scalez2Yorth + ScalesaZorth + Scalezs

Therefore, extendin§calei to ScaleiExt so that the 4 4 inverse matrix can be gener-

ated
Scalej1 Scalej» Scaleiz  Scaleia

Scalep; Scaleps Scaleps  Scalepy

Scaleibxt = Scale3; Scalezp Scaless Scalezs |’ (54)
0.00 0.00 0.00 100
X
Xorth yfrac
Yorth | = ScaleiExt™1x | Jfac | (5.5)
Zfrac
Zorth 1

1The extension line[0.00 000 0.00 100]) is necessary to cope wiftale14, Scaleps, Scaless, the trans-
lation component of the transformation.
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5.4 Plotting

The programsoordconv , vectors andhavecs will all convert (various for-
mats of) fractional coordinates to orthogonal onesvecs 's PHAREnNput type cor-
responds tanlphare ’s output coordinate format.

mapslicer  can display sections from map files interactivelypo can plot map
and coordinate files, e.g. for inspecting map sections. dtlpces &2L0T84 metafile
which can be displayed witkplot84driver under X-Windows or plotted with
pltdev . astexviewer can display maps and coordinates interactively in three
dimensional views O provides general interactive graphics and model buildétg.,
there are various programs from Uppsala associated witlklitiew andhklplot

can be used to plot precession picturemlscript  andribbon (and others) can
plot ribbon diagrams from coordinates.
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Chapter 6. Isomorphous Replacement

One pill makes you larger
And the other pill makes you small
And the ones that Mother gives you don'’t do anything at all
— Grace SlickWhite Rabbit

6.1 MIR structure solutions: steps and programs

1) Find heavy atom sites.
a) Solving Patterson for first derivative to give major site(s):

Nat-deriv.mtz

Native-Fs.mt .
ative-Fs.mtz CAD = SCALEIT = FET Calc. diff.

Deriv-Fs.mtz
Put all available FHSCAL Patterson map
derivatives together scale Fnat and
with anomalous Fderivs and assess
i quality
differences / PEAKMAX
VECTORS,HAVECS NPO
generates expected (Checking Patterson) to plot interesting
vectors from coordinates sections

b) Use Direct Methods to find site(s): SHELX

MULTAN
PATSEE

2)a) Heavy atom refinement:. MLPHARE, VECREF
b) Heavy atom phasing: MLPHARE Maximum Likelihood PHAsing and REfinement.

3) Difference Fouriers to find new heavy atom sites in first and other derivatives:
FFT ——= PEAKMAX —= NPO
calculate difference maps
4) Back to calculate and check Pattersons for other derivatives.
Figure 6.1: MIR structure solution.

The main steps in obtaining initial phases by MIR are showigiré.1 and a tutorial
example is available in SCEXAM/tutorial. These steps are:

e Scale derivative data to native using eitlsenleit  or fhscal (Kraut scal-
ing, probably better)Be particularly careful about the observations’ standard
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deviations—turn on weighting by them iff you believe what ylata processing
produces.
e Find heavy atom sites
1. Solve the Patterson for the first derivative to give theamajte(s) (see
fig. 6.1 andrsps , vecsum);
2. Use direct methods to find siteSHELX(patsee ), multan .
Note however that these methods will not in general be abdtetide the enan-
tiomorph of the heavy atom site. Also, you must check that@dirdinates refer
to the same origin.
¢ Refinement and phasing:
1. Heavy atom refinement and phasingiphare (Maximum Likelihood
Phasing and Rénement) has several options for this.
2. Heavy atom refinementecref . This vector space refinement may be
better tharmlphare 's reciprocal space refinement.
o Difference Fouriers to find new heavy atom sites in first ametptlerivatives:

fft — peakmax — npo

with fft  calculating difference maps.

e Back to calculate and check Pattersons for other derivati(i¢ is advisable to
do the same procedustartingwith a different derivative to check for errors or
bias; do try to start on the same origin.)

6.2 Combination of partial structure and isomorphous phase information
Nat-MIR.map —= O —= Preliminary refinement SFALL SIGVMA  —= FFT
build model (SFALL/PROTIN/PROLSQ calculate Fc alpha-c combine alpha-c's new map
XPLOR with Hendrickson-
TNT) Lattman phase
MIR-phases obtained using probabilities
M_PHARE ca!culated
using
M.PHARE

Figure 6.2: Combination of partial structure and isomorghphase information

6.3 Background

The basic technique of solving the phase problem in protgistallography issomor-
phous replacemenitiolecular replacement is usually limited to particulaseawhere
a homologous structure is already known. The size of thelpnoland the intrinsic
limitation in resolution make the use of direct methods atimpossible.

Two crystals are said to isomorphousf they have essentially the same structure
but are composed of chemically different atoms. In proteirstallography what is
called ‘isomorphous replacement’ should properly be nalisedhorphous addition’,
since it is usually the binding of a heavy atom in a positioevisusly occupied by
disordered solvent. The electron density of the isomorphiarivative should differ
from the electron density of the native crystal just for tleals due to one or a few
specifically-bound heavy atoms; the unit cell dimensiortsthe protein molecule must
be essentially the same in both.

How heavy should the heavy atom be to cause useful changes irfifzsttbn
pattern? Perutz (Greest al, 1954) first pointed out that, although one might doubt
that the presence of a couple of Hg atoms would produce gignifintensity changes
in the diffraction pattern generated by 5000 C, N and O atonamy of the scatter-
ing contributions of the light atoms cancel out by interfere, while 80 Hg electrons
scatter in phase.
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6.4 Determination of heavy atom positions 31

In a more rigorous treatment Crick and Magdoff (1956) coragdahe average
change in intensity produced by adding extra atoms to thstalrwith the average
change in intensity produced by small shifts of the protedheules and slight changes
in the unit cell dimension. They showed that the r.m.s. foaetl change in intensity
produced by the stoichiometric binding Nf; heavy atoms of scattering powgy to a
protein ofNp atoms having a mean scattering povigis

(122 /(1) = (N /Ne)2(f/ p). (6.1)

This analysis is useful not only to give a clue about the sizthe heavy atom
required, but also to check how flexible the definition of isophism should be. Their
conclusion was that small shifts either of the molecule athefcell dimensions may
produce changes in the intensity sufficient to interfer@sety with the changes due
to the heavy atoms at high values gfil They also proposed some methods to identify
lack of isomorphism. One could examine the variatiotf) /(1), or alternatively of
|FpH— Fp|/fp, with resolution: if the ratio increases at higjidisome movements of
the protein have taken place.

The ‘Normal’ analysis (Smith & Howell, 1992) is a good methaidassessing a
derivativeif the standard deviations are reasonable. They suggeshtpakihe distri-
bution of isomorphous differences against standard dewiafor all the observations.
The central limit theorem predicts that if tRg, measurements are essentially the same
as thel, measurements 66% of the differences should lie within caredstrd deviation
of the mean. If this is not so, it is possible that there is & déterence between the
two sets of data.

Serious problems in the search for heavy atom derivativesdae in the case of
crystals with very large asymmetric units. From Crick andyeliaff’'s analysis it is clear
that, in order to have a detectable difference in intengibenNp increases eithddy
or fy mustincrease. Obviouslfy is limited by the number of electrons of the heavier
stable atoms available. It is possible to label the protemamny sites by standard heavy
atom compounds, but derivatives containing single atomstétiple sites are usually
difficult to solve and the risk of obtaining non-isomorpheougstals is increased. What
is needed is the scattering power of multiple substitutzorecentrated at one or a few
sites; this can be achieved by the use of clusters. In faca derivative with one heavy

metal atNy sites(Al 2>1/2/<|> ~ (Ny /Np)Y/2fy/ fp, while for a complex oy atoms

in a single site(Al 2)1/2/<|) ~ (1/Np)Y/?Ny fyy/fp. The advantage of using groups
in contrast to conventional compounds becomes especidtigmrt when the sites of
substitutions are to be located in a difference Patterson.

More information on isomorphous replacement can be foutigdStudy Weekend
proceedings (Wolét al,, 1991) and Blundell and Johnson (1976). Useful refereres t
the development of the method are: Gret¢al. (1954), Harker (1956), Perutz (1956),
Crick and Magdoff (1956), Blow (1958), Kendrest al. (1958) and Blow and Crick
(1959).

6.4 Determination of heavy atom positions

In order to use the isomorphous replacement method, theitaohglnd phase of the
heavy atom contribution to the structure factor of the dgive has to be determined.
This means that the sites of substitution must be worked rom the observed dif-

ferences in scattering amplitudes caused by the intraglucti the heavy atoms. The
techniques used to do this are:

e Patterson searches of different kinds;
e direct methods;
o difference Fouriers.

These have to work with some estimateFafobtained only from the observed differ-
ences.
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Isomorphous Replacement

6.4.1 Scaling between native and derivative data

6.4.2 Estimation of Fy

6.4.2.1 Centric reflexions

6.4.2.2 Acentric reflexions

The first step is to scale the native and derivative data sggsthier. In comparing
different sets of data the normal procedure is to use a Witdotto put both of them
onto the same absolute scale but this is never very relialtfedata to a resolution
below 2.5A. A sort of relative Wilson plot, comparing=2) and (F3,,), can also be
used (Dodson, 1976). This will not be accurate since no allm& can be made for the
additional contribution frony f2, and this quantity depends on the degree of heavy
atom substitution, which is difficult to estimate at the lmegng. However, the various
Patterson functions are not very sensitive to errors inesoélup to 10%, and this
estimate is usually good enough for preliminary calculaio

Kraut suggested a relatively simple way of calculating teevétive scale factor
by equating the Patterson origins:

SRi=3 (KsFer)*— S RS (6.2)

wherekKs is the scale factor to be estimated (Kratial,, 1962; Tickle, 1991); see also
thefhscal documentation. This method often gives excellent results.

Once the heavy atom positions have been determined théveetatale and tem-
perature factor can be refined along with the other heavy garameters (positional
coordinates and occupancies).

Itis necessary to estimate the amplitude of the heavy aternibationFy. Once this is
done we can sum the contributions to give a Patterson mapewkeeshould see heavy
atom—heavy atom vectors. The structure factors of the ematioteinFp, the derivative
Fpy and the heavy atom structufg are related by the vector equation:

Fu = Fpy— Fp. (6.3)

We can only get the magnitudesi&$y (Fer) and of Fp (Fp) from experiment. As the
phase information is unavailable at this stage it is imgmegd use the equation above
to calculatey. Therefore we must estimate it using the procedures defiakavb

For centric reflexionEpp andFp are collinear. This mearts; must equal eithefFpy—
Fp| or |Fen+ Fp|. In general the contribution of the heavy atom is small withpect
to the structure factor of the protein and the phasds-gfandFp are very likely to be
the same. Therefofg; should be equal tg-rn— Fp|. In a few cases, usually with very
weak reflexions, the sign &fpy can be different from the sign &% andFy should be
evaluated byFpH + Fp| (crossing-ovey.

For acentric reflexions the phases@f; andFp will not, in general, be correlated and
therefore the exact relationship would be given by:

Fso = |Fen—Fpl
(ap—Oph)
2

and, since usualliz is rather small compared & andFpy, we can assumep ~ dpy
and sirf(ap — apy) ~ 0. It follows that

|Fer — Fp| ~ |Fn cog0pH — an)|. (6.5)

This term is usually adequate for calculating an isomorgtdifierence Patterson
(see below).

Anomalous scattering data can also be used to estifat@he approximate for-
mulais:

= |FucogapH—an) — 2Fpsin? (6.4)

AFano = [Fpy— Fpy

~ 2k Rysin(apy—ap) (6.6)
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6.4.3 Determination of the heavy atom positions 33

wherek s defined a+ /F/ and can be obtained from the International Tables although
it is more usual to substitute an empirical value derivediftbe data (see below).
Although both isomorphous and anomalous data are inae;uhey give comple-
mentary information and used together can give a bettenatdiforFy. The problem
arises of how isomorphous and anomalous data may be puh&rgetgive an accu-

rate estimate ofy. The simplest way is tsumthe contributions with the appropriate
scaling:

AF2 4 (K2/4)0F2,,~ F3 cog(apn — ap) + Fasin?(apy — ap) = F3. (6.7)

A more precise equivalent expression can be usetbtobinethe isomorphous and
anomalous data (Matthews, 1966; Singh & Ramaseshan, 1966):

12
)

RS~ R3 +F5 £ 2 [F3F5 — (k/4)2(A1)?] (6.8)

whereF2 = 3(F.7 + Fo.l) andAl = Fg” — Fo,” and we assume/i2 < 1.,
As the isomorphous differences are only small, only thetsmuvith the negative
sign is normally considered, yieldirigy g (Heavy atom lower Estimate)

1/2
FiLe = Fa + F5 — 2[R — (k/4)%(81)7] 7.

(6.9)
k, the ratio of the real and imaginary parts of the heavy atootsire factor can be
approximated from the data (Matthews, 1966):

k= 2[Fer — Fp| / [Py — Foul = 28Fso /BAFano. (6.10)

The anomalous differences are usually overestimated tasiddauses an overesti-
mation of g for acentric reflexions. French (Dodsenal, 1975) suggested a for-
mula for the bias foFyk. and proposed the use (kL — bias(FHKL))2 to calculate
Pattersons.

Isomorphous and anomalous data (as well as any prior intosmacan be com-
bined correctly in a maximum likelihood approach (Bricogh®91). miphare pro-
vides a rough approximation to the correct approach.

6.4.3 Determination of the heavy atom positions

The estimatedrys are used to find the heavy atom positions. These coordindtes
then be used to calculate the vedigy required to find the protein phases.

6.4.3.1 Patterson methods

The most general method that does not require any previdasmation is the use
of Patterson techniques. An isomorphous difference Rattesynthesis is a Fourier
summation of the terms

|Fer— Fpl” ~ | cos(apn — am) . (6.11)

In the case of centric reflexioriBpy — Fp| really corresponds téy and a Patterson

with (Fpy — Fp)? coefficients is a good estimate oFﬁ Patterson; the only noise is due

to the few cases of crossing-over, and to measurement etdmwever, erroneously

large differences and the lack of centric data can reducquhbty of the Patterson.
For acentric reflexions, we can use

cosB? = (1+2c0g26))/2 (6.12)

to show that the summation has two terrg?/2 andFy?cos Zapy — an). The first
term will generate vectors between the heavy atoms at halfihal height. The second
term will contribute only noise, since there is no connattietween théy and the
phases used.

The fact that for acentric reflexions the magnitude of thied#inces between native
and derivative amplitudes is not generally equal to the )edom structure factors
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does not represent the only cause of noise. Much more sesmuses of noise are
measurement and scaling errors, as well as lack of isomenplitsince the size of the
Fu contribution is two or three percent by andFp, it may be of the same order as
the standard deviation of the observations, and since arBait function is dominated
by its largest terms, a few spuriously large differencesdiaguise the Patterson signal
completely.

An anomalous difference Patterson synthesis is a Founemation of the terms

_ 1 2
|Foy— Fopl? =~ 2k tRy sin(apy — op) (6.13)

The formula sif®? = (1—2co0g28)),/2 means the summation AF2,,should also give
peaks in the Patterson corresponding to vectors between httams plus noise. There
is no lack of isomorphism in the anomalous difference, bganeral the=" signal is
much weaker than thB, signal, so the random errors inherent in the measurements
can swamp it more easily.

Better Patterson maps can sometimes be obtained usingstinf; which take
into account both isomorphous and anomalous data i.sutmenear combinedFy _g)
Patterson. However if the measurements are reasonablyedéecand the heavy atom
is well substituted, both the isomorphous and anomalotisrdiice Pattersons should
be interpretable.

6.4.3.2 Solving the Patterson

6.4.3.3 Direct methods

Even an error free Patterson generated from several sitesechard to interpret, es-
pecially in a high symmetry space group. Automated searobgutures for locating
heavy atoms in difference Patterson maps have also beeitodeude(Terwilliger &
Eisenberg, 1987); see alsgps andvecsum. A systematic search procedure is es-
pecially necessary in the presence of high non-crystallaigic symmetry, as in crys-
talline viruses (Rossmanet al, 1986). These automatic procedures can fail when
two vectors that are close overlap to form one big peak. Thasheavy atom may
be placed incorrectly at a special position. Solution bydhamray be the only way of
avoiding this. It is good practice to find consistency betweattersons, calculated
from different resolution ranges, rather than to rely on aree. Difference Pattersons
can determine whether your solution is correct, see below.

The location of a larger number of heavy atoms by differerattelPson becomes in-
creasingly difficult and the use of direct methods can hefwiring the problem.

Standard direct method programs (for examBleELX86 (Sheldrick, 1991) or
MULTANGermainet al,, 1970)) can sometimes find heavy atom sites consistent with
the isomorphous or anomalous differences (Mukhegjed., 1989).

6.4.3.4 Difference Fouriers

When a previous estimate of the protein phases exist (foenpkawhen we are dealing
with the n' derivative, or looking for further sites in the current dative) a Fourier
synthesis with coefficients(Fpn — Fp)ei“F’, wheremis the weight associated with this
phase, is the simplest way to locate the heavy atoms. Thisadetsually works even
when the protein phases are very inaccurate.

The biggest problem with this method is the fact that thea@iEosyntheses will
often have ‘ghost’ peaks or halos at or near the heavy atas sised for phasing.
These can be erroneously interpreted as minor sites. In&lde to check any sites
against the derivative Pattersons.

6.4.3.5 Choice of origin and hand

Any Patterson function will be equally well satisfied by cdioatesx,y, zor —x, —y, —z.
This is true for direct methods techniques as well. In otherds, thehand of the
solution will not be determined. In addition, in many spacegps there is an arbitrary
origin choice, and it is essential that all derivatives usedame origin and are on the
same hand. The first choice is in fact arbitrary, but once fixfxt example assigning
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the coordinates to an heavy atom in one isomorph—must beamesistently for all
subsequent derivatives. The use of a difference Fouriexdban the phases of the
first derivative will give the sites of the subsequent dees on the same relative
origin and hand (Matthews, 1966). Various correlation fiors working in Patterson
space have also been used. Perutz (1956) proposed twoatiomefunctions, later
improved and modified (Blow, 1958). Rossmann (1961) suggdesimethod based on
the calculation of difference Pattersons between pairedbatives, with coefficients
(Fpr, — FpHZ)Z. This synthesis will give positive peaks for vectors betwa®oms in
the same derivative, and negative peaks for the correlagotor between atoms in
differentisomorphs. More elaborate correlation functibave been proposed (Kartha
& Partharasarathy, 1965).

6.5 Refinement of heavy atom parameters

After rough heavy atom parameters have been found they reustffined to their best
values before being used for phase determination. An irapbdim of the refinement
is to discover all the possible minor sites. The techniquesinilar to the ones used
to refine small molecule structures but there are more diffesudue to the fact that,

especially for acentric reflexions, the estimatd-gfcan be relatively poor and errors
due to lack of isomorphism and scaling cause the data to bealeurate. Usually,

since the ratio observations/parameters to be refined Iy figs wise to reject any

suspect reflexions, as long as those remaining are unifatistiybuted through sfb.

6.5.1 “Maximum Likelihood Phase” refinement

In ‘Maximum Likelihood phase’ refinement (Otwinowski, 1994e find a probability
distribution for values of the protein phasgsand then minimise the weighted differ-
ences between observed and calculated valuégpfenerated with this phase, with
respect to the heavy atom parameters. These are:

o relative scale and temperature factor between protein aridadive data;
e coordinates;

e real and anomalous relative occupancies;

o thermal factors (either isotropic or anisotropic);

e error estimates which are used when finding the appropriaight for each
observation.

The parameters are updated and another cycle of refinentamtiisd out. The function
to be minimised is:

Ry = 3 3 i) (R~ Feon)) 614
[0

wherej refers to thg/!" derivative.

This procedure refines scale factors, relative occupaacidsstimated errors for
different derivatives. It is not seriously biased by inemtrmodels. Since all possible
protein phases are sampled for each reflection, the proeedpidly eliminates incor-
rect sites. For reflections with well defined phases the weitjtne protein phases will
be very small for all values except the best phase. But thrermany reflections where
the protein phase is poorly defined and for these reflectitmstaximum likelihood’
approach avoids the old problem of biasing the results tdsvahases derived from
incorrect sites.

Note thatmlphare does not implement a correct approach to maximum likeli-
hood estimation, which should involve a ‘straightforwacogbtimisation of the likeli-
hood function after integrating out the unknown nativand phase (Bricogne, 1991;
Read, 1991). This optimisation is carried out at least asatfon of the (resolution-
dependent) lack of closure (non-isomorphism) parametetpassibly also as a func-
tion of the heavy atom parameters, although vector spaceeraéint (see below) may
be a better way of determining those if anomalous data arewvalved.
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This refinement can be quite slow, and if there are sufficientric data it is sen-
sible to refine against them first. When there are two indepetderivatives it is pos-
sible to use the sign of the ‘anomalous occupancy’ to det¢idénind of the solution.
If the anomalous occupancies are negative, the heavy atemasie very likely to lie
at—x, —y,—z (Another possibility is that you have confused the intgnsbservations
and indexed thé¢h, k1) as(—h,—k,—1).)

The final and essential check is to calculate differenceiEmifor “residual maps”)
with coefficients _

;(Aﬁsof Fo)eam (6.15)

These may show some peaks corresponding to new heavy atsn sit

6.5.2 Vector space refinement

6.5.3 “F4" refinement

Vector space refinement as implementeddoref has advantages over the reciprocal
space treatmentimlphare . Itis not known to have been tried with anomalous.0)
data but should work. See (Tickle, 1991).

In this scheme the function to be minimised is a differencevben the “observed”
and calculatedy. It was first proposed (Rossmann, 1960) as a procedure te refin
heavy atoms parameters for two derivatives. A modified versf Fy_g refinement has
been proposed (Terwilliger & Eisenberg, 1983). This wasi@mented in the program
heavy but has been superseded by the maximum likelihood techoitjudphare .

6.6 Phase determination
6.6.1 Isomorphous replacement data

From the vector trianglEpy = Fp+ Fy, knowledge of the amplituddsy, Fp, Ry, the
phaseny and using the cosine lawp can be derived:

oap = an+cos((Fay—F5—F3)/2FeFu)

To obtain an unambiguous estimateefwe need to repeat the phase determination
using another vectdfy,, not collinear with the first one, since the two solutions are
symmetric with respect tay; this can be done by using another derivative with heavy
atoms substituted at different sites.

Harker (1956) gave an elegant geometrical solution to tbblpm of phase deter-
mination: he showed that if a phase circle of radiiss drawn from the origin of the
Argand plane, and another circle of radigsy, is drawn from the end of the vector
—Fn,, their points of intersection will give the two solutions fop. With a second
derivative we obtain a circle with radiusi, and origin at—F,, that should intersect
theFp circle at one of the two previous values, giving a unique tsofufor op.

In practice, however, experimental errors, approximationdetermining-y and
lack of isomorphism affect the precision of this graphicatstruction and usually we
need more than two derivatives to obtain satisfactory pigteases—MIR or Miltiple
Isomorphous Bplacement.

6.6.2 Anomalous scattering data

In phase determination using anomalous data, the out-a$elomponerf}, acts

in the same way as the entire vecty in the isomorphous method; we can obtain
Fay from Fo,+ 2F, in the same way aBpn from Fp+Fy. SinceF}, and F, are

in general perpendicular one each other, they give complameinformation and, in
the absence of errors, one could get a unigue solution foplthseop by combining
isomorphous and anomalous data. Although this phase @oligiunique, it is es-
sential that phases are generated from both possible heawysalutions(x,y,z) and
(—x,—y,—2). Each solution will give the same phasing statistics, orleb&iapproxi-
mately correct, and the other wrong. The solutions obtainedombining the #igle
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Isomorphous Bplacement and #fomalous Sattering data using a single derivative are
referred to asIRAS phases. Phasing IB/RAS benefits from the use of synchrotron
radiation, where it is possible to select the wavelengthptinise the anomalous con-
tribution. It is possible to obtain the hand of the heavy atdnom one anomalous
derivative at one wavelength, (Woolfon & Yao, 1994)

6.6.3 Multi-wavelength Anomalous scattering Data

6.6.4 Density modification

6.6.5 Treatment of errors

The values off’ and f”” are wavelength dependent. Thus if data are collected at sev-
eral wavelengths, there will be small ‘isomorphous’ changetween thés, and the
anomalous differences will also have different magnitudBse advantage of this is
that only one derivative needs to used and the data setd @emabrphous, if they are
from the same crystal. The disadvantages are that one ndedsalale X-ray source
and the experiments are more complex. The increased coityplexiue to the fact
that the effective signals are even smaller than normad#igemt in MIR or SIRAS. The
signal and thus the wavelengths need to be optimised. Thizhieved by using wave-
lengths around an absorption edge for the heavy atom iniquessee Hendrickson
(1991) for more details on experimental procedures. Thérehces can be used to
determine the protein phase, either usinadsys or by maximum likelihood phasing
(mlphare ); the latter is probably the method of choice.

Although there is no ‘native’ in a MAD experimembjphare requires an effective
native to be defined. This can lead to negative occupanoieavdid this, use the data
set with the largest negative value for as the ‘native’. Negative occupancies are
not necessarily incorrect and do not affect the phasingisttineans that the average
scattering power of the ‘derivative’ is less than that of ‘tetive’.

Isomorphous phases are usually improved by use of a densit§fication procedure
(§8) before the initial map is calculated.

[Errors are now refined as part of the Maximum Likelihood refieat and phasing
procedure]
Up to now we have assumed that the analysis is free of ermopaktice, however,
there are errors that can be thought of as deriving from tfferéint sources:
e Errors in measuring intensities of reflexions will producees ©) in the ampli-
tudesFr andFpy;
e Errors in locating and describing the scattering of the fietoms as well as
lack of isomorphism will introduce errors)(in Fy.
The result is that the two derivative circles will not intecsthe native one at precisely
the same point. The total errfr is a measure of the discrepancies between theory and
experiment:
(E)? = (3)*+ (&), (6.17)

where (8) can be estimated by comparing symmetry equivalent refleximm the
same crystal or the same reflexions from different crysfHte estimation ofE) can
be made for centric reflexions from the difference betwiegen- Fp andF4: in acentric
cases this is not possible becalisg — Fp is not a correct estimate &y. The error
estimate is refined during the maximum likelihood phase eefient.

The influence of such errors was originally discussed by Bdov Crick (1959).
See also Blow and Rossmann (1961), Bricogne (1991), Otwskb(@991) and Read
(1991).

One hopes that the use of more than one derivative will sbleghase ambiguity;
unfortunately it happens that in many cases there is a stesntfgncy for the probabil-
ity distribution of the phases to be bimodal and a strategyfaking the “best” choice
needs to be developed. In fact, the obvious choice of takiagrtaximum of the prob-
ability distribution can lead to big errors where other cesihave a certain probability
of being correct. We need a compromise between these diffelmices, in such a
way as to minimise the mean squared error in the electronitgemhis “best” Fourier
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is calculated with phases corresponding to the centroiteftitstribution weighted by
the figure of merit m, which is a measure of the reliability of the phase detertiona
If the probability is sharp and unimodal will be close to 1, but if the probability is
almost uniformly distributed along the circlewill be very small.

Therefore, the best Fourier has coefficients

MmFpe/Obest (6.18)

It can be shown (Dickersaat al,, 1961) thatnis related to the mean value of the cosine
of the error in the phase angle for the reflexion:

m= (CosAq;) (6.19)

(for examplem = 0.866 corresponds to an expected error of B0up).

The maximum likelihood approach of assigning each posgib&se a likelihood
and combining these means that weights are more realistic [@wer) and phases
more accurate since spurious sites are lost more completely

An alternative procedure avoiding the limiting assumptioat all the errors lie in
the determination ofpy has been proposed (Culks al., 1961).

6.6.6 Hendrickson—Lattman coefficients

The formulation of the phase probability function given blp® and Crick has the
disadvantage that for every reflexion a summation must biéedaout over all the
derivatives. This means that every time new derivativef@se information from
other sources) are available, everything has to be releddcl A variation of the Blow
and Crick method (Hendrickson & Lattman, 1970) represdrgphase probability for
each derivative by the equation:

P,(C() _ ek+Acosa+Bsina+Ccost+Dsin23(' (6.20)

Calculating the probability function using various infation is simply a matter of
summing the corresponding coefficients.

6.6.7 Single Isomorphous Replacement

The phase ambiguity can be removed by another isomorphoosaund, but the need
for two or more derivatives has often created difficultiéscs their preparation is one
of the most time-consuming steps in protein crystallogyapherefore it is of interest

to minimise the number of isomorphous crystals which areleéeln some cases just
one derivative can be enough.

The best results can be obtained if data from anomalousesicattare available
but there are limitations due to the fact that anomalougdifices are small and would
require the diffraction data to be measured with a degreeafracy that is often unob-
tainable;SIRAS phases are normally considered the first step imandetermination,
instead of the final result.

A different approach that utilises a procedure known asenfiiering has been
proposed by Wang (s&8). Analogous procedures which make use of different phys-
ical constraints have been used to improve the electroritglanaps; they have been
reviewed (Podjarnet al, 1987). However, all these approaches are more useful for
‘cleaning’ a badvir map than actually solving phase ambiguitiesir phases.

There are a number of techniques used to break the phaseudtybigone-wavelength
anomalous scatterering with some success (Ralph & Woqlfise#il; Faret al,, 1990;
Hao & Woolfson, 1989).
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Chapter 7. Molecular Replacement

“He must have imitated someone else’s hand,” said the Kifige fury all brightened
up again.)
— Alice’s Adventures in Wonderland

7.1 Molecular replacement: steps and programs

1) Detection of non-crystallographic symmetry using Crowther’s FFT rotation function.
(self-rotation function):

Native-Fs.mtz ——= AMORE ——=> Runtrials with — = location of.
different ranges of non-crystallographic
POLARRFN integration sphere symmetry axes

and resolution limits

2) Crowther’s cross rotation function:

Model.brk AMORE — = (a,By) rotation angles
co-ordinates of

model structure also for all symmetry
equivalents
_————= ECALC

Native-Fs.mtz

3) Translation function:
Model.brk = Rotated using = AMORE — = (a,B,y) rotation angles

co-ordinates of rotation matrix TFFC )
model structure from 2). / (x,y,z) translation vector

Native-Fs.mtz = ECALC

Figure 7.1: Molecular Replacement

The main steps in obtaining initial phases by Molecular Bepient are shown in
fig. 7.1. The principal program iamore (Navaza, 1994) which is a state-of-the-art
molecular replacement program incorporating the rotaéiod translation steps plus
rigid body fitting within one program

7.1.1 Detection of non-crystallographic symmetry using se If rotation function
amore orpolarrfn  yields the rotation function from naties. Run trials with dif-
ferentranges of the integration sphere and resolutiotditailocate non-crystallographic
symmetry axes. gmore’s rotation function is superior talmn’s (Navaza, 1993;
Driessen & Tickle, 1994).)

7.1.2 Cross rotation function
pdbset finds the dimensions of a model molecule from the irpms file.
sfal | calculates structure factors in a P1 cell for the model ifessary (not neces-
sarily foramore); ecalc may be used to produce normalised structure factors
(Es), which may give better results (also for the translatiorcfion).

1in the CCP4 implementation—this has diverged from Navaza’s
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7.1.3 Translation function

7.1.4 Checking the results

7.2

Introduction

anor e uses the the externally- or internally-calculatesl (or, preferablyEs calcu-
lated externally) and selected radii and resolution rangesaluate the rotation
function. This is described by the Eulerian anglesB,y); all symmetry equiv-
alents are listed. NB. the rotation functionahmn is inferior to that inamore .
anor e, CNS, MERLOT calculate the cross rotation function.

pdbset rotates the coordinates of the model structure and outpugsvaset of coor-
dinates.

sfal | takes the resulting coordinates and calculates struchaters for this model
in the new cell without applying the symmetry operators.

cad collectsFyps andr:s for all symmetry equivalents.

t f f ¢ calculates translation function Fourier coefficients. Aapéd translation func-
tion may also be calculated usiffy . rsearch may also be used in particular
cases where you know the solution must be somewhere spetitli® method
is computationally inferior.

fft then calculates the map.

anor e’s translation function may be run for many possible RF sohdiat once, but
is somewhat inferior téffc s at present.

mapsi g prints TF map statistics.

di st ang checks for bad symmetry contacts. There are various otlogrgms for
checking packing, including ones fromerlot andpacman from Uppsala.

graphics

rigid body refinement e.g.,amore (Castellancet al, n.d.),CNS

It is often possible to determine the structure of a moleaslag a similar or homolo-
gous structure that is already known. One such case may bewhéy to determine
the crystal structure of a known molecule which has cnyis&dl in a different space
group. Another area in whicmolecular replacemer(ivr) is particularly useful is
site-directed mutagenesis where large numbers of mutaatgsraduced and studied.
Even a minor change in sequence may change the way a progstalises. The most
economical way to solve such structures is ususif; Another of its uses involves
different proteins belonging to the same structural famig the number of known
structures increases it is becoming apparent that the nuafilsistinct protein folds

is limited and that even functionally unrelated proteing/mhare a common fold. It
is therefore increasingly likely that a new protein has aditire related to one that is
already known.MR then becomes a possible way of solving it. Thus, althougs it i
already an important techniquer is bound to be used to an even larger extent in the
future.

In MR a preliminary model of the crystal structure is obtained lost forienting
(rotating) and then positioning (translating) the modeleunale in the crystal lattice.
Having found the correct orientation and position we cardate phases from the
model and combine them with the observed structure fact@liardes. The structure
factors thus obtained, and the corresponding electroritgi@énap, contain a strong bias
towards the starting model but they are usually sufficiedithge to the correct values
for a successful refinement.

More information ormMR may be found in the Study Weekend proceedings (Machin,
1985; Dodsoret al., 1992).

7.3 The rotation function

The rotation function is used to find the correct orientattbthe model in the crystal
lattice. This may be achieved by testing the agreement laehibee Patterson functions
calculated from the model and from the data at various watfientations. The con-
cept is simple: the rotation function can be thought of asrevalution in a rotational
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7.3.1 Model

7.3.2 Resolution limits

space. At the relative orientation that superposes the hootiethe crystal, the product
of the two Patterson functions—which are maps of interatorectors—should have
a large value. The function was originally formulated as

R(C) = /U Py(x) Pa(X) V. (7.1)

whereP; andP, are the two Patterson functior,s a matrix defining a rotation of
with respect to¢, andU is the volume of integration. For mathematical convenience
this can be reformulated as an integral over all space:

R(C) = PL(X)U (x) P2(Cx) adV, (7.2)

all space

whereU (x) is defined equal to one inside the sphere of integration aretsewhere.
In reciprocal space this becomes

RIC) = 3 lood ) FuC). (7.3)

where thelgpg(h) are the observed intensities afRgz(Ch), the Fourier transform of
U (x)P2(Cx), is a continuous function defined over all reciprocal spddes formula-
tion, first used by Lattman (1970), is conceptually clear fiexble in application but
unfortunately slow to compute.

The usual way to compute the rotation function is by the famirler method
(Crowther, 1972). It uses the idea that, since we are rgtapherical volumes, it
should be more appropriate to expand the Patterson densitysphere in terms of
Bessel spherical harmonics.

The following are some guidelines and practical points testaer when calculat-
ing and interpreting the rotation function.

Firstly one should try to use the best search model availaRefined coordinates
should be used whenever possible. The importance of thismoaygeem obvious
especially as the data we use in the calculations do notlysxénd beyond 3.0-3%

In practice, however, the difference may be between a ctdatisn and no solution
at all. In general one should also remove from the model amypsithat are known to
differ from the target structure. For example, side chaias &re known from sequence
alignment to be different should be trimmed down to alani&anilarly, differences in
the loop regions—the insertions in particular—should beaeed.

On the other hand one should not remove too much of the modestaould bear
in mind that structure is generally conserved better thaueece and that two cor-
responding pieces of chain in related proteins may diffemtically but still have a
similar fold. Including many wrong atoms in the model in@es the overall noise
level, whereas removing too many correct atoms reducesghelsve are looking for.
Here one tries to balance having a complete model and havingrag one. If several
related structures are known one could try to constructlibst' model by assembling
from previously superposed models the pieces that are mastlogous to our protein.

It is sensible to try several models if they are availablderpretation is easier if
they are all oriented in the same way to begin with.

Next we consider how best to maximise the signal we want toaekfrom the cal-

culation. First of all, what resolution limits are most udef For a case of identical
structures we would use the data to the highest availabtdutén. In practice the
model is not identical with the expected structure and aluéiso limit of at least two

or three times the expected mean coordinate differencddbewsed. Low resolution
terms should be omitted as they contain information mogityua solvent rather than
protein. This means that the terms lower therAishould be omitted.
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7.3.3 Patterson integration radius

7.3.4 Model unit cell size

7.3.5 Omitting weak terms

7.3.6 Normalising

As we have previously said, the Patterson function is a cidle of interatomic vec-
tors; some will be vectors between atoms within the same entdd.e.,self vectors
and some will be vectors between neighbouring moleculesdress vectorsin the
rotation function we try to include the self vectors and iméhate the cross vectors as
much as possible.

We start by placing the model molecule in a large cell with posetry (space
group P1). If the smallest intermolecular distance is latigen the largest dimension of
the molecule, all the cross vectors are eliminated as thiedinthe Patterson synthesis
does not normally exceed the dimension of the molecule.

For data it is impossible to eliminate all the cross vectsrgha molecules in a real
crystal lattice are closely packed, but the optimal radfissicnmation can be estimated.
This depends a lot on the shape of the molecule. For a spheradacule the optimal
radius of summation would be the diameter of the moleculét awsuld contain all
the self vectors. For a very elongated molecule the choidéfisult. The longest self
vector will be equal to the length of the molecule but at tlzalius there will also be
many cross vectors. In such a case one would have to testigastwrter radii, but in
general there seems to be little point in including less {{say) half the self vectors.
On the other hand some cross vectors in the summation shotldenfatal. David
Blow points out that fortunately most proteins have an apijpnately spherical shape
and a of search radius of 75—-80% of the molecular diametardes~90% of the self
vectors. lan Tickle recommends using 75% of thmimumdiameter of the molecule
(the shortest edge of the minimal box into which it fits). #oNavaza has suggested
using a radius equal to the maximum distance of atoms frormiblecule’s centre of
mass, limited by the smallest dimension of the minimal bod sunch that the volume
of the integration sphere doesn’t exceed the volume of tlxe bo

The choice of dimensions of the P1 unit cell for the modelraightforward. It must
be at least the size of the molecule’s minimal box plus thegration radius in each
direction. Navaza suggests the ‘at least’ should involwdiragithe resolution to this
sum.

The rotation function is approximately proportional E§* so that it will be dominated
by the largest terms. The small terms can usually be omitted the calculations if
computing speed is a problem. Fortunately, these days ahdns type of problem,
computing time is not usually a serious limitation. In geaigf there are no compelling
reasons, data should not be omitted.

Normalisinginvolves dividing data into resolution shells of constaniivme and scal-
ing the data so that the mean intensity does not decreaseesittution. (This is like
calculating thee values used in direct methods). The scaling is usually dgramply-
ing an exponential ‘temperature’ factor to the structuotdes. The normalised data are
what we would get if atoms were like geometric points rathantspheres of electron
density. Normalising increases the contrast of the Pattemsap and the peaks should
be better resolved.

If we decide to leave weak terms out of the calculation it ipdmiant that we do
it after normalising. Thus we ensure that the reciprocatsps sampled evenly and
not dominated by a few large, low resolution terms. Nornradi€an introduce series
termination ripples in the Patterson but this has not beanddo be a serious prob-
lem. The procedure can be recommended generally for badtiontand translation
searches. A Bayesian justification is given by Bricogne ind§bnet al., 1992).

N.B. Normalising is related to but distinct frosharpeningvhere high resolution
intensities are scaled up by applying an exponeBtialctor.
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7.3.7 Origin Removal

Patterson maps always have a strong origin peak. It arises ttne null vectors i.e.,
from an atom to itself. Normally the origin peaks just add astant term to a rotation
function. There is, however, one case where the origin paalcause problems. If the
integration radius is close to one of the cell dimensions the integration in Patterson
space could include an origin peak one lattice translatiomfthe origin, introducing
large and meaningless artifacts into the rotation function

The best way to avoid the problem is to keep the radius of ratezn smaller than
the smallest cell dimension minus twice the resolutiontlifne., the diameter of the
origin peak). Alternatively we can subtract the origin peakhis can be done by
dividing the data into resolution shells and subtractimgrfreach shell its average. In
fact this can conveniently be combined with the normalisgtbecause by definition
the averag&?is 1, so all one has to do to get an origin-subtracted norethRatterson
is to useE? — 1 instead of jusE?.

7.3.8 Non-crystallographic symmetry

7.3.8.1 Native Patterson

In MR it is usually helpful to have non-crystallographic symmgekKirstly, knowing the
local symmetry can help us pick the correct solution of tlessirotation function.

In general the effect of a non-crystallographic rotatioisag to produce a pseudo-
Harker plane through the origin and perpendicular to thallsgmmetry axis. The
Harker plane transforms in the reciprocal space to produmera easily interpretable
peak in the rotation function in the direction of the rotataxis. In some cases, how-
ever, it is instructive to examine the native Patterson isgply. In particular, when the
local and crystallographic axes have the same order (eoth,dre two-fold) and are
parallel, the combination of the two symmetry elementsltesu pure translation.

The Harker plane should have an identifiable peak where teemolecular vectors
coincide, and the position of this peak indicates the pmsitf the molecular axis
relative to the crystal axis. If the two axes are not exactyafiel the vectors do not
coincide and the peaks become smeared out.

7.3.8.2 Self rotation function

Often there is more than one molecule (subunit) in the asymmeit. A self rotation
functioni.e., a rotation function where the native Patterson is cmeqh with itself,
can be calculated in such cases to find the transformatioistiperposes the different
molecules. It is often difficult to decide whether a givenlpesasignificant. The self
rotation function has a massive origin peak, correspontbnzero rotation, and all
the other peaks are relatively small. It is helpful to caltellthe mean and standard
deviation for all the values after the origin peak has beemoreed. We can take as a
rule of thumb that if a peak exceeds five standard deviatibisssignificant. If it is
weaker it may still be significant but it must be treated wikbpicism.

The crucial test for the correctness of a solution is thatusnbe consistent with
the cross rotation function. In addition, if we are dealinihva symmetric molecule
i.e., a dimer or tetramer, the solution should corresporidg@appropriate point group
symmetry. A stereographic projection of, e.& & 180 (in polar convention) section
of the rotation function can be plotted. It should contalrited peaks corresponding to
two-fold axes. If, for example, we have a tetramer in the agginic unit (point group
222) the 180 section should contain a set of three orthogonal peakspart.

7.3.8.3 Concluding remarks

In a typical case several calculations of the rotation fiamcare needed at various
resolution limits and integration radii to find the correshigion. The correct solution
does not always correspond to the highest peak in the rothtiwtion but it should be
the most persistent feature as the different parametersaissl.

It is worth trying to solve the rotation problem as accunrated possible as all the
methods for finding the translational parameters are geitsitive to mis-orientation
errors.
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7.4 The translation search

7.4.1 Rfactor search

Having found the orientation of the molecule(s) in the as\atrino unit we now have
to determine the translational parameters needed to @ogiie molecule correctly
relative to the symmetry axes. We might expect this to beeedban solving the
rotation problem since the methods we use for this task uevobrrelating the complete
set of structure factors or Patterson functions. In somes;d®wever, it turns out to
be the more difficult part of the problem. The most likely i@asor this is the errors
introduced by the inaccurate orientation of the model. Totlge translation search
working well it is important that the rotational parametars optimised. It is worth
running translation searches for slightly different ratas.
The two main approaches to solving the translation problemtheR factor search

and translation functions are described next.

This is the conceptually simplest used method for detemgiithe translational pa-
rameters. It involves testing the agreement between treeatat the structure factors
calculated from a model placed at various positions in thieagll. It is apparent that
this is a computationally large task. It would seem that #ilewdation should involve
looping over all atoms, for each calculated structure faébo each position in the unit
cell. The problem however is not quite so bad and we shall @ ttsat there are some
simplifying features.

Starting with model coordinates of the molecule in the attrogientation but in
an arbitrary position, we can calculate the structure fadtoa P1 cell with the same
dimensions as in the crystal as

Fe(h) = i fi 2, (7.4)

where thex; are the coordinates of th® atom, f; is the atomic scattering factor ahd

is the reciprocal lattice vector. The position of tieatom with respect to the crystallo-
graphic origin will bex; +p, wherep is the translation vector we want to determine. For
mmolecules in the unit cell there will also be atomRatx; +p) +t; with 1 <m < j,
whereR; is the rotation matrix antj the translation vector for the appropriate symme-
try operation. The structure factor equation now becomes:

n .
Fc(h) _ z fjeZTﬂh.[Rj (xi+p)+tj]
I

Fj(h)e?mh(Rip), (7.5)

M3 -Ms3

whereF (h) = 31 ;&2 (RiXi+4i) TheF;(h)s—which are independentpi—need only
be calculated once, and tRdactor for eaclp can be calculated without having to loop
over all atoms for each value bf

In general theR factor varies only slightly as the model is moved throughbet

asymmetric unit, so a sudden drop of a few percent is likelyatsignificant. Difficul-
ties may arise mainly from two factors:

e TheR factor is quite sensitive to misorientation of the model; igarientation
of a few degrees may be disastrous. If no clear solution igiéd initially, it
may be worthwhile, though tedious, to repeat the calcutatiith the orientation
slightly altered.

e The second point to remember is that Bactor varies steeply with the position
of the model and if the function is not sampled on a sufficiefitie grid the
solution may easily be missed altogether. If possible tlie goints should be
spaced no less than&lapart.

Despite all the tricks to speed things up, fRéactor search is still slower that the

Translation Function. For example irPg522 problem, the Translation Function took
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4.3 minutes on a microVax 3, on a&]gridz. TheR factor search for the same problem
but using a coarser grid &) took 34 hourscpu time! On a 1A grid it would have
taken 275 hours! Clearly in such a case the method of choméldbe the Translation
Function.

7.4.2 Translation functions

The translation function is conceptually related to thetionh function. Here we in-
vestigate the correlation between the observed inteasitid the cross-vectors between
the symmetry related molecules of the model as it is movedtthe unit cell. When
the model is positioned correctly the function should hawels at values correspond-
ing to the translation vectors between the symmetry relatelécules. There are sev-
eral forms of the translation function to choose from but Théunction is normally
used. A brief description of the main options follows. A mdetailed description of
the various translation functions is given in (Tickle, 198&kle, 1992).

7.4.2.1 The T function

TheT function was first proposed by Crowther and Blow (1967). ttésived from the
general form of the translation function

T(t) = Zlobs(h)lzcz(hﬂ), (7.6)

whereF2(h) is the calculated intensity artds a vector defining the position of the
test molecule. The calculated intensity can be expresséerins of the molecular
transforms of the individual symmetry-related molecules.
Thus for a simple example of two molecules in the unit cethted by a two-fold
axis we get
FZ(h) = Fe(h)F; (h) = (Fw + Fuaz) (R + Fine) (7.7)

whereFy1 and Ry, are the molecular transforms of the two molecules sampled at
pointh in reciprocal space, and * denotes complex conjugationafnodel molecule
shifted byx from an original position only the phase of its moleculangf®@rm changes
andFy become$ e, The calculated intensities can now be expressed as follows

F2(h) = (Fui(h) €™M 4 Rya(h) M iz) x
(Fya(h)e2mMti 4 B (h) e 2mitz) (7.8)
We should keep in mind that the two molecular transforms &ei putative posi-

tionst; andt, are related by symmetry. We can now substitute the abovesssion
into the translation function:

T() = Z lobs(h) [Fl\%l + Rz + P P2 €M 4 Fag Fuo efzmh't} ; (7.9)

wheret now equald; — t.

We are only interested in terms determining the cross vect®r, dependent on the
relative positions of molecules, so we can omit the first Bvterms which represent
the self vectors for the two molecules. For simplicity oneha# cross terms is also
omitted. The result is known as tfiefunction.

T(t) = Zlobs(h)FMth’jze*mh't. (7.10)

7.4.2.2 Removing the self-vectors: the T1 function

In an attempt to improve the signal-to-noise ratio we maydgubtract the coefficients
for the self vectors from the the observed intensities

lcross= lobs— K (F|\%1 - Fr\%z) . (7.11)

2The time was mainly spent in theT.
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7.4.2.3 T2 function

7.4.2.4 The TO/O function

This rests on the approximation that the search model ansttheture have the same
self vector set. It should be pointed out that correct sgafircritical for the self-vector
subtraction to work.

The complete formula for th&1 function as it is usually defined can now be writ-
ten:

T1(t) = ;lcmss(h>FMﬁzze*2”“ﬂ (7.12)

where

lerosdh) are the observed intensities with the the self vectors aated,;
Fwv1 is the Fourier transform of one of the molecules in the ciysta
Fyo is the complex conjugate Fourier transform of a second nutdec
h is the reciprocal vectdukl,
t is the translation vector between molecil& and moleculé2.
The functionT 1, defined in this way, is an ordinary Fourier summation andbza
evaluated by a fast Fourier algorithm.

Whereas theT 1 function has to be calculated for every pair of symmetryates
molecules thd 2 function combines all the symmetry. It has the form

Ta(t) = Zlcrossfh) X 22 z FviFmj e 2mht, (7.13)

T <

The T2 function applies phase shifts so that all the peaks pile tipessame place,
defined by a single translation vectofor the reference molecule, so the signal/noise
is much better than for a singlel function. This is implemented kffc

This is an attempt to generalise the translation search mbioung a 3-dimensional
translation function with a packing function (Haraetal, 1981). This is implemented
by tffc . Some of the published results are impressive.

The function has the form

Th(X) = TO(X)/O(X) (7.14)

whereT O(x) is like the translation functiof (§7.4.2.1) with a normalisation factor,
and has the form

TO(X) = M (7.15)
2h Iobs(h)
O(x) is a packing function that measures the interpenetratitheoolecules:
nle(h,x)
O(X) = E——~. 7.16
(x) N3 Fn (1) (7.16)
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Chapter 8. Phase Improvement by Density Modification: Solve nt
Flattening and Molecular Averaging etc.

You boil it in sawdust, you salt it in glue;
You condense it with locusts and tape,

Still keeping one principal object in view —
To preserve its symmetrical shape.

— The Hunting of the Snark

8.1 Density Modification

8.1.1 The Problem

8.1.2 The Method

Approximate electron density maps phased by such metho8&iRsor anomalous
scattering may or may not be enough to deduce the structuhe afiolecule. Exami-
nation shows that they fall into two groups:

1. Those maps in which there are visible structural featam$ which it is possible
at least to attempt an interpretation. Once a significantigroof the map has
been interpreted it is often possible to use this infornmetiioimprove the rest of
the map.

2. Those maps which do not appear to contain structural ;ydtdm which it is
not possible to attempt an interpretation.

The distinction may seen obvious, but in fact we could imagirthird case: when
a map is not good enough to show the correct structure, theuld clearly show an
incorrect structure. The fact that an experienced workedéstinguish an interpretable
map from an uninterpretable map suggests that it may belgessisome manner to
quantify the property of map quality. If we the modify the miapsuch a manner to
increase this quantity then it may be possible to convertiaterpretable map into an
interpretable one.

How are good electron density maps distinguished from po@s® Even without
knowing the structure of a particular protein there are sdeatures which can be
expected to appear in the correct map, such as:

Flat solvent. The solvent in which the protein is crystallised will fill tlgaps caused
by imperfect packing of the molecules. This solvent is ugudisordered from
cell to cell, and so in the diffraction structure the elentdensity will be constant
to a first approximation. This is applied to an estimated rhapugh the process
of solvent flattening (Wang, 1985; Leslie, 1988).

Predictable distribution of density values in the protein. Most proteins have fairly
similar proportions of atomic types, distributed throughthe cell according
to known constraints of atomic spacing. As a result the ibisgtion of density
values in the protein region is fairly similar from protemgrotein. This infor-
mation is applied through the process of histogram matcfiihgng & Main,
1990).

Histogram matching employs the predictable atomic makébptogical macro-
molecules to predict the histogram of density values in ttoégin region. The
current density map can then be systematically modifiedit@bt into consis-

tency with the predicted histogram. This technique is cemgntary to solvent
flattening, since solvent flattening operates on the wholiefsolvent region
and histogram matching operates on the whole of the progégion. The known
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density histogram is a weaker constraint on the electrositieiihan solvent flat-
ness, but the volume involved is usually larger, and histogmatching has more
power for phase extension than solvent flattening. The coatioin of solvent
flattening and histogram matching usually converges in Q@yz2les.

Connectivity of electron density. Proteins consist of linearly connected chains of pep-
tide units. A good map will show this linear connectivity,dain is this feature
which provides the starting point for building a model of gtricture. The con-
nectivity of the map can be enhanced by a process of itersiteietonisation, as
developed in th®RISMpackage (Bakeet al., 1994).

Known properties of the structure. Some features of the structure may be known
from analysis of the X-ray data, or from biochemical sourc&sese include
the presence of non-crystallographic symmetries relaliffgrent parts of the
map, or relationships with other molecules, from which aiparof the structure
can be deduced. This information can be applied throughangstallographic
symmetry averaging (Bricogne, 1974) and molecular rephace respectively.

Molecular averaging can be used in the case of non-crygtalfihic symmetry
(NCS). NCS-related regions of the map are averaged togéitiusrreducing the
signal-to-noise ratio in the density. The NCS-relatiopstand masks must be
determined before this calculation can be performed.

Atomicity. In the high resolution limit, the electron density map fortausture will
show resolved atomic features. Atomicity can be enhanceohdgifying the
map to satisfy Sayre’s equation (Zhang & Main, 1990; Cowtak&in, 1993).
Sayre’s equation is a technique from small molecule diresthwds, which ap-
plies the constraint of atomicity to the density. Protefnstures do not normally
diffract to atomic resolution; however, in the case of a gstadting map and ob-
served magnitudes at close to ﬁ@ayre’s equation can be a powerful tool for
phase improvement.

Note that all of these features can be distinguished in a mtgout knowing the de-
sired structure. Techniques have been developed by whiclordensity map can be
altered in a sensible manner in order to bring it into linewveach of these constraints,
these are set out in more detail in the references given above

All these techniques depend on knowledge of the moleculantbary.dmcan cal-
culate this automatically by Wang’s method (Wang, 1985]iee4988) if the fraction
of the unit cell occupied by solvent is known.

The phase improvement calculation is cyclic and involvedification of the phases
in order to obtain best agreement with the known constraimthe electron density and
the observed structure factor data. This process is shaagnathmatically in fig. 8.1.

Fobgh) FFT .
- = X
() w(h) Pi(X)
Phase Density
Recombinatio Modification

@1 (), w4 (h)

oy = Pna()

Brnodh)

Figure 8.1: Phase improvement schematic.
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8.2 Using dm

dmprovides an automatic procedure for using the techniquesitied above. A single
run will read an initial reflection file, apply multiple cyd®f density modification and
produce an updated reflection file.

The initial reflection file must contain at least the obserstedcture factor magni-
tudes and their deviations, and the estimated phases and#ights. In the case of an
MIR dataset the phases and weights will come direct fronmimephasing (typically
from the programmliphare ). Itis also possible to useAD data, although typically
the phase extension scheme will be different since thersually some phase infor-
mation at all resolutions. This sort of calculation has proparticularly effective.

Density modification can also be applied in a molecular regt@ent calculation.
In this case the correctly oriented model is used to generatew set of structure
factor magnitudes and phases. The agreement between #grwetdhand model magni-
tudes is then used to generate weights for the model phgpésa(ty usingsigmaa ’'s
PARTIAL option). The calculated phase and resultant weight areittprt into the
density modification calculation.

The use of sensible defaults means that the program can bategeery simply.
In the case of a non-crystallographic symmetry averagimgutation, it is necessary
to generate a mask covering one non-crystallographic sufusually one molecule),
and in addition the non-crystallographic symmetry magioaist be included in the
command file.

The most common application of the program involves useehietogram match-
ing and solvent flattening methods. These are very quickifinute for 10 cycles with
a unit cell volume of~10° A3 on a typical workstation) and in the majority of cases
lead to a good map improvement. In the case of very poorstaniaps, the histogram
matching can lead to a very broken map, in which case it mgy toehpply a temper-
ature factor to smooth the map, or else repeat the calcnlatith solvent flattening
alone. Averaging is always useful if the symmetry elements mask can be deter-
mined. Sayre’s equation is usually only helpful when thetistg map is very good,
and its application is very slow.

Other features available oiminclude input of a user-defined solvent mask, output
of the internally calculated solvent mask, averaging oftipld non-crystallographic
symmetry related domains with different matrices, and rauatiic refinement of non-
crystallographic symmetry matrices. The output of the progcan be examined using
xloggraph . The most useful indicator of whether the method has beecesstul
is the ‘freeR factor’. This is analogous to the frde factor used in coordinate re-
finement in that it is calculated using a set of reflectionschlare excluded from the
initial map calculation. However, once phase relationstiptween structure factors
are introduced it becomes impossible to completely is@eatet of reflection since the
absence of a set of reflections leads to a systematically iartbe phasing of the rest
of the reflections. Thus it is necessary to change theRrset from cycle to cycle, or
if time is not a factor to run each cycle twice with and withauteeR set.

The density modification freR is a property of both the density modification tech-
nigue and the initial data set, so it can not be used to conitieeent density mod-
ification techniques. During a typical calculation the dgnsiodification freeR will
drop from~0.60 to~0.45.

In the case of averaging calculations, the correlation betwegions related by
non-crystallographic symmetry provides a good indicatibnvhether the mask and
matrices have been correctly determined. In later cyclissapreement will have in-
creased through the averaging of the regions, and so bedessdaaformative.

The solvent flattening and molecular averaging technigueslasely related and
are most effective when used together They are both noiseirilf techniques and
involve modification of electron density. They can be usedrprove and extend
phases.
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8.3 Using Solomon

Several stages are required for phase refinement with Saolofifee stages described
here assume that the phase probability distributions weterghined experimentally
(i.e. SIR, MIR, MAD).

o Determine phase probability distributions, described lenittickson- Lattman

coefficients. This is done automatically phare .

Calculate the map to be flattened. Initially, you will have amtalculated from
experimental phases. It is advised that you start from dutsn which has got
significant phase information and do not yet extend the utisol!

Subsequent maps can be calculated from coefficients prddystgmaa . This
gives the advantage that missing reflections can be estinfiede the corre-
sponding Fc (calcuated from the flattened map). The proeszhm be improved
by substituting in this way for the low resolution reflectitihat are missing.
Have a look at the map and compare it with the original FOM Wwid map.
If there is no non-crystallographic symmetry, you might getne additional
improvement by playing around with the solvent multiplioatfactor and the
truncation level (see the keywords “TRUNC” and “SLVMUL"X. the crystals
contain a lot of solvent (70 to 80%) you might try phase extamsbut make
sure the map actually improves by doing so. If you have gof warak phase
information at higher resolution, try including it from ttstart, but keep the
RADIUS at the lower resolution. (If you have got reasonaltiage information
to 3.7A, and very weak information to 3% use a radius of 34, and a high
resolution cutoff of 3.4; don't extend to 3.2, but use all information from the
first cycle).

Identify and refine non-crystallographic symmetry if preiselhe Uppsala pro-
grammes “O”, “mama” and “imp” are ideally suited for this pase. You must
remove overlap between symmetry related masks. The madleazither in “O”
or “CCP4” format.

The mask will encompasses a monomer. Each mask has a setoofatsd
symmetry operators which descibe how the density withia thask is related
to other density within the asymmetric unit. This is a bifeliént from the way
things are done in the “rave” package and has some advantages

include the non-crystallographic restraints in “Solomant run the script again.
You might need to reduce the level of truncation a bit and tieemt multiplier
should probaly be a bit less negative.

8.4 Estimating solvent content

Estimating solvent content
This section summarises the results of (Matthews, 1968dtvent content.
Matthews’ number is:

cellvolume(,&s) Vv

= — 8.1
MnasymnMolsisy  MZ 1)

M =

where:

M is the protein molecular weight in Daltons

V is the unit cell volume

NasymuiS the number of asymmetric units

nmolssyis the number of molecules in the asymmetric unit

Z, the number of molecules in unit ceH NasymNMOlSsy
Molecular weight is:

e something you get off a gel;
e or number of protein residues in molecutd 10—very roughly!
e or number of non-hydrogen protein atoms in moleculied—roughly!
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(Userwcontents  to read yourrDB file if you have one; it will count the number
of atoms of each type. The output ttincate  provides information on the cell
contents.)

Matthews found/y between 1.66 and 4.0, corresponding to protein conteni3-of 3
75%, but proteins with higher solvent contents will givetrég values o¥y. (Solvent
content of 90%= Wy = 12....

Calculatevyy assuming nmolg,= 1,2, 3 etc.... Younaybe able to narrow down
the number of possibilities for nmalg,

Turning this into the fraction of protein in the asymmetrittu

MZAy Ay

Vo= UNaDp ~ NaDgVn (8.2)

where:
Vp is the fraction of protein volume in the asymmetric unit
Dy is the density of proteir- 1.35 (Matthews, 1968)
Ay is the average atomic volume&?, = 10 approximately
Na is Avogadro’s constant.
(This is the same as Matthews’ formuld, = 1.66v/V\; 1.66 = Ay/Na, 1/Dp is
Matthew'sv = 0.74cc/g.) Alternatively:V, = NpAy /N, whereN; is the number of
protein atoms in the unit cell (including hydrogens). (Téhare about the same number
of hydrogensas C N O etc.)

If Vp is the fraction of protein volume in the asymmetric unit, temsity

P = pPpVpt+ps(l—Vp)
— 135V +1.0(1—Vp)
— 0.35/,+ 1.0 8.3)

whereps is the solvent density (1.0 for water). Therefore
Vo= (p—1.0)/0.35. (8.4)

If you know the density you can work backwards and find the nemalbmolecules
in the asymmetric unit exactlyakissearch  will tell you the volume of the unit cell
in A3))

Now you get this useful information:

e Possible molecular weight per asymmetric unit;

e Fraction of protein/solvent (from 8.4);

e If you know the number of atoms in your protein subunit, (rblygl4 times
the number of residues, including hydrogens) and sayinghigtagain that the
volume per atom is 183itis possible to get an estimate of number of subunits/
asymmetric unit. Even if you do not know the density accuyaiteis often
possible to guess how many subunits there might be per asyiomeit.

Often there is only one possible solution f,punits

The CCP4 manual






Chapter 9. Refinement and validation

| don't believe there’s an atom of meaning in it.
— Alice’s Adventures in Wonderland

Refinement has been covered in three Study Weekends, (Meicdlin1980; Goodfel-
low et al., 1989; Dodsoret al,, 1996); see also (Tronrud, 1994). The principal CCP4
refinement program is novefmac which is undergoing active development. Infor-
mation in this chapter is liable to become out-of-date, dedreader is recommended
to read the latesefmac documentation.

9.1 Least squares structure refinement

The CCP4 suite provides the prograestrain  for least squares structure refine-

ment. The old program prolsq has now been made obsolete bylakienum Likeli-

hood programefmac , see section 9.2. The least-squares progestrain  incor-

porates a number of differences fraefmac (see section 9.1.1) and may be useful.
Alternative refinement programs inclu@® T, CNS SHELX93

9.1.1 Comparison of restrai nand prol sq

Here is some discussion of the differences between the dgastres refinement pro-
gramrestrain  and the obsolete prolsg. Most of these points also apply tma ¢
parison ofrestrain  andrefmac .

restrain  does constrained anisotropic thermal parameter refineosémg the
TLS (translation/libration/screw-rotation) model. Umstrained anisotropic refine-
ment is not feasible without atomic resolution data (i.éol better), so this is out
of the question for all but a handful of very small proteinsheTend result of the
TLS analysis should give some insight into secondary strecbr domain motions.
refmac5 now does TLS refinement as well.

A major difference of approach is that prolsq uses an FFTtfocture factor and
derivative calculations, whereasstrain uses slow FT’s. This means that prolsq
takes many cycles<(50) to converge but each cycle is very fast, whereatrain
takes only a few cycles«5), but each one is much slower. Normally prolsq has the
advantage here.

restrain s functionally is much like prolsq’s with some small diféerces:

e prolsq treats all main-chain peptide residues as thoughtthd identical geom-
etry; recent data indicates that glycine and proline arfedint from the others.
restrain  treats them differently.

e restrain uses individual distance constraint weights based on ttima&gs
of the standard deviations of (Engh & Huber, 1991) (thesaeghbre all in the
dictionary together with the ideal distances). prolsq udasket values for the
weights, because its dictionary doesn’t contain the s.d.s.

e restrain  hasacoupled occupancy refinement option for disorderedisans.

e restrain  has a full-matrix option for estimating individual positial standard
deviations. However it requireslat of memory, and at present needs to be
compiled with a re-parameterised include file.

e prolsq has the option of applying non-bonded intermoleaelpulsion restraints
(i.e. between symmetry-related molecules) as well as ttiarmolecular ones.
At presentrestrain  only applies the intramolecular repulsions.

e There is a subtle difference in the way the planar groupstigeegroups plus
PHE, ARG etc. sidechains) are treated. prolsq restrainset@ltane calculated
from the coordinates before each refinement cycle, wheesésin  restrains
to the current best plane; this should allow the planes mexéility of move-
ment.
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9.2 Maximum Likelihood refinement

The maximum likelihood approach to model refinement has reptemented in the
CCP4 programrefmac . Therefmac program is used for the restrained or unre-
strained refinement or idealisation of a macromolecularcstire. It minimises the
model parameters to satisfy a Maximum Likelihood residuBhere are options to
use different minimization methodefmac produces an MTZ output file containing
sigmaa -style coefficients suitable for the calculationrof, — DF; and 2nk, — DF.
maps usindft

The latest version of REFMAC is significantly different torkeer versions and is

known as tefmac5 ”. The key functionalities ofefmac5 are:

¢ Restraints are calculated within the main program. A laigeahary of standard
geometries is included. Restraints can also be createdi@l figands, see in
particular the Monomer Library Sketcherdéap4i ,(which is an interface to the
libcheck program).

e TLS refinement can be used. This is particularly useful wieme is signif-
icant anisotropy, but the resolution does not warrant refer of individual
anisotropic displacement parameters (U values).

e A bulk solvent correction is calculated within the prograsae the SOLVENT
keyword.

e For atomic resolution data, full anisotropic refinement banperformed with
anisotropic displacement parameters being refined for swrak atoms.

o If good experimental phases are available then they canchedied in the maxi-
mum likelihood target. The accuracy of experimental phaagdescribed by the
Figure of Merit or the Hendrickson-Lattman coefficientoften overestimated,
and a blurring function is provided to compensate for this.

¢ Rigid-body refinement can be performed, and may be useftidrearly stages
of refinement. One or more rigid-body domains can be definedhe RIGID-
BODY keyword.

9.2.1 TLSrefinementin ref mach

9.3

9.4

TLS refinement imefmac5 results in:

e TLS parameters for each defined TLS group, held inth8OUTfile and in the
header of th&XYZOUTile.
¢ Residual B factors outputin the ATOM lines of tK&¢ZOUTile. These B factors
do not include any contribution from the TLS parameters.
The XYZOUTand TLSOUTfiles can be passed to the progrésanl , which will
analyse the TLS tensors and also derive individual anipatisplacement parameters
from the TLS parameters.

Automated model building

Victor Lamzin's Automated Refinement Procedure programgmeedarp _warp due
to a clash with a Unix command) can be alternated with a refamtmrogram such
asrefmac5 to automatically build or rebuild parts of a modeltp _warp updates
the model by identifying and removing poorly defined atomd adding new atoms.
Rejection of atoms is carried out on the basis of the densigrpolated at the atomic
centre, the deviation of the density shape from sphericity some distance criteria.
Addition of atoms is performed on the basis of differencesitgrcoupled with distance
constraints.

CCP4 distributes an older versionafp _warp (version 5.0) which has been re-
named aarp _waters , and which should only be used for adding waters while cy-
cling with refmac5s .

Difference map generation

On completing a round of refinement, various types of difieeemap can be generated
with the progranfft for comparison with the current model (e.g. using the grephi
programO). refmac produces weighted map coefficients suitablenfiéy — DF; and
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RESTRAIN
model.brk /

alternative

2mk, — DF. maps: these coefficients reduce model bias and are reconachewudr the
unweighted~, — F; and Z, — F; maps. To obtain weighted coefficients from the output
of restrain , the progransigmaa can be used.

——= SIGMAA

Op -weighted map coefs.

refinement
program \
Native-Fs.mtz
T\ REFMAC —= Native-SF.mtz FFT MAPMASK ——=  XDLMAPMAN
new Fc, Simwtandac  calc. 2mFo-DFc map EXTEND map format exchange
(Fo scaled to Fc) mFo-DFc select grid volume to cover
g p -weighted map coefs. molecule rather than

asymmetric unit

Figure 9.1: Steps in generating an electron density diffezenap.

9.5 Why is protein refi

9.6 Free Rfactor

nement difficult?

Small molecule people manage analysis and refinement wigtfexe problems. Macro-
molecular crystals present several particular problemefinement.

e For macromolecular crystals, the unit cell is big, and tlegeea very large num-
ber of X-ray data to collect, all of which have low signalfioise ratio. It is
therefore not usually possible to collect data to atomiolig®n as is normal
for small molecule structures. The data available oftefesfifom both system-
atic and random errors. These are due to the crystal sizelgons of mounting,
absorption and crystal decay.

e Protein crystals have an additional problem. There is ls@ahigh solvent
content, and the crystal forces are weak. Some parts of thie chay not be
crystalline at all, and others may have high thermal mofidnis means that not
all the unit cell can be properly parameterised. This is forealmost all pro-
teins, not just those which diffract to lower resolution.igproblem particularly
reduces the intensity of the high resolution data. In additi leads to severe
effects of radiation damage.

e These two problems mean that experimental data extend tedmesolution,
typically to a maximum limit in the range 3R

e This means that the ratio of observations to parametersfitide is too low for
conventional least-squares minimisation to converge.

A freeR factormay be calculated by excluding a randomly-chosen fractfaeftex-
ions from the refinement (Briinger, 1992)—a special casé@téchnique of cross-
validation (A. T. Bringer, 1995). The agreement betweeir ff> andF. is indepen-
dent of the refinement procedurieeerflag may be used to add a column of tags
to an MTZ file to label this set of reflexions. This is also irdeal in theuniqueify
script, which should be run on a dataset as soon as posséigler(gjue documenta-
tion). Note the CCP4 convention for this differs fro(APLOR—see thdreerflag
documentationf2mtz andmtz2various  may be used respectively to import and
exportX-PLORandSHEL Xdatasets with a freR flag to CCP4 taking into account the
different conventions.

Since the deviation iRe is roughly proportional to its value divided by the square
root of the number of reflections, a test set of about 1000atéftes should be accept-
able. BothRgyst and Riee are global measures which cannot detect local errors. If
atoms are placed in correct positions Béctor will decrease even if they are chem-
ically inappropriate. NCS will reduce the value Bfe. and different types of NCS
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will have different effects. Any pseudo lattice where the S@oes not increase the
reciprocal space sampling cannot easily be utilised foneafient.

9.7 Validation, gross and overall errors
9.7.1 Validation

An lot of validation requires common sense. For example agtroicture will not have
most of its torsion angles in strange parts of the Ramaclangot. Other obvious,
but very useful, checks include:

e Are there unacceptable symmetry contacts between adjaadatules?

e Are theB factors sensible, e.g. higher at the surface than in the ootevildly
divergent between adjacent atoms?

e Does the chemistry make sense? e.g.: do the H-bondablegaotymrlly make
H-bonds? Are there charged groups buried in hydrophobic@mwents?

e Do the maps show the expected features, e.g.: do omit maealrée missing
atoms; do difference maps show substrate atoms?

o |s there a suspicious divergence from NCS?

Most programs flag many of the above.

9.7.2 Errors

Serious mistracing is rare but can happen.The existing toolsRsce, Stereochemical
checks as applied iprocheck andwhat-if ) easily detect such errors if ap-
plied sensibly. Actually the Ramachandran plot alone isvagotul tool for cross
validation to identify such gross errors since the dihedrgles are not usually
used as restraints in refinement programs.

Local errors such as loops out of register can easily be overlooked oréghdlhey
can be identified by the real spaRdactor andB values as a function of residue
number.

Overall imprecision and refinement not taken to convergence is difficult to detett
happens—there are many examples of structures refinedfaistst one data set
to a certain resolution, then re-refined against a diffeinggtter resolution data
set. The final structure gives a lowRrfactor against the original data than the
one refined against that data. This is may be due to poor weggbf prior and
experimental information.

9.7.3 Bad practice
9.7.3.1 Not using all the available data

e Do not use a low resolution cut-off, e.g. many structuresstitereported as
being refined with data in the resolution range B-The data within the &
shell contain a wealth of important information on your strue.

e Make sure you have not lost all the strong (often low resohjtterms through
detector saturation—especially important with imagegdaitt synchrotrons. Make
a second data collection pass, or even a third, to avoid Thisbig terms domi-
nate all steps in your structure analysis.

o If you can possibly avoid it do not leave a large wedge of datllected. Offset
your crystal by up to 15to avoid a blind region. Make sure you cover the
appropriate rotation range, and start at an appropriagéatation.

9.7.3.2 Attempting refinements when the observation to parameter ratio is too low

e Atabout 2.8 fora protein crystal with about 50% solvent, the numberluder-
vations is equal to the number of positiongf) atomic parameters. Even at this
resolution the least-squares minimum is no longer well @efirUnless there is
non crystallographic symmetry (or extremely high solvemitent) it is therefore
foolishto “refine” against data sets at resolutions belowA2.8f there is NCS
this limit can be relaxed with care, always ensuring the nemdf parameters
is less than the observations: this absolutely requireNtB8 to be imposed.
Caveat: if your NCS is close to pseudo crystallographic setny(e.q.P212;2
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but pseudo 1222 dP65 pseudd6522), then it is less powerful and you will have
special problems.

e Do not try to refine individual isotropic atomB values till you have enough
observations to about 2460r better.

e The significance of introducing extra parameters shouldtgsovalidated using
Reree-
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Chapter 10. The Fast Fourier Transformation
— or some of the things you always wanted to know about the FFT
but were afraid to ask

10.1 Introduction

10.2 How it works 2

“Of course,” the Mock Turtle said: “advance twice, set totpars—"
“—change lobsters, and retire in same order,” continuedtyphon.
— Alice’s Adventures in Wonderland

There must be very few algorithms that have made as greatgarcion science as the
Fast Fourier Transformr€T).1 It was Lynn Ten Eyck (1973; 1977) who introduced
the FFT to crystallography and we have been using it ever since. \&iregnwe do
something that involves a calculation of an electron dgmsiap or structure factors
i.e., moving between real and reciprocal spaces, it is dleesain that the program
we use has arrT algorithm embedded somewhere inside it. We can tell if itsdoe
not—the calculation is orders of magnitude slower than weahave come to expect.
In addition to the above uses, theT has an important role in molecular replacement,
in the calculation of the rotation and translation functiomhis development is mostly
due to Tony Crowther (1972), who showed how the rotationfioncan be calculated
by anrrTif the Patterson function is expanded in spherical harnmuaicd David Blow
(Crowther & Blow, 1967), who applied the T to translation functions.

Although it is not necessary to know anything about the meisma of theFFT in
order to use it, it might still be interesting—especiallytie explanation is reasonably
understandable. A good description of #rr is given in (Presgt al, 1986). It goes
like this:

If we have a discrete Fourier transform of lendgithwe can split it into two trans-
forms of lengthN/2 each. One of them is formed from the even-numbered terms and
the other from the odd-numbered terms:

N-1
o= . g2mih/N
JZO j

N/2—-1 N/2-1
= ; fp;€NI/N foj12(2I+D/N
j: J=
N/2-1 /N2 N/2—-1 /2
fzjeZTuJ N/2 +Wh f2j+leZTu j/(N/2
o 2,

= RV WA (10.1)

whereW, = e?h/N,
Depending oN we can continue dividing the original transform. This is \moas
factoring We then get a series of terms ligg"°"°%®"*" 'in this case, for a Fourier

1C. F. GauR reputedly used the equivalent of real-valued RFT805, but no surprise there. There
were independent discoveries of FFT algorithms in modenedipreceding that of Cooley and Tukey, often
referred to as the discoverers.

2|t is ‘interesting’ to note that there are various softwasgemts connected with the FFT and similar
transforms which monopolies may restrict your freedom te tieese algorithms; (this is of course
impossible). Such software monopolies are a serious thoeaée software and quasi-free software such
as CCP4. Oppose software patents and interface copyrights!
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transform of points that are successively even, odd, exelirethe successive subdivi-
sions of the data. In the extreme case, wNds some power of two, we can divide the
data all the way down to transforms of length one. A transfoftength one is just an
identity operation. Now the transform consists of terms lik

Flfvenevenoddevenoddodd.. even_ fn- (10.2)

The problem now is with book-keeping—we need to know wiha. The answer is
as follows. Let ever= 0, odd= 1 and then read the resulting patterns backwards i.e.,
reverse the bits, and you get in binary the value.oft works because the successive
subdivision of data into even and odd are tests of successisesignificant bits af. If
we now rearrange the data into the bit-reversed order, éimsfiorm can be constructed
by combining adjacent pairs of points to get two-point tfanss, then the adjacent
pairs of pairs are combined to get four-point transformssmdn until the first and the
second half of the data is combined into the final transform.

If you have a mathematical or functional programming bermt want a deep un-
derstanding of the algorithm, consult (Jones, 1989) fealaulationof it.

10.2.1 Example

Let's take a simple example of an 8-point transform. The ficefts of Fs of the
successive divisions of data are:

e(=even) o(=odd)
ee €o oe 00
eee eeo eoe €00 oee 0eo ooe 000

In binary this becomes

000 001 010 011 100 101 110 111
and with the bits reversed:

000 100 010 110 001 101 o011 111

which in decimal corresponds to elements numbered 04 2 6 1 5Thi& means that
we first have to combine element 0 with 4 (adjacent pairs orabwe list), 2 with 6,
1 with 5 and 3 with 7 to get two-point transforms. (N.b., eatdhmeent is normally a
complex number).

Next we combine the resulting elements 0 with 2, 1 with 3, citand 5 with 7
to get 4-point transforms. Finally we combine the resulthgments 0 with 1, 4 with
5, 2 with 3 and 6 with 7 to get the complete 8-point transforran®.

10.2.2 Why is it fast?

Let’'s now see how fast therTis compared with the traditional, ‘brute force’ approach.
First the data have to be rearranged into the bit reversest.ortiat takes very little time
and requires no extra memory as it only involves swappingdidata. The transform
itself is constructed in logN sweeps through the data i.e., the number of times aMthe
data points can be factored—three in the above example.chtlesel data points are
combined pairwise. This means the number of operationsin ®&eep is proportional
to N. Thus the whole algorithm is of ordétlog, N. SuchO(NlogN) asymptotic
complexity is typically associated with ‘divide-and-cargy’ algorithms like this. The
transform can be parallelised and vectorised.

What about the norFT approach? From the expression

N-1
Fn= ; f; /N (10.3)
j=

we see that for everfyh, numberingN, we cycle over alfjs, (also numberinty). Thus
the number of operations is proportionaNé.

What is the difference betwedy? andNlog,N? ForN = 1000 the factor is 100.
ForN = 1000000 the factor is 50000—roughly the difference betwsenminute and
one month. Moral: beware of algorithms with quadratic (@har) complexity.
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10.3 Crystallographic FFT

10.4 Programs

So far we have only discussed the case where the number opadiataN is a power
of two. What if N cannot be factored all the way to single points? There arerpth
highly optimised, algorithms tailored for handling tramshs of various lengths. In
fact, the crystallographierT does not requir®l to be a power of 2, but in generl
has to be a ‘nice’ number. No prime factors greater than 1amnmitted. Additional
requirements have to be satisfied for specific space groups.

In crystallographic applications therT is additionally optimised to take advan-
tage of crystallographic symmetry. The application of #ra in crystallography is
explained in full by Ten Eyck (1973; 1977; 1985).

Spacegroup-specific transforms use symmetry to speed ugatbelation but are
more likely to have bugs, especially in uncommon spacegrolgse of P1 is thus
recommended if speed isn’t a problem; if it is, test the higghyenmetry version against
P1.

The CCP4 suite contains several programs making use efthee.g:fft  (based on
Ten Eyck’s original) calculates Fouriers, difference Rers, Pattersons and difference
Pattersons from reflection datsfall ~ calculates structure factors and X-ray gradi-
ents for refinement using inverse and forwards; almn calculates rotation function
overlap values usingrT techniques; etc. ...

fftbig  is anin-core version dft which runsin P1 only. It may be faster you
have enougleal memory available—otherwise it will cause page thrashings has
replaced the original fft program.
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Chapter 11. Installation

11.1 First off

README file : n. By convention, the top-level directory of a UNIX source
distribution always contains a file named 'README’. Whenegkhackers
invariably relate the README convention to the famous sderieewis Carroll’s
‘Alice’s Adventures In Wonderland’ in which Alice confragimagic munchies
labelled "Eat Me” and "Drink Me”.
— (Raymond, 1993)

The distribution is supplied in source form. You will needffan, C and C++ compil-
ers! (Se&13 for hints about freely-available systems if necessarg build phaser
python is required.

By default the ‘unsupported’ programs will be built as wedlthe main set. You
may want to avoid building them to save space. Make sure yoe pkenty of spare
disc space to build in.

You need~250 MB free for SCCPAMASTER if everything in ccp4 is downloaded
off the web site (ccp4/phaser). The space taken by the futifd@naries will vary con-
siderably with system and compiler options, buti850 MB on an Iris compiled with
the default configuration; you can reduce this either byiplayith the configuration
options or only by compiling a subset of the programs. If cog4and coot are also
downloaded the space requirements will increasel®B. Some of the programs use
considerable amounts of scratch space in execution—ydun@éld 10s of MB free in
the directory pointed at by SCCPACR (seeccp4d.setup  (Unix)). In some cases
you may find a need for 100 MB of scratch space, depending on the programs you
use and their input. Some programs take up large amountsrabnyavhich can cause
problems. Personal memory useage quotas can be exceededordl systems, like
PCs, hard limits!

11.2 Directory structure

The directories under theep4  directory which holds the CCP4 suite are as follows:
bi n is the default destination for installed program binaries
ccpdi graphical user interface for the suite
doc plain text documentation files (generated from tit@l files)
et ¢ Unix shell scripts
exanpl es example scripts/DCL procedures
t oxd data and model coordinates for a small protein (alpha-deaxin from
green mamba venom: “toxd”) used in the examples
rnase data and model coordinates for a second protein (ribonselé@m
Streptomyces aureofaciens) used in the examples
uni x
non- r unnabl e scripts which can’t be run for want of data
r unnabl e scripts which can be run with the datatoxd
tutorial contains procedural scripts in five main areas, namely MRR Ml
refinement, MAD and density modification.
ht M library and program documentation in HTML form
i ncl ude setup scripts and theef files needed for program startu§B(7)
I i b The default destination for installation of the binary &by files
cci f source code for the CCIF library
dat a machine-independent ‘library’ files such as the symmetsrafors
src source code for the CCP4 library
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nmdb source code for the MMDB library

cl i pper source code for pirate and the clipper libraries

ssm source code for superpose and ssm libaries

f f t w source code for the MIT fftw libaries
man contains soft links to enablmancommand
manual IATEX source for this manual and corresponding PostScript file
Src program source
unsupport ed source for the ‘unsupported’ stuff
x-w ndows X-Windows programsxloggraph etc.)
Theccp4 directory itself contains top-level configuration files.etc

11.3 Building under Unix
11.3.1 Preliminaries

First decide where you want to put the sources for the soéxwdhis will be a direc-
tory we'll refer to as $CCPMASTER!—which will contain theccp4 directory. A
conventional possibility for SCCPMASTER is/public/xtal , but somewhere in
Jusr/local is more in line with Unix conventions.

11.3.2 Unpacking the files

If you got the distribution by ftp or via the web site as gzipidcompressed tar files,
you can do the following:

gunzip (file) or uncompress (file)
tar xvf  (file)
where(file) is replaced by the name of eathr.gz  or.tar.Z file in turn. This
may be performed automatically by the suppliestall.sh
If you got the distribution on cd-rontd into $CCPAMASTER and read the cd-
rom usingtar :

tar xvf  (device

where(devicé is the appropriate cd drive e.¢gdev/cdrom  and thev option lists the
file names as they come off (for comfort only). An additiongfion like o is necessary
on some systems e.g., IRIX, to prevent the files’ original ewship being retained.

If you don’t want the ‘aggregated’ software—just CCP4—use
tar xvf  (devicg ccp4

11.3.3 Environment variables and ccp4.setup

The suite depends on some environment variables being sappropriately. This
is usually done by the script $CChclude/ccp4.setup (where $CCP4 is
$CCPAMASTER/ccp4 ). Copy the suppliedcp4.setup-dist in theinclude
directory toccp4.setup  and edit it appropriately for your needs according to the
instructions in the commerftsNote particularly the remarks in it about setting up for
X-Windows programs; this is highly system-dependent.

With ccp4.setup  edited to your satisfaction, execute it by

source $CCP4include/ccp4.setup

to define the variables in the environment. Each user wistongse CCP4 should
have a similar line in theidogin  file, where $CCP4 is replaced by the appropriate
absolutepath (with any necessary qualification for shared filesysjem

1Where the $ implies that this is the value of an environmeriale.

2ccpd.setup  and the examples below mostly assume your shalsis (or tcsh ), where there is a
distinction fromsh and derivatives likiksh andbash , but if you don’t use &sh -like shell you should have
no trouble in adapting the instructions. There is, howexvecp4.setup-bash version ofccp4.setup
whichbash users can use as a basis for a version to be sourcbdsh _profile
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11.3.4 Configuration

11.3.5 Building

11.3.6 Testing

Now you're ready taonfigurethe source directory for the peculiarities of your version
of Unix. Here we assume that you are using the normal venggpted compilers and
that you've used the default paths suggestettipi.setup  so that the suite is built
and installed in the $CCP4 directory. If you have more coogtéid requirements,
consult the full story oonfigure  in §11.6. If you wish to do multiple installations
for multiple machine types, then see below.

With $CCP4 as your current directory, type

Jconfigure (system

where(system describes one of the known operating systems correspotalingat
you're running. This might be something likéx , sunos , etc. To find the possibil-
ities, try

Jconfigure help

configure  will grind away and after some sanity checks e.g., on the eslof
the environment variables you've defined, will establish torrect directories and
Makefile s. (If configure  doesn’t support your system you'll have to consult
the porting guide (Chapter 15) and/or seek advice from CCP4.

If you wish to do multiple installations for multiple macktypes, then you should
run the scripduptree first. This will produce a further script containing informa
tion on the source directory tree. This second script shthéd be run once for each
machine type — in each case a duplicate source tree is credtedoft links to the
original source. Theonfigure  script should then be run within each duplicate
source tree. The scripiuptree contains further details.

With a configured system you can now actually build the progra Still in the
$CCP4 directory, just typenake and leave it to build. When you're satisfied with
the build—se&;11.3.6 for information on testing—you can useke install to
copy things to the appointed plaéesYou can follow this bymake realclean

to tidy up by deleting the files you've copied from where thegravbuilt unless you
want to do tests before overwriting an existing installafir instancé. Alternatively,
make clean empty-targets will leave dummy copies of the binaries so that if
the sources get updatetiake will only rebuild the relevant onés The suite should
now be functional and you can start doing some useful work Vit Although, the
program documenation is in plain text and HTML form, whenldiing the Suiteman
pages are also generated.

If you want to run tests before installing the suite, you hvput the compiled pro-
grams on your path; do (wittsh ):

set path=( (builddir)/src $path)

where(builddir) is the directory in which you ranonfigure  ($CCP4 in the case
described above). You'll find a small example dataset in $@&Rmples/toxd

and a second one in $CClegamples/rnase , and some runnable scripts in
$CCP4examples/unix/runnable . Some log files generated at Daresbury are
distributed for comparison.

3You could usenake install  to start with if you're confident and there’s no problem witblibering
a previous CCP4 installation.

“make realclean  will delete the directories containing split files used tdldthe library and you
will need these if you have to run a symbolic debugger withalifp code. In this case you may prefer to
make clean andthermmake empty-targets ;the latter will make empty files in place of the compiled
programs, saving space, but preserving the time informatiatmake can use later.

51f you can't keep the CCP4 directory around on disc, aftake empty-targets  you might back it
up to cd withtar to preserve the date information if you subsequently geatgsd
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11.3.7 Problems

Since the amount of testing of different systems we can darigdd, there may
be problems with the installation on less widely-used systeperhaps due to non-
standard Fortran code which hasn'’t yet been eliminated eoulfarities of different
versions of Unix. First of all check our Web page@blems.html ) which has a list
of known problems with the current release. If there is noliert please try to solve
the problem locally, if you can and let CCP4 know about whatnges you needed to
make; if you can send us patches (made wiifh -c ) electronically, that would be
most helpful. If you successfully use without changes a goméition which reports
itself as ‘untested’ or ‘not properly tested’ it would be piell if you could let CCP4
know that it works.

If you can't solve the problem, contact CCP4 ($42.2) and we will help if we
can (but no promises!). One thing you can do is to try buildmeglibrary and running
the test program for it wittmake testlib  to look for clues—if you complain to
CCP4 we will ask you for the results of this if we suspect a lewel library problem.
In the meantime, if there are problems building some of tlegmams (hake fails on
the srcdir  target, having done thibdir target successfully) you can build as
much as possible usirgake -i and then install this much witimake instsome
in the src and/orunsupported/src directory. (Theinstsome target doesn'’t
insist that everything is properly built first.)

11.3.8 Saving space and shared libraries

The program binaries are big, and you may need or want to nnake smaller. There
are various possible ways to do this which are system-depgndhcreasing the op-
timisation level of the compiler might make the binariesgggor smaller. However,
under agressive optimisation the programs may not work.at)alng shared libraries
will definitely make them smaller. On some systems you cantliseonfigure
argument-with-shared-lib successfully to build a shared version of the CCP4
library to link against (but make sure you have the corretcyst find the shared CCP4
library at runtime, namely the location of the shared ligrsinould be included in the
environment variable LD IBRARY _PATH). Other system supporting titbopen
mechanism, at least, should be able to use the library siaoe&e11.6 for ways to
change the configuration parameters or use parametarake, e.g.

make FOPTIM=-O

In extremis you can probably save some space by removinghillghing information
from the binaries using thstrip  program or installing usingnstall -s . This
will prevent diagnosing some problems, though.

11.3.9 Installing updates

If you subsequently get updates as a complete distributimpy it into the right places
in $CCP4 as pefl1.3.2 and usenake [install] again; you probably don’t need
to re-editccp4.setup |, butit's worth looking at the new version to make sure. Re-ru
configure , although this may not be strictly necessary. If bug-fix updarrive as a
patchfile, you should copy this into SCCPMIASTER and use thpatch program to
apply ther§. A helpful tutorial on usingpatch is in the documentation for version 2.0
and later of the GNUWiff implementation. See also http://www.ccp4.ac.uk/prolsigatches.htrr

To build individual programs (the interesting ones you krizave changed), run
make (name in $CCP4src where(name is the program name e.dgff . When
you have installed the changes to your satisfactioma&e clean will remove the
.orig files left behind bypatch . If you kept the directory intact after running
make empty-targets , a simplemake will just rebuild the necessary.

Before installing a new major version it is possible to remdive installed bina-
ries from the previous one witimake uninstall . In particular, this will remove
obsolete binaries.

6You can gepatch from the usual archives of free Unix software—it's disttiai by the GNU project,
for instance—or from the Daresbury info-server if neceg¢sees13).
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11.3.10 Installation summary

11.4 CCP4l

Here’s a summary of the simplest procedure for installatagrain, depending on the
platform this may be performed automatically):

e cd $CCP4

e gunzip [if necessary]

e tar x ...

e [editinclude/ccp4.setup ]

e ./configure (system

e make testlib [not normally called-for]

e make [optional step]

e set path=($CCP4/src $path) , run some tests and re-geith [op-
tional]

e make install

e make clean [or realclean  or empty-targets | [optional, to tidy
up]

From version 4.0, the suite includes a graphical user iatertalled ccp4di. The files
for this reside in sub-directory $CCR4p4i . Necessary environment variables are
setin the main setup filecp4.setup . ccpdi exists as a set of tcl scripts, and requires
no compilation. Once the setup file has been sourced, it caarbsimply by typing
ccpdi .

ccpdi does however require a local installation BEl/Tk  with the blt
extension. Details on this and other installation issues t® found at
http://www.ccp4.ac.uk/ccpdnain.html

11.5 X-windows programs

11.6 The full story on

If you wish to use the X-Windows-based programs sucki@ggraph  you will have
to ensure that they have access to thsourcesrelevant application defaultdiles.
Where these files are might depend on how you install the progand the mechanism
for picking up the resources is likely to vary from site teesiAn example is given in
ccpd.setup  for Unix users. The X-Windows-based programs can now be bnil
SGi machines running irix, PC Linux-based machines and DEChimes, using the
general CCP4 procedure - see thgith-x ~ option below. If you are not using one of
these systems consult tREEADMEHiles in thex-windows  directory for instructions.

configure

§11.3 described a simple use adnfigure . This section explains its use in more
complicated situations, where it really comes into its éwn

The Unix configuration system allows you automatically andsistently to cre-
ate the system-dependevibkefile s etc., to operate several systems with shared
files in a distributed filesystem, and to test new versionsauit disrupting the pro-
duction ones. It is based on a Bourne shell script, sbfakefile skeletons and
macro-processable program files which are manipulatedraheescript’'s control. The
configure  script encapsulates most of the information about the syspenden-
cies in the suite and automates their application. The fabiinformation resides in
the macro-processor directivestinix.m4 and the[ch] files.

The main configuration parameters (apart from the system) tyre controlled by
command-line flags toonfigure  of the form

-- (flag)=(value
where(flag) may be abbreviated uniquely ardnay be replaced by whitespace. The
currently-implemented flags of this form are are:
--srcdir The CCP4 source directory (referred to as $CCPLh3);

"Those familiar with GNU software will recognise the influenioehind thisconfigure , but beware
that it isn’t quite like the GNWonfigure  scripts.
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- - bi ndi r Where the program binaries get installed;
--1ibdi r Where the library files get installed.

Other common options are controlled by flags of the fesmith-  (feature or--disable-

--w t h-f2c Use the fred2c compiler rather than a ‘native’ one;
--wW t h-shared-1i b Build a shared version dibccp4 and link against it.
--w t h- x Build the X-Windows-based programs on some platforms.
- - di sabl e- (feature Disable build components. Among these optiongéuzser |,
cctbx , clipper , pdb _extract

configure  currently assumes that the shareable (plain-text) libfilgg remain in
$CCPA4lib/include rather than being installed elsewhere.

If the build is not done in $CCP4onfigure  createsrc andlib directories
mirroring those in $CCP4 and does the compilations there.

configure  examines the environment variables necessary for runhimguite

as defined bgcp4.setup  and tries to check them as far as reasonable, but these are

not actually used in the build process. There are a numberdiguration parameters

that you don’t usually want to change, but whose defaultsktEaover-ridden by the

values of environment variables wheonfigure s run:

CC the C compiler (default is system’s native compiler; anofhassibility might be
gce);

COPTIM C compiler optimisation flags (default is the highest opsiation which is
considered safe or unagressive);

XCFLAGS any extra flags you need to give to the C compiler, apart fromsetfor
optimisation (these are system dependent);

FC the Fortran compiler (default is system’s native compjlé@re isn’t currently any
support for other than native compilers;

FOPTIM Fortran compiler optimisation flags. The default varies, Wwill have no
debugging extras. In some cases (notably IRIX), the defaulised because
there are so many problems encountered with the optimiserméay want to try
higher optimisation levels and see if there’s a significarfgrmance improve-
ment and that the code still works. ..

XFFLAGS any extra flags necessary for the Fortran compiler, apam tfmse for
optimisation; you might want to change this, for instancedul -s to make
smaller binaries at the expense of debugging ability;

CXX the C++ compiler;

CXXOPTIM C++ compiler optimisation flags;

XCXXFLAGS any extra flags you need to give the C++ compiler;

XLDFLAGS any extra flags needed flat , typically extra libraries;

F_LIBS the additional libraries included by the FORTRAN compiler;

C_LIBS the additional libraries included by the C compiler;

CXX_LIBS the additional libraries included by the C++ compiler;

RANLIB dummy on SysV Unixranlib  on BSD, depending on whether r
builds a symbol table itself;

LNS indicates how to make symbolic links in the filesystem (ulsual -s ), elsecp

to copy rather than linkn (hard links) could be used in the absence of symbolic

links if you don’t need to operate across file systems;

M4 how to run then4dmacroprocessor and define a symbol to indicate the systesn typ

(seeconfigure  source);
MAKE the name of the ‘make’ program for use in recurdifakefile s if the sys-
tem’s make doesn’t define the symidRAKE Usually null;
SETFLAGS set appropriately if individual programs need special féort compiler
flags (most likely to suppress optimisation)—seedbefigure  source;
INSTALL _PROGRAM a command to install executables. Usestall -c if a
BSD version is available (to avoid interfering with runnipgpgrams), elsep ;
INSTALL _DATA a command to install non-executables. If Bistall is avail-
able, useinstall -m 644 | elsecp.
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Installing only the library

cd $CCP4

mkdir iris-build

cd iris-build

# debugging, diagnostics for C,

# some optimisation and debugging for fortran

env CC=gcc XCFLAGS='-g -Wall' FOPTIM=-g1 \

Jconfigure irix --src=/ccpdisk/xtal/ccp4 --bin=/pxbin \
--lib="ccp4/lib

make

Figure 11.1configure  example.
(Don't follow this slavishly!)

There are correspondindgakefile  variables that you can override, e.g.:
make FOPTIM=-g

Suppose you support several types of system and share the<oGRe and system-
independent data files across a network with a distributedytem such as NFS, AFS
or RFS. Then it may be convenient to have a sub-directory @RCfor each system
in which to build and, possibly, in which to keep the resigtbinaries. Directories for
binaries can be anywhere, though.

As an example, a configuration used on the Daresbury Irisvisngin fig. 11.1,
which includes debugging options and scattered directorie

Some people require only the CCP4 library to support othstesys and don’t want to
configure/install the CCP4 programs as such. Uswahfigure  will expect to find
the subdirectorgrc in the directory specified using thesrcdir flag, containing
at least the makefile skeleton. You can avoid this requirérgsnyou don't have to
fetchsrc.tar.Z by ftp, for instance) by using the flagonlylib as an argument
to configure . This will avoid configuring thesrc andunsupported directories.
Build the library usingnake onlylib  at the top level. The-onlylib flag may
be abbreviated uniquely.

The CCP4 manual






Chapter 12. Support, bug reports etc.

12.1 Release policy

“Mine is a long and a sad tale!” said the Mouse, turning to dliand sighing.
— Alice’s Adventures in Wonderland

Continuous updates of the suite are no longer made. Instead are intermittent
releases of well-defined versions. Patches for serious ibutipe current version are
made available by ftp (in thererelease  directory), and advertised on tkep4bb
mail list (see§13.3) and the Problems Page on the web (€1). New major ver-
sions are also announced otp4bb , of course, and possibly by posts to appropriate
network news groups. (Update notifications to non-comraérers are only made
electronically and in the occasional CCP4 printed neweigtReleases may have ver-
sion numbers of the form.m.p, wheren.m is the major version ang indicates the
number of the ‘patch’ to that version, but at the time of wgtithis system has had
to be dropped (this is a bug) and releases just have majoiondebels. A change
of nin the version is intended to be used for substantial chareggs when the file
formats change in an incompatible way. The sources digatboy ftp and tape always
correspond to the latest version, but ‘patch files’ of déferes between different minor
versions are available by ftp for the convenience of usestiwg to upgrade from an
earlier minor version.

12.2 Support and bug reports

Remember:non-trivial programs generally contain bugsrou may or may not feel
that CCP4 has more than similar systems of the same sizepbutg/have the source
to fix them if necessary.

Although CCP4 makes no commitment to support for the Suite, are keen to
improve it and will be grateful for reports of bugs (partiady with fixes!) or gen-
eral constructive comments regarding functionality, ilggketc., including installa-
tion and documentationThe primary purpose of bug reports is to get problems fixed
in a subsequent version for the good of allit we will often be able to furnish fixes or
workarounds to avoid your research being stymied. Alsooif ynake significant en-
hancements to the software, please pass these on (as tdoyiires licence). Programs
not in theunsupported  directory will get the most attention as they have someone
specifically assigned to look after them.

Our ability to maintain different flavours of Unix is limitdaly their availability to
us, but we are happy to include compatible changes supjplies tvhich are necessary
for other platforms. Unfortunately, our VMS expertise aadifities are limited—most
CCP4 development work is now done in Unix—but we do our bestWe cannot
support operating systems other than VMS and Unix; if youdriieeun the suite under
another OS, consuftl5 in the first instance and we will be interested to hear ofyou
experience.

Please make reports etc. to the CCP4 Secretary at Daregbefgrably by elec-
tronic mail (toccp4@dl.ac.uk ). If you don't get a response within a few days,
try again, but please make sure that it is possible to replgblpms we quite often
encounter include invalid return pathsrom: or Reply-to: ) fields of your mail
header with a bad network address and failure of the loc#¢sy$o deliver mail due
to a bad user id or configuration problem. Tt¢wp4bb list is not intended for bug
reports.

1Any mention of support by us in this document or elsewhereishioe understood to be in quotes if not
already so, to indicate that it isn’t guaranteed.
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12.2.1 Reporting bugs

We don't have time to answer queries not directly related@®€ software—please
address questions about running system utilities etc. tw pwal computing support
staff. Failing that, if you have access to it, Usenet newlseaitimate fount of wisdom
(but not necessarily about CCP4 (!) and don’t assume thelajees read netnews).
(See§13.6 ancg13.4 for some information on obtaining non-CCP4 software.)

Before reporting a bug, please check whether it's been fixélde latest version if you
don't already have the latest. The distribution contairGHANGESile which lists
the major changes since the previous release. Next, chedRrtstblems Page on the
web site (se€13.1) to see if it has been fixed since the latest release.eTibeiso
a file calledPROBLEM$ the distribution describing long-standing known bugs. |
any case, it will usually be useful to know what version yoa asing (look in the
‘banner’ that the programs print on startup) and, if therghhbe some programming
or compiler problem, what operating system you are using.

There is no orthodox standard for submitting effective beprrts, but some infor-
mation that can typically be useful as well as mistakes tadaigogiven in this advice
adapted from Cygnus Support:

“In general, common sense (assuming such an animal existg}lat the kind of in-
formation that would be most helpful in tracking down ancbteg problems in soft-
ware.

¢ Include anythinggouwould want to know if you were looking at the report from
the other end. There’s no need to include every minute daailit your envi-
ronment (users have been known to provide the values of eagigble in their
environments), although anything that might be differenotf someone else’s
environment should be included (your path, for instancéder©Owe will want to
see the complete output (‘log file’) from the run.

e Narratives are often useful, given a certain degree ofaigstr If a person re-
sponsible for a bug can see that A was executed, and then Biant knowing
that sequence of events might trigger the finding of an in¢eliate step that
was missing, or an extra step that might have changed theoemvént enough
to cause a visible problem. Again, restraint is always ineord set the build
running, went to get a cup of coffee (Columbian, cream butugas), talked to
Sheila on the phone, and then THIS happened...”) but be sunelude any-
thing relevant. [It is sometime helpful to know what (sciéoally) you were
hoping to do if this is unusual.]

e Richard Stallman writes, “The fundamental principle ofagmg bugs usefully
is this: report all the facts If you are not sure whether to state a fact or leave it
out, state it!” This holds true across all problem reporsggtems, for computer
software or social injustice or motorcycle maintenancis. éspecially important
in the software field due to the major differences seeminmgignificant changes
can make (a changed variable, a missing semicolon).

e Submit onlyoneproblem with each problem report. If you have multiple prob-
lems, use multiple reports. This aids in tracking each mabhnd also in
analysing the problems associated with a given program.”
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Could you tell me, please, which way | ought to go from here?
— Alice’s Adventures in Wonderland

13.1 CCP4 Web Pages

13.2 Anonymous ftp

The CCP4 Web Pages are located at:
http://www.ccp4.ac.uk

We now make extensive use of these pages, and this shouldubding stop when
searching for information on CCP4 resources and activities

The CCP4 programs can be obtained from Daresbury via Irttarrenymous ftp. It
should be noted, however, that this in no way relieves thaisadof the need to return a
licence agreement. (A copy can be found on the CCP4 websitgpatwww.ccp4.ac.uk/ccpdlicen:
Commercial users of CCR#ustobtain the right to access the source from CCP4 be-
fore any transfer takes place.
The current Internet address of this servidgdsccp4.ac.uk [IP number 148.79.112.134].
Users should log in with the id ‘ftp’ or ‘anonymous’ and theimail address as pass-
word. The sub-directorgcp4 contains the relevant files. Transfers using this service
are logged.
The files are held as ‘compressed tar’ files to reduce the $iteem. There are
several files described byREADME
A typical Unix ftp session may go as follows; not all outpudrfr ftp is shown, but
the general idea is given with your input slanted. (Yftpr command may have a
different interface.)
ftp ftp.ccp4.ac.uk
Connected to ftp.ccp4.ac.uk
Name : anonymous
Guest login ok, send your complete e-mail address as passwor d.
Password: d.love@dl.ac.uk
Welcome to the CCP4 ftp distribution service.
230 Guest login ok, access restrictions apply.
ftp>  cd ccp4/current/linux
ftp>  binary
ftp> get README —more
ftp>  get ccp4-core.tar.gz
ftp> get phaser-cctbx.tar.gz
ftp> bye
You now need to uncompress and untar the files e.g.

cd $CCP4
tar xzf ccp4-core.tar.gz

13.3 Electronic mailing lists
13.3.1 The CCP4 Bulletin Board

The CCP4 Bulletin Boartis intended to be a forum for discussion, to query aspects
of the CCP4 Program Suite, to publicise or announce meetigigs or to ask the
user community for help. It is not intended for bug reportsaihshould be sent

to ccpd@dl.ac.uk . To send messages to and receive messages from the Bulletin

L‘Bulletin board’ is a historical misnomer—this is just areefronic mailing list.
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Board, you need to subscribe (see below). The address tonsesghges to the Bul-
letin Board isccpdbb@dl.ac.uk , and the system re-broadcasts these to the list of
subscribers.

13.3.2 The Bulletin Board Subscriber Service

13.3.3 The developers’ list

13.3.4 Summary

In order for you to use the Bulletin Board, you must first imothe system that you
wish to subscribe to the list—subscriptions are handledrbgaomatic system. In its
simplest form send the messé8ldBSCRIBE CCP4BB: Majordomo@dl.ac.uk

Note: take care with the address to manipulate your access tosthe@lcommon
error is to send the messagedp4bb@dl.ac.uk , which results in the user com-
munity getting the message and no action taken by the system.

Messages tMajordomo@dl.ac.uk  have blank lines ignored and all commands
are case-insensitive. Your e-mail address will be workedguhe server, but can be
changed with th(RETURN-PATHommand. To remove yourself from the list send
UNSUBSCRIBE CCP4BB Majordomo@dl.ac.uk . If necessary, just serfdELP
for guidance.

As well as the CCP4BB list, there is a list for people who cdasthemselves ‘develop-
ers’ of CCP4 code, on which policy is discussed, problemedaiiixes suggested, etc.
To subscribe, send a mess&1¢BSCRIBE CCP4-DEY0: Majordomo@dl.ac.uk

The list itself isccp4-dev@dl.ac.uk

Here is a summary of the relevant network addresses:

Majordomo@adl.ac.uk is for (un)subscribing to the CCP4BB and CCP4-DEYV lists;
ccpdbb@dl.ac.uk s for broadcasting messages to the CCP4BB subscribers;
ccp4-dev@dl.ac.ukis for broadcasting messages to the ccp4-dev subscribers;
ccpd@dl.ac.ukis for contacting the Daresbury CCP4 staff for bug repoxts et
ccpda.dl.ac.ukis the address for retrieving files by anonymous ftp.

13.4 Other crystallographic software

Here is how to obtain some of the other crystallographiogari® mentioned herein but
not distributed by CCP4. Network references are given afoniResource Locators.
A URL like ftp://  (site)/ (directory) means anonymous ftp t@irectory) at (site).

Babel ftp://joplin.biosci.arizona.edu

BIOMOL ftp://rugcbc.chem.rug.nl/pub , <cfb@chem.rug.nl> ;
cor el s ftp://sgjsl.weizmann.ac.il/pub/corels ;
denon ftp://lccp.ibs.fr/dist/demon ; F.M.D. Vellieux

<vellieux@lccp.ibs.fr> :

dssp Chris SandexSander@embl-heidelberg.de ;

FRODO' TOM <frodo-request@biochem.ualberta.ca>

madnes Jim Pflugrathpflugrath@cshl.org> ;

madsys Bill Weis <weis@cuhhca.hhmi.columbia.edu> ;

mer| ot Paula Fitzgerald, Merck Sharp and Dohme Research Laborato-
ries, PO Box 2000, RY80M203, Rahway, New Jersey, USA 07065
<paula _fitzgerald@merck.com> ;

nmol scri pt Per Kraulis<per.kraulis@sto. pharmama se> ;

nosf | m ftp://ftp.mrc-Imb.cam.ac.uk/pub ;

O RAVE Alwyn Jones <alwyn@xray.bmc.uu.se> . See also
http://kaktus.kemi.aau.dk/ ;
PDB information http://www.rcsb.org , http://www.ebi.ac.uk/msd ;

PHASES W. Furey, VA Medical Center and University of Pittsburgh
<300531@vm2.cis.pitt.edu> ;

Photon Factory software (e.g.weis ) ftp://pfweis.kek.jp ;

Protein W. Steigemanr:steigema@biochem.mpg.de> ;

rast er 3D ftp://stanzi.bchem.washington.edu ;
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SHEL X, PATSEE George Sheldrick, Institut fir Anorganische Chemie, @énitat
Gottingen, Tammannstr. 4, D-37077 Gottingen, Germany+#49-551-393373
<gsheldr@shelx.uni-ac.gwdg.de> ;

sft ool s ftp://mycroft. mmid.ualberta.ca ;

Turbo Frodo http://afmb.cnrs-mrs.fr/ TURBO FRODO/turbo.html

X-PLOR Axel Briinger<xplor@laplace.csb.yale.edu> ;

Xtal Syd Hall<syd@crystal.uwa.edu.au>

XtalView <ccms-help@sdsc.edu>

13.5 Crystallographic information/discussion

‘Bionet’ provides a number of discussion/information forsi by both e-mail and
network news (equivalently). The ‘bionet.xtallography'ogp discusses protein
crystallography; there is also a network news group ‘sditéues.xtallography’.
The ‘jobs’ group might be of interest to some. For more infation, e-malil
biosci-help@net.bio.net or (preferably) seattp://www.bio.net/

The crystallography entry in the World Wide Web virtual HBoy is at
http://www.unige.ch/crystal/crystal {index.html

WWW access to the BMCD crystallisation database is through
http://ibm4.carb.nist.gov:4400/bmcd/bmcd.html

13.6 Sources of general free software

13.6.1 Free compilers

Sources of freésoftware such as the GNU project distribution include tHifang
anonymous ftp sites at the time of writing:

Asia ftp.cs.titech.ac.jp, utsun.s.u-tokyo.ac.jp:ftpsymefp cair.kaist.ac.kr:pub/gnu;

Australia archie.oz.au:gnu (archie.oz or archie.oz.au for ACSnet);

Europe src.doc.ic.ac.uk:gnu, ftp.informatik.tu-muenchen.de,
ftp.informatik.rwth-aachen.de:pub/gnu, nic.funetibfgnu, ugle.unit.no,
isy.liu.se, ftp.stacken.kth.se, ftp.win.tue.nl, ftmdedk, ftp.eunet.ch,
nic.switch.ch:/mirror/gnu, archive.eu.net;

United States wuarchive.wustl.edu, ftp.cs.widener.edu, uxc.cso.eitie,
col.hp.com, gatekeeper.dec.com:pub/GNU, ftp.uu.nstesys/gnu.

These are probably mainly, but not solely, appropriate fioixdtuff.

Even if you acquire the GNU software by ftp, please considaking a donation
to the Free Software Foundation, e.g. by buying a tape or 6@ them (CCP4 devel-
opment depends on GNU software). Their address is:

Free Software Foundation
59 Temple Place - Suite 330
Boston, MA 02111-1307
USA
+1-617-542-5942 (voice), +1-617-542-2652 (fgxmu@gnu.org
To search for a particular program in the sites registeredersystem, get hold of
the invaluablearchie program. Usenet users might see also the FAQ posting for the
Usenet news group comp.sources.wanted and postings toamsmwers.
There is free literature on the network too. A case in point is
http://www.Germany.EU.net/books/carroll/alice.html

If your Unix system has an unbundled C compiler (i.e. one dbe®me with the
system), you may be able to use GNjdc and the GNU C libraries if you can get
binaries or bootstrap them on another system. If you wanpapthere are several
companies willing to sell it to you—see the distribution.

CCP4 will compile with (a suitably recent version of) the drd2c
compiler, so you don't need a Fortran compiler either.f2c 's home is
ftp://netlib.att.com:netlib/f2c but it's available elsewhere. The latest

2as in ‘freedom’, not necessarily price
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version of the GNU Fortran compilgy77 will compile CCP4 with some effort, and
remaining problems should be ironed out soon.
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Chapter 14. Writing and contributing programs

14.1 General advice

“It's my own invention”
— Through the Looking Glass

CCP4 is acollaborativeproject, and such collaboration is intended to encompass pr
tein crystallographers anywhere. You're encouraged tbewreéw software or adapt
the CCP4 programs and donate the results to CCP4 for the behtife community.
Below are some guidelines for doing so. The current softwzag not all obey these
guidelines for one reason or another, but do as we say, not¢ @i

If you're doing development work on the code you may want io fbeccp4-dev
mailing list (§13.3.3).

Please, especially if you are writing new code, use therjlmautines where appropri-
ate. Using library routines has various advantages fronpdiiat of view of maintain-
ability, portability, consistency and (possibly) efficamn Abstraction is your friendIf
you see the need for new facilities in the library, pleaseCl€éP4 know. The library
routines are (imperfectly) documented in the same plackeaprograms; if necessary
use the source.

14.2 Requirements for CCP4 code

The following conditions should be satisfied by code to béuided in the suite. (We

are aware that not all the code in it currently fulfils theseditions, but .. .)

Language Most code is expected to be writtendnsi standard FORTRAN77 (ANSI,
1978), although we're prepared to accept some extensioichate in Fortran90
taken from (DOD, 1978), primarily long variable names, lowase, blockDQ
INCLUDEandIMPLICIT NONE. Don't use:
e | -style comments;
e *n qualifications on non-character declarations without geedson,
like a serious need to save space—jUNTEGER REAL DOUBLE
PRECISION, COMPLEXr LOGICALand noBYTE
system-specific subroutines (other than at the CCP4 lilbezs});
CHARACTERariables inCOMMOMith non-CHARACTER
non-standard ordering of declarationBATAmMust come last.
FORMABtatements without all items (including line terminaticesdrip-
tors) being separated by commas.
Besides ensuring portability, such restrictions allow aisise useful tools to
check and maintain the code.
C is also acceptable for non-numerical applications butalisaged for numeri-
cal ones. Code in the library should not depenchaisi C features since some
peoplestill have only ‘K&R’ C, but for non-library code they can be expestt
to acquiregcc if necessary. Try to make €osix.1-compliant (Zlotnik, 1991)
and fix it up for those systems without the relevant features.
If you have to use Pascal it will need to be a dialect that cagrbkked byp2c
for translation to C.

Data formats Programs should use the standard data forn3a®)for reflexion, co-
ordinate and map data.

Initialisation Fortran programs should call the rout@€PFY Rnitially, allowing one
to run them using the mechanism

(programy hklin  (file) hklout (file) ...
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Termination There should b&o STOPstatements within the code; rather, call the
subroutineCCPERRThis has the form

CALL CCPERR(num), * (string)’) ,

where (num) is an exit value (0 for normal termination) and thetring) is a
suitable message. Programs should terminate successftlilyhe call

CALL CCPERR (0, 'Normal termination’)

Keywords wherever possible use the standard input keywords. Subesufor han-
dling the input of the most common keywords are provided @pidrser sub-
routine library (or, probably better, the higher-lelkeyparse library).

Logical names Where possible the logical names for file connexion showe lstan-
dard values, as follows (see akoviron.def  ):

HKLIN Input reflexion file;

HKLOUT Output reflexion file;

XYZIN Input coordinate file;

XYZOUT Output coordinate file;

MAPIN Input map file;

MAPOUT Output map file.

The DATAandPRINTERfiles for parameter input and log output, respectively,
are assumed to be preconnected, although it is good praoticall CCPDPN
for them anyhow. If several files of one type are required ttinexir file names
should be derived by adding numbers to the names given abayéJKLIN1,
HKLIN2.

File opening There should bao OPENstatements in Fortran code. Instead €AIPDPN
for general files, and appropriate library routines for ttendard data formats.
This avoids problems with such things as VREADONLY

Version printing A call to CCPRCSwill be inserted to output version information if
it is not present already.

MTZ history Programs which operate on MTZ files should use the subrout¥WidIST
to write a line of informational text to the history headé¢atmg at least the pro-
gram name and the date on which it was run.

Documentation This should preferably be in HTML format. Plain text versicare
produced at Daresbury using th@x browser, for viewing with editors or as
Unix ‘manpages’.

Output Itis helpful to instrument the output fatoggraph  (see its documentation).

14.3 Non-portable features

There are a number of things to be wary of if your Fortran cede ibe portable and

thus acceptable to CCP4, in particular:

Uninitialised variables Don’'t assume you can use variables that haven't been as-
signed to or initialised iDATA

Static allocation assumptionsDon’t assume that you can avoa8AVEwhere it is re-
quired by the Fortran standard, e.g. for local variableswa#ied between sub-
routine callsDATAwhich are alteredCOMMONDbt declared ifMAIN, varying-
lengthCOMMOINocks;

Assumptions about storage layoutDon’t assume any more about storage than the
standard dictates; you may not assume anything about graaitrepresentation
of values of different types or detailed argument-passomyentions; any bit-
twiddling mustbe done with library routines;

Assumptions about arithmetic accuracy You can’tassume either IEEE standard arith-
metic, or VAX-type arithmetic—use double precision if nesary.

Otherwise, you need to observe the items indexed underit@sh’ in the standard

(ANSI, 1978) such as on ‘association of entities’. Trechek program is useful

if your compiler is unhelpful about warning of non-standah-portable things (see
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PROGRAMname
(declarations
C advertise the version:
CALL CCPRCS(LUNSTO(1), ’ (name’, '$Date: 2006/02/05 16:53:41 $)
C call the pre-processor:
CALL CCPFYP
C initialise the MTZ routines:
CALL MTZINI
C open input MTZ file:
CALL LROPEN(1, 'HKLIN, ...)
C open input map file:
CALL MRDHDR(IN2, 'MAPIN’, ..)

C close the files
CALL LRCLOS(1)
CALL MRCLOS(IN2)
CALL CCPERR(0, 'Normal termination’)
END

Figure 14.1: Skeleton example CCP4 program using MTZ andfitesp

13.4). Ifftnchek  objects seriously to your code, we'll want it fixed. The (fr@eol-
pack software is even more useful (or the commercial NAGWards development of

it).

14.4 Stealing code

There are many advantages to ‘stealing’ code from reputahleces, but make sure it
is freely-distributable and you acknowledge it as requitedparticular, note that the
copyright conditions in Numerical Recipes(Pressl., 1986) prevent code from there
being used directly, and anyway, it is not well thought of bg experts. Free, solid
numerical code can be had in abundance from the ‘Netlib’iaeshby Internet ftp or
mail-server.

14.5 Using the pre-processor in programs

To use the pre-processor in existing code, the only thingnemd to add to your code

is a call to the routin€CPFY Pas the first executable statement in your program. This
routine performs all of the pre-processing. It should béedabefore any other CCP4
library routines.

14.6 Library modules

Here is a brief list of the modules in the CCP4 library. Docatadon on them is
available, mostly agloc files in thedoc directory.

ccplib contains various utility routines which are potentially chane-dependent. It
is built on VMS-specific code iwms.for andvmsdiskio.for and Unix-
specific code iunix.m4 andlibrary.c (derived from the literate program
file library.nw  );

diskio contains routines for random access to stream-mode files, mmst of
the relevant code is actually itibrary.c . The VMS version is in
vmsdiskio.for ;

fftlib crystallographicrT routines;

keyparse a higher-level interface to thgarser routines;

maplib for handling CCP4-style map data;

modlib fairly random collection of mainly numerical analysis rimés;

mtzlib reflexion file handling;

parser processing free-format input containing ‘keywords'—ituslly lexes more
than parses;
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plot84lib low-level graphics witlPLOT84 metafiles;

plotsubs higher-level interface teLoT184 (or, possibly, other) routines;
rwbrook for handling coordinate (PDB/Brookhaven) files;

symlib useful routines for handling symmetry operations.
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Chapter 15. Porting CCP4

CCP4 is currently maintained for various flavours of Unix émdwindows. It should
be straightforward to port it to anything else with a (reasay tolerant) FORTRAN77
compiler, C (preferablyNsi C) andposix.1 bindings for C (subject to the problems
noted in§15.2). A Posix.2 environment will probably allow you to use the Unix
scripts. There should be nothing fundamentally preveritingnning under other op-
erating systems, but there are undoubtedly would be sonatigabproblems doing
this.

15.1 Portability features

There are several abstractions used to promote portabilitlyimplemented in the li-
brary ccplib , diskio and the routines they call). These include
e Command line specification of file connexion by associatiegital names’
with file names;
e Calls hiding file opening specifics rather than using FordEN—one of the
least portable Fortran features;
e Binary, seekable ‘stream files’;
o ‘Bit-twiddling’ routines for packing/unpacking, for inshce, bytes to/from words;
e Access to some system services such as timing.

15.2 Fundamental operating system dependencies

Should you wish to undertake a port to a completely diffeop#rating system, to find
operating system dependencies (whattouldbe confined to the basic library mod-
ules), the first thing to do would be to look for occurrencethefVAXVMSall in the
Fortran code. This will mainly concern filing system thingSome possibilities for
assumptions which are made include:

e Hierarchical filing system with file names of the forffoo).(bar) and possibly

rather long;

e AsScCIl character set;

e 32-bit words, 8-bit bytesjot middle-endian.
It is definitely assumed that the system has environmerdbis (‘symbols’ or ‘logi-
cal names’ in VMS DCL) that can be read and set from programtheuagh the library
could implement its own dictionary mechanism instead—aad programs can inter-
rogate their command line.

15.3 Unix-flavour dependencies

Most of the flavour- and compiler-specific stuff should be fawed to the low-level
routines defined itibrary.c 1 binsortint.c , unix.m4 and the configuration
variables set in theonfigure  script. For a new port the first thing to do try is to
runconfigure  with argumengeneric to generatéMakefile s etc. with all the
defaults and see what you need to change. One thingwlbuneed to find out is what
your compiler’s conventions are for calling C from Fortrardanake the appropriate
edits tolibrary.c andbinsortint.c . If the number representation of your ar-
chitecture isn’t picked up correctly by thiérary.c code, you may need to alter
that. If you're lucky, this will be the same as one of the @rgtconventions and you
won't have to do much editing. You may be able to guess othefiguaration param-

eters from existing ports or by trying first witonfigure generic . Edit a new
IThis is not meant to be readable. It's derived from tliterate program—check out
comp.prog.literate —in the filelibrary.nw |, which can be used directly if you have theweb

tools mentioned in the code. It's done that way to be more tamiable at Daresbury.
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the target intaonfigure  and try to run it and use the configuratiom@ke test
at the top level. When you've got that working, siiouldbe OK; try it out, e.g. on the
data in theexamples/toxd  directory.

It's worthwhile contacting the CCP4 staff before startimg aorting work, for your
benefit and ours.
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Chapter 16. File formats

The information below about the format of reflexion, map andrdinate files is not
normally required since libraries are provided for hanglfiites in these formats. In-
formation is stored in the headers of MTZ and map files to ali@msparent reading
on architectures other than that on which a file was writtexe {8.6). For details of
the ‘nad’Ascii exchange format famtz and.map files, see the documentation and
code for the programmtztona4 . The obsolete cr format for reflexion files is only
relevant for converting old datasets—seeltfkb code.

The file formats are binary. We don'’t subscribe to the schédhought which
advocates text-only files in this case of large amounts ofifiggoint data, although
they are a good idea in other cases. There are two basic eason

o Clear text files are substantially larger and consequealkly thore time to read
from disc even if the decoding is relatively cheap and spaéa consideration.
An efficient text encoding such as NA4 presumably defeatshfject or clarity;

e With clear text you can’t (in general) preserve bit pattemseading and writing
and may lose accuracy, particularly on repeated i/o—censi@0 iterations.
You're anyway probably at the mercy of the compiler’s i/oréity which may
well not use the optimal algorithms for texbinary conversion anyhow.

16.1 Reflexions (MTZ)

The MTZ! reflexion file format uses fixed length records with, in gehéoar bytes for
each data item (REAL*4), with a minimum of 3 columns and cotlea maximum of
200 columns of data per record—though these limits are iegbosly by the software
parameters. Additional information (title, cell dimensso column labels, symmetry
information, resolution range, history information antdnécessary, batch titles and
orientation data) is contained in labelled header recortis.columns of the reflexion
data records are identified by alphanumeric labels held asopshe file header in-
formation? The user relates the item names used by the program to theeegiata
items, as identified by the labels, by means of assignmet@nséants in the program
control data.

The file contains basically two classes of records—headmrds and reflexion
data records. A standard reflexion data file contains thevidtlg items, in the order
given. Not necessarily all items have to be present.

e MTZ identification record, containing the ‘machine stampteding the number
formats of the architecture it was written on as a full wortge 8 from the start
of the file;

o Reflexion data: columns of data held as REAL*4;

e A beginning of header record;

o A set of keyworded records containing;

VERS Version stamp (Character*10, curreniTz:V1.1 )

TITLE File Title—short identification of file (Character*70)

NCOL number of columns, number of reflexions in file, number of basc
(Integer). If the number of batchesO this indicates a multi-record file.

CELL Cell Parameters (Real(6))

SORT Sort order of 1st 5 columns in file (Integer(5))

IMTZ's Terribly Zany, but Means Tide Zero—Mc Claughlin, Terry and Zelinka were its progenitors.

2This may bring to mind ‘tables’ or ‘relations’ in relationdhtabases—intentionally so. The model for
an MTZ file is two relations, one (the header) keyed on keywauth aSYMMETR Yhe other (comprising
the reflexions) keyed on thd, K andL attributes/columns. This formalism has been largely ftiggn but
clarifies some things, particularly operationsnmzutils (or a replacement) which should implement
some of relational calculus.
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SYMINF Number of Symmetry operations (Integer); Number of Priveitbp-
erations (Integer); Lattice Type (Character*1); Spaceuprdumber (In-
teger); Space Group Name (Character*10); Point Group Nabhar@c-
ter*10).

SYMM Symmetry operations in International Tables style

RESO Minimum (smallest number) and maximum (largest numbeQltg®n
stored as 1d? (Real(2))

VALM Value with which Missing Number Flag is represented.

COL Column Label (Character*30); Column Type (Character*X)dach col-
umn; Minimum and Maximum value in each column (Real); ID ofree
sponding dataset (Integer)

NDIF Number of datasets represented in the file.

PROJECT ID of dataset (Integer); Project Name (Character 64). Naltyn
one for each structure determination.

DATASET ID of dataset (Integer); Dataset Name (Character*64). Magédv-
eral for each structure determination, e.g. for differeystals or deriva-
tives.

DCELL Cell dimensions for a particular dataset. (Real(6))

DWAVEL Wavelength for a particular dataset (useful e.g. for MARe#l)

BATCH Batch Serial Number for each batch present (Integer). Tiési$ not
present if number of batches is 0.

END of main header card;

Up to 30 Character*80 lines containing history information

For multi-record files: Batch title (Character*70) and (opglly) orientation

data for each batch present in the file;

e End of all headers record.

N.b. Column Types are an extra check that the user inputrassigt for a requested
program label is of the correct type.

Normally the Miller indices will be in the first three columrtiough in the defi-
nition of the format there is no restriction on the use of thkimns of the reflexion
data records. However, the subroutines which output the 8atler information in a
formatted way presume that the first 3 columns of a standard Md& are the Miller
Indices, and the first 5 columns of a multi-record MTZ file argIL, M/ISYM and
Batch number.

16.1.1 Oirientation data

The orientation block contains values of the orientatiorapeeters, constraint flags for
cell parameters, and the relative scale and temperatui@ fiacput this batch on the
same scale as the reference intensity:
1. Six cell dimensionsﬁ(ngstrbm and degrees, real numbers). These define an
orthogonalization matriB to convert indice$kl to Cartesian crystal axeyz

X = Bh
a* b*cosy* c* cosf*
B = 0 b*siny* —c*sinf*cosa
0 0 AJc

This givesx parallel toa*, andy in thea*b* plane.

2. Six cell dimension flags (integer) defining which parameteay be varied.

—1 parameter is freely variable;
0 parameter is fixed (i.e. cell angte90° or 120);
i > 0 parameter is constrained to have the same value as parametber.

3. Orthonormal matrixJ (9 real numbers in ordddi;,U;2,U13,Uz; etc.) to ro-
tate the crystal Cartesian coordinates to the camera Gartesordinates. The
idxref  matrix isA=UB. The matrixU defines a standard orientation, and is
a function of the mounting axis and the axis define@as0, but it is not depen-
dent on the misorientation angles. Typicallywill be a permutation matrix.
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. the ‘'mounting’ axis, as defined foscgen (1,2,3 forh,kI)

. Six misorientation angles, rotation axis mis-seittiriggal numbers)@y, , @y, , @z , G, , By, , Gz,
The first three refer to the orientation at the beginning efrtation range (at
Mstard), the second thre@ angles (if present) refer to to the end of the rotation
range (atp.ng. The second set should be set equal to the first set if noatryst
slippage is assumed.

6. Start and stop rotation angles, and range wdlues (3 real numbergiar, Gends
@range

. Crystal mosaicity in degrees.

. A,0M/A, correlated dispersion.

9. Scale and temperature factors for this batch (femala etc.). The correction

to be applied is

[S20F

o

scale exp—2B(sing/\)?). (16.1)

16.1.2 Standard column names and types

Standard names are normally used for the items as in fig. I&d column types are
as follows:

indexh, k|

intensity

structure amplitude

anomalous difference

standard deviation of anything: J,F,D or other

structure amplitude associated with one member of an hkil-pair, F(+) or F(-)
standard deviation of a column of type G

intensity associated with one member of an hkl -h-k-I p&i) or 1(-)

standard deviation of a column of type K

phase angle in degrees

weight (of some sort)

phase probability coefficients (Hendrickson/Lattman)

BATCH number

M/ISYM, packed partial/reject flag and symmetry number

any other integer

any other real

T~ <WPSTVZIATCQOOUMS I

16.1.3 Missing Data Treatment

In a typical series of diffraction experiments, not all Bgageflexions for a given
resolution range are in fact recorded. Hence, dftiencate  some reflexion data
records may be entirely missing from the MTZ file, althougé thflexion indices lie
within the measured resolution range. It is strongly recemded that index sets are
made complete within the desired resolution range — a srigo this is provided in
$CETCulniqueify . The MTZ file will then contain records where there are indice
but no measured data e.g.:

0O 0 2 ™MD MD
0O O 4 5170 230
0O O 6 1567.0 57.0

This means that it is easy to estimate completeness andplatgrams can “restore”
values if possible. Furthermore, a particular reflexion rbayecorded for the native
protein but not for a derivative, and the corresponding doetbreflexion data record
should indicate “missing data” for the derivative.

To-date, missing data has been indicated in a variety of wegsexample, a zero
standard deviation is taken to mean that the corresponditugd(e.g. structure factor
amplitude) is missing. In all cases, however, the indic&a number upon which
arithmetic operations can (erroneously) be performeds Thnvention has now been
discarded in favour of representing missing data as spealaés, namely IEEE NaN
or VMS Rop. All relevant programs check for the presence dfilar Rops in input
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Name Type Item

H, K, L H Miller indices.

IC I Centric flag, O for centric, 1 for acentric.
M/ISYM Y Partiality flag and symmetry numb&r
BATCH B Batch number.

I J Intensityl .

I J Selected mean intensity.

SIGI Q ol (standard deviation).

SIGI Q ol’.

FRACTIONCALC R Calculated partial fraction of spot.
IMEAN J Mean intensity.

SIGIMEAN Q Olmean

FP F NativeF value.

FC F Calculatedr.

FPHh F F value for derivativen.

DP D Anomalous difference for native da@a’(— F ™).
DPHnN D Anomalous difference for derivative
SIGFP Q oFP (standard deviation).

SIGDP Q oDP.

SIGFPHN Q oFn.

SIGDPHnN Q oDPHnN.

PHIC P Calculated phase.

PHIM P Most probable phase.

PHIB P Phase.

FOM W figure of merit.

WT w weight

HLA, HLB, HLC, HLD A ABCDHI/L coefficients

FREE W freeR flag (as program label)
FreeRflag w freeRflag (as file label)

8256\ + Isym WhereM is the partiality flag (O for full, 1 for partial) and the ‘synetry number’lsyny is
normally 0 (withF = (F* —F~)/2 for anomalous data with both components measured) buf B £iF+
or2forF=F~.

Figure 16.1: MTZ standard column labels and types (16.1.2).
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16.2 Maps

16.3 Coordinates

MTZ files, and take appropriate action. In particular, wh&plhying MTZ files using
the progranmtzdump (or the script $CET@htzdmp) missing data can be identified
and are subsequently represented in the output in an unamisgnanner. Currently,
missing data are given the valug&=B0 which should be representable on all boxes, but
which will overflow the format such that the output field isddl with asterisks.

All programs will now output NaNs or Rops where appropri&tere such values
occur in an input MTZ file, they will be carried through to thetput. Alternatively,
NaNs or Rops may be generated when for some reason no vallxe cahculated for
a particular reflection and column.

A new progranmtzmnf has been provided to convert old-style MTZ files to the
new convention. This program relies on being able to idgritifissing data”, and to
this end the following cases are checked:

(a) If SIGF= 0.0 then SIGF and the corresponding F (and D/SIGD if presemt) ar
replaced by NaN or Rop.

(b) If SIGI= 0.0 then SIGI and the corresponding | are replaced by NaN or Rop.

(c) If SIGD= 0.0 and the reflection is acentriben SIGD and the corresponding D are
replaced by NaN or Rop.

(d) Ifthe weight WT= 0.0 then PHIB, WT and the corresponding Hendrickson-Lattman
coefficients A, B, C, D (if present) are replaced by NaN or Rop.

(e) If the calculated structure factor E0.0 then FC and PHIC are replaced by NaN
or Rop.

As a safety feature, only columns which are explicitly spediin the input tantzmnf
are converted. Old-style MTZ files may still be used with &lff4 programs, and old-
style checks on missing data remain in place (occurring #ftecheck for a NaN or
Rop). However, new data sets, completed with $CEif@jueify  and combined
with cad, should automatically include the necessary NaN and Rajesent

The electron density map format was devised by Phil Evanearitalso be used for
envelopes and images. Maps are stored in a randomly-ableebsiary file as a 3-
dimensional array preceded by a header which containseati¢lcessary information
about the map. The header is organised as 56 words followegdne for ten 80 char-
acter text labels, as in fig. 16.2. Maps are structured as dgauaisectionseach con-

taining a (fixed) number of rows and each row contains a (firember of columns.

The standard format adopted for coordinate data is thatingbd Brookhaven Protein
Data BanR. The programs of the suite will handle either complete file§iles con-
taining only a subset of the types of record which may be pteéaea complete file. In
particular the records containing the coordinate dateiMor HETATMecords) are of
interest. TheseDs file records have the structure shown in fig 16.3. The ProteitaD
Bank provides a full description of the complete format ($E&.4).

A typical Fortran format for reading such records (as inttidéby the third column
of fig. 16.3) is

(A6,15,1X,A4,A1,A3,1X,A1,14,A1,3X,3F8.3,2F6.2,1X,13 ).

The standard setting of the orthogonal axes for the Broakhésrmat is:

x|la y|c"xa z|c"

The suite assumes these settings ifSIGALEcards are not present in a coordinate file.

3This format will eventually be replaced by the new macrorolar ciF format.
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P WOWNPF

© 00 ~NO O

11-13
14-16
17
18
19
20
21
22
23
24
25
26-34
35-37

38-52

53
54
55
56
57-256

NC
NR
NS
MODE

NCstart
NRstart
NSstart
NXx
Ny
Nz
X,Y,Z
a,B,y
MAPC
MAPR
MAPS
Amin
Amax
Amean
ISPG
Nsymbt
LSKFLG
SKWMAT
SKWTRN

future use

MAP
MACHST
ARMS
NLABL
LABEL(20,10)

number of columns (fastest changing in map)
number of rows
number of sections (slowest changing in map)

Data type:
0 envelope stored as signed (8-bit) bytes (in the rangj28 — 127);

the convention is that value&0 are ‘true’ (within the mask)
although masks should normally only comprise values of 0
and 1.

1 image stored as (16-bit) half-words

2 image stored as (32-bit) reals

3 transform stored as complex 16-bit integers
4 transform stored as complex 32-bit reals

Note: Mode 2 is the normal one used in CCP4 programs for maps
and mode 0 is used for ‘masks’; others haven’t been testeshtigc
and may not work.
Number of first column in map
Number of first row in map
Number of first section in map
Number of intervals along
Number of intervals along
Number of intervals along
Cell dimensionsA)
Cell angles (degrees)
Which axis corresponds to cols. (1, 2, 3 for X, Y, Z)
Which axis corresponds to rows (1, 2, 3 for X, Y, Z)
Which axis corresponds to sects. (1, 2, 3for X, Y, Z)
Minimum density value
Maximum density value
Mean density value (Average)
Space group number
Number of bytes used for storing symmetry opesator
Flag for skew transformation, =0 none, =1 if foll
Skew matridS (in orderSy 1, S12, S13, $1 etc.) if LSKFLG£O.
Skew translationif LSKFLG#0. Skew transformation is from
standard orthogonal coordinate frame (as used for atones)ttog-
onal map frame, a¥p(map = S(Xp(atomg —t)
Some of these are used by the MSUBSX routimaapbrick ,
mapcont andfrodo . (All set to zero by default.)
Character string ‘MAP ' to identify file type
machine type stamp, as for MTZ files.
Rms deviation of map from mean density
Number of labels being used
10 80 character text labels (i.e. Adfat)

Symmetry records—if any—follow, stored as text as in In&ional Tables, operators separated
by *x and grouped into ‘lines’ of 80 characters (i.e., symmetrgrafors do not cross the ends
of the 80-character ‘lines’ and the ‘lines’ do not terminate * ).

Binary data follow as a byte-stream.

Figure 16.2: Map file format
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Field # | Column | Fortran
(range) | format | Description
1| 1-6 A6 Record ID (e.g.atom, hetatm )
2| 7-11 15 Atom serial number
(residues in order beginning with amino
terminus)
-1 12 1X Blank
3a| 13-14 | A2 Chemical symbol, right justified, e.g,,N
3b| 15 Al Remoteness indicator e.@,
3c| 16 Al Branch descriptor e.gl,
4117 Al Alternative location indicator (if any)
5| 18-20 | A3 Standard 3-letter amino acid code for residue
-1 21 1X Blank
6| 22 Al Chain identifier
7123-26 |14 Residue sequence number
8|27 Al Code for insertion of residue (if any)
—|28-30 | 3X Blank
9| 31-38 | F8.3 | Atom’s x-coordinate )
10 | 39-46 | F8.3 | Atom’sy-coordinateq)
11 | 47-54 | F8.3 | Atom’s zcoordinate )
12 | 55-60 | F6.2 Occupancy value for atom
13| 61-66 | F6.2 B (temperature factor)
- | 67 1X Blank
14| 68-70 | I3 Footnote number

16.4 PLOT84 graphics files
CCP4 currently uses a homegrown graphics metafile form&ctcal o184, imple-

mented by the routines iplot84lib

Figure 16.3:pDB file coordinate record format.

. Its format might be relevant if you wanted to

write a driver for a different graphics device, in which case existing programs like
pltdev as an example or consult the documentatioddn/plot84.doc

16.5 Library data files

Various data files used by the library routines and specifigrams live in the $CLIBD

directory:

font 84. asci i data for creating the binaryL®184 font file in $CCP4LIB with

fontpack

—see the PoT84 code and documentation;

atonsf.lib,atonmsf _neutron.lib X-ray and neutron formfactors for every
known atom (forsfall

See documentation/code for the programs mentioned fdrduimformation.

16.5.1 Symmetry operators: syminfo.lib
Contains symmetry operators for the 230 spacegroups list@hd following the con-
ventions of) (Hahn, 1992) (‘IT") and non-standard settinged by various CCP4 pro-
grams. Each space group has a header line comprising sppamted values of:

Spacegroup number;

Number of lines of symmetry equivalents (‘positions’ in Kf);

Number of lines of primitive equivalentpy;

Spacegroup ‘short’ name; subscripts are typed as-is anefix pf represents

an overbar, e.P21/m = P2, /m,P-1 =P1,;

Point group name; the IT name is prefixed B contrary to the spacegroup

name convention, an overbar is represented by a trdiimg e.g.PG4bar3m;

e Crystal system;

e Possible comments about non-standard settings etc.
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94 File formats

Following the header anelines of symmetry equivalents, of which the fifsare the
primitive ones.

Layout is such that:
e The symmetry operator lines are limited to 80 characters;
e The elements of operator triplets are separated by commdsgriplets are sep-

arated by* or newline.; the translations may be before or after the dioate,
e.g.1/2+X or X+1/2 ;

e The header lines should start in the first column and the dithes be indented
(for ease of locating the headers).
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Program index

CCP4 programs

And thick and fast they came at last
And more, and more, and more
— Through the Looking Glass

abs 8,9, Determine the absolute configuration (hand) of heamyatbstructure.

absurd 23

acorn 9, abinitio procedure for the determination of protein stawe at atomic
resolution.

act 10,11,26, Analyse coordinates.

almn 9, 39,40,61, Crowther's rotation function usingr.

amore 8,9,39,40, Molecularreplacement (Navaza, 1994).

angles 10, [Unsupported.] Bonds and dihedral angles from cootdifis.

anisoanl 10, Analyses of anisotropic displacement parameters.

areaimol 10, Solvent accessible area or area differences.

arp _waters 10,54, Automated Refinement Procedure (version 5.0).

asc2p84 19, [Unsupported.] Convertssclil file to PLOT84-type meta file.

astexviewer 11, 27, Java program for interactive 3-d display of molecula
structures and electron density maps.
axissearch 12,51, [Unsupported.] Changes axis and cell.

baverage 11,26, AverageB over main and side chain atoms.

beast 8, Brute-force molecular replacement with Ensemble Averattistics,
Maximum likelihood-based molecular repaclement. Obeéleyphaser .

bones2pdb 10,25, Converbones outputto a PDB file.

BP3 9, multivariate likelihood substructure refinement andgimgof S/MIR(AS)
and/or S/IMAD.

bplot 11, Plot averag8-factors along the chain.

bulk 8, Bulk solvent correction for translation search and rigidly refinement
steps ofAMoRe

cad 8,12,25,29,30,40,91, Collecting assorted reflection.data

cavenv 11, Calculates cavities in macromolecular structures.

ccpdi 11,13,54

ccpdmg 10,11

chainsaw 8, Molecular Replacement model truncation

cifamtz 12, Program to convert mmCIF structure factors (e.g. fronBP
MTZ.
cif2xml 13, Program to convert mmCIF files to XML.

combat 7,23,24, Produces anmrz file in multirecord form suitable for input to
SCALA (replacement for ROTAPREP).

compar 11, [Unsupported.] Comparison of coordinates.

contact 11,26, Calculates various contacts in protein structure.

coordconv 12,25, 27, Interconverts various coordinates formats.

COOT 10,11

cpirate 9, Statistical phase improvement

cross _validate 13, \Validate harvest files for deposition.

crossec 8, Interpolates X-ray cross sections and computes anosiadatitering
factorsf’, f”

crunch2 Direct method phase extension

Data Harvesting Manager 13
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104 Program index

data harvesting manager tool for managing data harvesting files.

detwin 7, Detwin merohedrally twinned reflection data.

difres [Unsupported.] Compares two files of atomic coordinatesirBHor-
mat.

distang 11, 26,40, Calculates distances and angles in protein mlelec

dm 9,10, 48,49, Various density modification techniques: edrsolvent flatten-
ing, Sayre’s equation, histogram matching and iteratiwtetkinisation

dmmulti 9, A multi-crystal version of DM.

dtrek2mtz 7, Converts d*trek scalemerge output into MTZ format.

dtrek2scala 7, Convertintegrated intensity and header files from d*ined
multi-record MTZ files suitable foscala .

dyndom 11, Determinesdynamicdomainswhen two conformationswaitedle.

ecalc 8,39, Calculates normalised structure amplitudes.

extend 55, [Unsupported.] Extends the map to cover the specifiednvelof
the unit cell.

extends 10

f2mtz 7,12,23,25,55, Converts aformatted reflection filet file.

fffear 10, Fast Fourier Feature Recognition for density fitting.

ffioin Joining model fragments from FFFEAR.

fft 9, 29, 30, 40, 54, 55, 61, 68, In-memory crystallographit Fasrier trans-
formation (P1 only).

fftbig 61

fhscal 8,29, 32, Scaling derivative to native by Kraut's method.
findncs 8, Detect NCS operations automatically from heavy atonssite
freerflag 12,55, Tag reflexions in MTZ file with freR flags.

fsearch 8, 6-d molecular replacement (envelope) search.

gensym 11, Generate sites by symmetry.

geomcalc 11, Does various geometry calculations on a molecule.

getax 9, Real space searching for rotation axis @i@) or C(n) multimer.

havecs 8, 27,29, [Unsupported.] Generates Patterson vectorsdtom coor-
dinates (more-or-less replaced¥sctors  andgensym).

hbond [Unsupported.] Calculates possible main chain H-bonds.

helixang [Unsupported.] Distances and angles between helices.

hgen 11, Generate hydrogen atom positions for proteins.

hkiplot 12,27, Plots a precession picture from a reflection file.

hkiview 7, 12, 27, Displays zones of reciprocal space as pseudesgsien
images under X-windows.

icoefl 8, Scaling of multiple~:s toFyps

ipdisp 7, Display various types of image file under X-Windows.

libcheck 10, 26,54, Checks a monomer’s description for refmac5.

loggraph 11,19

Isgkab 11, 26, Optimise fit of atomic coordinates from two data sk&b&ch,
1976).

madlat 7, [Unsupported.] Readsadnes output file(s), generates vector list for
plotting infrodo to visualize reciprocal lattice.

makedict Converts PDB file to TNT dictionaries.

mama2ccp4 10,25, Convert8lAMAormat masks to CCP4 ones.

map2fs 10, Converta CCP4 map to XtalView fsfour format.

mapdump 9,25, Prints sections of electron density maps.

mapexchange [Unsupported.] Converts binary map file inkscil one and
reverse. (Obsolete—use NA4 format except for archaedbpicrposes.)

mapmask 9, 10, 25,55, Map and mask manipulation.

mapreplace [Unsupported.] Combines parts of two maps.

maprot 10, Map skewing, interpolating, rotating and averagingypam.

mapsig 9, 10, 40, Print statistics on signal/noise for translafiamction map.
Also sum, product, ratio of two maps.

mapslicer 11,27, Section viewer for CCP4 map files.
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maptonad 20, Converts binary map file tea4 format and reverse.

matthews _coef 12, Misha Isupov’s Jiffy to calculate Matthews coefficient.

miphare 8,9, 26, 27, 30, 33, 35-37, 49, 50, Phase calculation anceraént
(Otwinowski, 1991).

molrep 8, automated program for molecular replacement.

mosfilm 7, Program for processing image plate and CCD data.

mstamp [Unsupported.] Add ‘machine stamp’ to MTZ or map files laakin

mtz2various 12, 25,55, Makesscii reflection files frommTz file.

mtzdmp 12, Script for simple running ahtzdmp.

mtzdump 12, 25,91, Displays the contents of th&z file.

mtzMADmod 12, Generates F+/F- or F/D from other for anomalous data.

mtzmnf 12, 91, Identify missing data entries in an MTZ file and repladth
missing number flag (e.g. NaN).

mtztona4 12, 20,87, TransformeTz file to transferableia4 file.

mtzutils 8,12, 24, 25,87, Reflection data file utility program.

nadtomtz 12,20, Transformsia4 file toMTZz one.

ncont 11, Computes various types of contacts in protein strusture

ncsmask 10, Performs operations on non-crystallographic symnratrgks, e.g.
beforedm

npo 11,12, 25,27,29,30, Plotmoleculesend electron densipsma

oasis 8, Program for breaking phase ambiguity in OAS or SIR.

omit 10, Calculate omit-maps according to Bhat procedure.

overlapmap 10,11, 25, Calculate the overlap of two maps.

p842asc 19, [Unsupported.] Converts 0184-type meta file tascii.

pdb _extract 13, Programs for extracting harvest information from pesgr
log files.

pdbcur 11, Curation and manipulation tool for coordinate files.

pdbset 11, 25, 39, 40, Various useful manipulations on coordins.fi

peakmax 10, 11,29, 30, Search for peaks in the electron density map.

phaser 65

phaser-1.3 Maximum likelihood molecular replacement.

phaser-MR 8

phistats 12, Analysis of agreement between phase sets, and chetkiajnst

weighting factors.
pltdev 12,27,93, Convert PLOT84 metafiles to printer-speak.

pmf PMF pattersons search.

polarrfn 9,39, Fast rotation function in polar coordinates.
polypose 11, Superposition of multi-domain structures.
postref 7, [Unsupported.] Post-refinement of film data.

procheck 11,12,15,26,56, Checking stereochemistry (Laskoeski, 1993).
(Comprisesib, proclean , anglen , secstr , mplot , tplot |, pplot

probplot )

procheck_comp Version ofprocheck for related structures. (Usesisdev
in addition.)

professs 8, Determination of NCS operators from heavy atoms.

proplot 12, Plotting and listing foprocheck . (Usespplot , tplot and
probplot )

rantan 9, Direct Method module for the determination of heavy atawsitions
in a macro-molecule structure or to determine a small mdéestnucture

RasMol 12
rdent 10, Create dictionary entries foestrain ~ from PDB file.
rebatch 7, Alters batch numbers in an unmerged MTZ file (saves running

mosflm again).

refmac  53-55

refmac5 10, 26, 53, 54, Refine or idealize structures, using intgrsiampli-
tude based least squares or -loglikelihood residuals.

reform [Unsupported.] Various on-line coordinate transformasio
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reindex 12, ReindexvTz file.

restrain 10, 53,55, Structure refinement (Driesstal., 1989)

revise 9, Program to generate normalised anomlous scatteringrfatdgni-
tudes from MAD data.

rfcorr 9, Analysis of correlations between cross- and self-rotefiinctions.

rotamer 11, List amino acids whose side chain torsion angles deviata
Richardson’s Penultimate Rotamer Library.

rotaprep [Unsupported.] Produces multirecavd z file from foreign formats.

rotgen 7, Simulate X-ray diffraction rotation images.

rotmat 9, Interconverts CCPdferlot /X-PLORTrotation angles.

rsearch 9,12, 40, R-factorsearch.

rsps  8,30,34, Heavy atom positions from derivative differenagé€tson maps.

rstats 8, Scales two data sets.

rwcontents 11,51, Countatoms by type rDB file.

rwdict 26, [Unsupported.ppB < PROTIN dictionary inter-conversion.

sapi 8,9, Heavy atom site location program.

sc 11, Program to analyse shape complementarity of moleautenfaces.

scala 7, 23, 24, 89, Scaling together multiple observations ototitbns (re-
placement for ROTAVATA and AGROVATA).

scaleit 8,29, \Various derivative and native scaling.

scalepack2mtz 7, Converts merged scalepack output into MTZ format.

sfall 9, 30, 39, 40, 61, 93, Structure factor calculations us#mg

sfcheck 11, Program for assessing agreement between atomic matixleay
data

sftools 12, Reflection data file utility program including some dgnsnap
handling

sigmaa 8, 30, 49, 50, 54,55, Phase combination (Read, 1986).

sketcher 10, Monomer library sketcher and graphical interfacktoheck

solomon 9, Modifies the electron density maps by averaging, solvggifig
and protein truncation.
sortmtz 12, 18, 23-25, SortinyTz file(s).

sortwater 11,26, Assign waters to nearest protein atoms.

stereo 12, Reconstruction of 3D coordinates from measurementsspér@o
diagrams.

stgrid 9, Generates stereographic projection frpatarrfn ~ for measuring

angular coordinates.
stnet 9, Stereographic net for use wipolarrfn ~ plots.

superpose Secondary structure allignment.

surface 11, Accessible surface area.

symfit [Unsupported.] Fit best molecular transformations to sétsrystallo-
graphic coordinates e.g., heavy atom coordinates, retgtadn-crystallographic
symmetry.

tffc 9, 39,40, 46, Translation function.

tisanl 10,54, TLS analysis afteestrain

topdraw 12, Sketchpad for creating protein topology diagrams.
topp 11, An automatic topological and atomic comparison progf@nprotein

structures.

tracer 12, Reduced cell calculations.

truncate 7, 23,51, 89, Converts intensities to amplitudes (French i&aM,
1978).

undupl 7, Remove duplicates fromadnes data, afteabsurd .
unique  7,24,55, Generate unique reflection data set.

uniqueify 7,55, Script to complete dataset and add free-R flags.
vecref 8, 30, 36, \Vector space refinement of the heavy atoms. Cansisie
miphare .

vecsum 8,30, 34, [Unsupported.] Automated Patterson solution.
vectors 8,27,29, Generates Patterson vectors from atomic codedina
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volume 11, Polyhedral volume around selected atoms.

watertidy 11,26, Rearranges water position.

watncs 11, Pick waters which follow NCS and sort out to NCS asymreinit.

watpeak 11, Selects peaks from peakmax and puts them close to thectesp
protein atoms.

wilson 7,23, Makes Wilson plot.

xcepjiffy2idraw 12, Convertxloggraph /xplot84driver output to
(editable)idraw format.

xdldataman 13, manipulates reflection files, exchanges formats etc.

xdlmapman 10, 25,55, manipulates maps, exchanges formats etc.

xloggraph 12,19, 23, 49, 66, 69, 82, Display plots derived from log filagler

X-Windows.

xplot84driver 12,27,29, Display PLOT84 plots under X-Windows.

zeroed [Unsupported.] Sets part of the map to zero.
Non-CCP4 programs

BP3, 8 diff , 68

Babel , 12,76 dssp, 11,76

CNS 9, 10, 12, 30, 40, 53 duptree , 67

FRODO/TOIM76 dvips , 113

HySS 9 f2c , 70,77

LAUE 7 frodo , 12,30, 92

MAMAL0, 25 ftnchek , 82,83

MERLOTO, 40 ftp ,75

MULTANS, 9, 34 g77,78

OOPS10 gcc, 70,77,81

0 10, 11, 25-27, 30, 54, 55, 76 gunzip , 69

PATSEE 77 heavy , 36

PRISM 48 html , 65

PyMOl, 10 idraw , 12

RAVE 9, 10, 76 idxref , 88

SHARRS, 9 install , 70

SHELX-97, 8-10 ksh, 18, 66

SHELX86 34 Id , 70

SHELX93 53 In, 70

SHELX 12, 30, 55, 77 lynx , 82

TNT, 10, 30, 53 m4, 70

Tcl/Tk , 69 madnes, 7, 23, 76

X-PLOR, 9,12, 26,55 madsys, 9, 37, 76

XDS 7,23 makeindex , 113

angel ,9 make, 67, 68

archie ,77 man, 66, 67, 82, 109

arp _warp, 10, 54 mapbrick , 92

bash, 18, 66 mapcont , 92

bibtex ,113 merlot , 40, 76

bit , 69 molscript , 11,12,27,76

bones, 10 mosflm , 7, 23, 24, 76

cd, 69 multan , 30

chemnotes , 26 noweb, 85

configure ,67-71 ortep2 ,12

corels ,76 oscgen , 89

cp, 70 p2c, 81

csh, 18, 19, 66, 67 pacman, 40

d*trek ,7 patch , 68

demon, 9, 76 patsee , 30

denzo, 7, 23 pdbrot , 12
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pltout ,12
postplot , 12
prepi ,12
ranlib , 70

raster3aD ,11,12,76
ribbon ,12,27,113
ribrot ,12

setor ,12

sftools , 77

sh, 18, 19, 66

splitd , 12
strip , 68

tar , 66, 67
tcsh , 19, 66
weis , 76
what-if , 56
wulff.ps 12
xentronics ,7
xfig ,113

The CCP4 manual



Index

Yes, this index is incomplete and untidy. ..

man, 67 constitution, CCP4, 1
coordinate transformations, 105
ab initio phases, 8 coordinates
absorption corrections, 23 interpretation and manipulation, 25
abstraction, 81 copyright, 83
Adams, Douglas, 59 Cowtan, Kevin, vii
aggregated software, 7, 12, 66 cross rotation function, 5, 40
Alice in Wonderland, vii, 77 cross vectors, 42
analysis of coordinates, 6 cross-validation, 55
anomalous differences, 90 crystallisation database, 77
anomalous occupancy, 36 crystallographic software, non-CCP4, 76
anomalous scattering, 8, 103 Cygnus Support, 74
anonymous ftpseeftp
archaeology, 104 Daly, Peter, vii
area detector, 5, 7 data collection, 5, 7
asymmetric unit, changing, 8 data combination, 8
atomicity, 48 data formats, 81
averaging, 48, 49 data reduction, 7
DCL, 65, 85

Ballard, Charles, 1 density maps, 6
binary files, 19 density modification, 47, 104
Bionet, 77 density,protein, 51
BMCD, 77 derivative data, 8
Briggs, Peter, 1 difference map, 54
Brookhaven format, 25 diffractometers, 5, 7
bugs, 73 direct methods, 30

reporting, 74, 76 distributed file system, 71
bulk solvent, 8 documentation, 15, 81, 82
bulk solvent correction, 54 metalanguage, 15
‘bulletin board’, 75 Dodson, Eleanor, vii
C,2,65,81,85 e-mail, 73
C++,2,65 Easter egg, 113
Campbell, John, vii environment variable, 15, 16, 20
Carroll, Lewis, vii error messages, 19
CCD, 7 Eulerian angles, 40
ccpdi, 21, 69 Evans, Phil, vii, 1
centricity, 90 examples, 65, 67
CIF, 91
citation, CCP4, 2 FAST, 7
column labels, MTZ, 90 fast Fourier transfornmgeerrT
column types, MTZ, 89 FFT, 9, 59, 83
combination of data, 8 file
command line arguments, 15, 20, 21 extension, default, 16
common error, 19 extensions, 21
common keywords, 17 library, 16
condition code, 19 file formats, 1, 2, 73
configuration, 67 files
connectivity, map, 48 connexion, 15
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input and output, 15
pre- release 2.2, 20
film, 5,7
Fortran, 2, 65, 81, 82, 85
FORTRAN77, 1, 81, 85
Fortran90, 81
non-portable features, 82
standard, 81
fractional coordinates, 26
fractional sites, 8
freeR factor, 55
density modification, 49
free software, 2, 59, 77
Free Software Foundation, 77
ftp, 66, 73, 75, 76, 83
sites, 77
funding, 1

C. F. GauR3, 59
geometric corrections, 23
GNU, 68
GNU project, 68, 77
Graphical user interface, 2
graphical user interface, 21
graphics

editing, 12
graphics metafile, 93

heavy atom positions, 5, 31

literate programming, 83

log file, 15,19, 74

logical names, 15, 20, 82, 85
common, 16
library, 16

login procedure, 15

Love, Dave, vii, 113

Lp correction, 23

machine stamp, 19, 87
MAD, 9, 36, 37, 49
map files, 9, 19
maps
calculation, 9
extension, 9
masks, 92
Matthews’ number, 50
maximum likelihood, 6, 33, 54
maximum likelihood phasing, 30, 35
Mc Laughlin, Sandra, vii, 87
merging, 5, 7, 23
metalanguage
documentation, 15
Miller indices, 19
MIR, 29, 49
missing data, 89
molecular dynamics, 6
molecular envelope, 6

molecular replacement, 6, 8, 39, 48, 49

Hendrickson-Lattman coefficients, 38, 9%olecularweight 50. 51

Henrick, Kim, vii

histogram matching, 9, 47, 49, 104
homologous protein, 5

Howard, Maeri, 1

HPGL, 12

image plate, 5, 7
initialisation
program, 81
input
keyworded, 15
IRIX, 66, 70
isomorphous differences, 8

Jane Richardson-type cartoons, 12

Kabsch algorithm, 26
Keegan, Ronan, 1
keyworded input, 15, 16
keywords, 82, 83
kluges, 1-113

koan, 113

Kraut scaling, 32

Laue method, 7
Leslie, Andrew, vii
library routines, 81
Linux, 2

MS Windows, 12
MTZ, 17, 87
header, 17
MTZ files, 19
column labels, 90
column types, 89
multi-record, 19
MTZ format, 19
multi-record files, 7, 19, 23, 24, 88

NA4 format, 87
Naismith, Jim, 1
NaN, 89

NCS averaging, 9
Netlib, 83
network news, 77
noise filtering, 49

non-crystallographic symmetry, 5, 6, 39,

43, 48
refinement, 49
numerical code, 83

Onesti, Silvia, vii

operating system dependencies, 85
operating systems, 73, 85
orthogonal coordinates, 26

outliers, 23
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output rigid body refinement, 6, 40

verbosity, 21 Rolfe, Daniel, 1

Rop, 89

partiality, 90 rotation function, 39-43
partially recorded reflexions, 7 Rypniewski, Wojtek, vii
Pascal, 81
patch files, 73 Sayre's equation, 9, 48, 49, 104
patents, 59 scaling, 5, 7, 8, 23
Patterson, 30 scratch files, 21
Patterson functions, 32 self rotation function, 5
Patterson map, 5, 6, 8 self vectors, 42
Patterson search, 8 shared libraries, 68
Patterson vectors, 8 shell, login, 66
PC, 13 shells, Unix, 19
peak search, 8 Sim weight, 8

Skarzynski, Tadeusz, 1
skeletonisation, 9, 10, 48, 104
small molecule drawing, 12
solvent content, 50, 51
solvent flattening, 6, 9, 47, 49
sorting, 12, 25

phase combination, 8
phase determination, 36
phase extension, 48, 49
phase improvement, 9, 48, 49
phase refinement

maximum likelihood, 35

phased translation function, 40 spacegroups
Photon Factory, 76 SpeCI_fylng, 17
pitfall, 16 standard input, 15
PLOT84, 84, 93 standard output, 15
PLoT84, 93 standards
plotting, 6, 12, 25, 27 C, 81
portability Fortran, 81, 82

code, 81, 82, 85 POSIX, 81

data files, 19 stealing code, 83
porting, 73 Steele, Guy L., 113
POSIX, 81, 85 Stein, Norman, 1
postrefinement, 7 stereochemistry, 11
PostScript, 12, 15, 66 subroutine library, 1

support, 73

pre-processor, 83
precession pictures, 27
program initialisation, 81
program options, 21

symmetry equivalents, 23
symmetry operators, 17
syntax description, 15

program output, 19 Tcl/Tk scripting language, 21
program startup, _20 Tektronix, 12
program termination, 82 temperature factor, 8
python, 65 termination
rogram, 82

Rfactor search, 6 Terryp ngard 87
Ramachandran plot, 10, 12, 56 Tickle, lan, vii
references, 2 TLS refinement, 53, 54
refinement, 5 Toolpack, 83

Hendrickson—Konnert, 53 tools ’

least-squares, 53 Fortran, 83
reflexion files, 19 translation function, 6, 40, 45-46
relational database, 19, 87 phased, 40

release policy, 73

) translation search, 44—45
Remacle, Francois, 1

reporting bugs, 74 unique reflexions, 7

ribbon diagrams, 11, 12, 27 Unix, 1, 2, 15, 16, 19-21, 65, 67, 73, 77,
Richard Stallman, 74 82,85

rigid body fitting, 39 common error, 19
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pitfall, 16 Wilson plot, 7, 23

shells, 19 windows, 85
unmerged data, 19 Winn, Martyn, 1
update notifications, 73 Wolf, Wojtek, vii
URL, 76 World Wide Web, 77
Usenet, 19, 77 writeups, 15

WWW, seeWorld Wide Web
verbose output, 21

version numbers, 73 X-Windows, 7, 12, 13, 27, 66, 69, 70, 107
VMS, 15, 73, 82, 83, 85 Xentronics, 7
web site, 65, 66 Zelinka, Jan, 87
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Colophon 4

This manual was typeset usimJiX in (mainly) Times, Helvetica, Courierand Com-
puter Modern maths rendered Hyips at 300dpi. Various common style options
and special definitions were used—see the source. The @pigpbic information was
produced usindpibtex and the index usingnakeindex ; some figures were drawn
with xfig and converted to PostScript, which was included withgbigg macros.
Since the editor considers himself a compet&np{ hacker, the source might serve as
a useful model for producing similar documents such as these The bibliography
file (in BibTpX format) might also be useful.

And to answer the question on everyone’s lips: the struatarthe front cover is
the DHFR example from thebbon distribution.

4Look it up!
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