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J-Express Pro in use.

The J-Express Pro package allows the user to load a data set resulting from a set of
microarray experiments and to apply a number of analysis methods, view the results, and
produce publication quality figures. The analysis methods include clustering methods
(hierarchical and K-means clustering), projection methods (Principal Component
Analysis), correspondence analysis, and self-organizing maps. J-Express Pro also provides
feature selection methods to identify genes differentiating between classes of arrays. A
scripting interface is also available, allowing streamlining and automatically repeating
standard analyses. J-Express supports import of MAGE-ML data, facilitating exchange of
data with microarray databases including ArrayExpress and BASE. J-Express Pro has an
integral project management functionality that helps the user keep track of the datasets,
analyses performed, etc. A Server/client system built into J-express allows multiple users
to work on a single project simultaneously.




2 Getting Started
2.1 Downloading and installing J-Express Pro

2.1.1 System requirements

J-Express Pro is developed in JAVA ™, and will run on any system that supports the
JAVA ™ Virtual Machine version 1.4 or above. These include: Microsoft Windows
98/ME/NT, Sun Solaris, Red Hat Linux, and others. J-Express Pro requires about 50 MB
of hard disk space for installation (if a JAVA ™ Virtual Machine is already installed).
Suggested minimum requirements (for PC systems):

e Cpu~1.5Ghz
* 2.0GBRAM
Note: Larger datasets can have higher memory requirements.

2.1.2 Download and setup

J-Express Pro is available for download at the web page http://www.molmine.com >
download. Follow the link that matches your system. If you need to install the JAVA ™
Virtual Machine, select the appropriate link. If your operating system is not listed, choose
the pure JAVA ™ installation file. Note: installation of the Virtual Machine on the Solaris
and Linux platforms may require administrator (root) privileges. Please contact your local
system administrator if necessary. Follow the instructions on the download page for your
platform to complete the download and start the install application.

X

Welcome to J-Express Pro
2.8b Setup Wizard

The Setup Wizard will install J-Express Pro 2.8b on your
camputer. Click Mext ta continue or Cancel to exit the Setup
‘Wizard,

oMext> | [ Cancel

Initial installation screen

The installation application automatically extracts the files it needs. After this process is
complete the program displays the window above. You can cancel the install process at
any time before completion by clicking cancel. If you cancel the installation process you
will need to restart the install application if you wish to install J-Express Pro at a later date.
If you want to return to a previous screen in the installer click <<Back. To proceed with
the installation, click Next>>,



http://www.molmine.com/download
http://www.molmine.com/download
http://www.molmine.com/

i'-x JEExpress Pro 2 8 Setup
End-User License Agreement

Please read the Fallawing license agreement carefully

g
J-Express Pro License agreement [

Please read carefully the following terms and
conditions and any accompanying documentation hefore
yvou use J-Express Pro software. The software and its
documentation will be referred to herein as the
"software" and it can be downloaded from MolMines
wehsite, wnr.molmine.com.

v

()1 accept the terms in the License Agreement

(1 do nat accepk the terms in the License Agresment:

Accepting the J-Express license

After reading and accepting the licenses, enter the path of the directory you wish to install
J-Express Pro to, or click “Browse” to locate it. If you enter a path to a directory that does
not exist, the installer will, if possible, create it for you. Click Next> to continue the

installation process. The required files for J-Express Pro will now be copied to your hard
drive.

i‘a—‘ JoExpress Pro 2 8biSetup

Ea=r 3

J-Express
2.8b

Select Installation Folder

This is the Folder where J-Exprass Pro 2,8b will be installed,

Toinstall in this Folder, click "Mext", To install to a different Folder, enter it below ar click
"Browse",

Folder:

|C:lPr0gram FilesiMolMine A5\J-Express Pro 2,80 Browse. ..

[ <Back || Mext= | [ Cancel

Installation Path screen

The installer displays the chosen installation path in the next window that appears, to allow
you to verify it. Click Next> to keep these settings and start copying files to the installation
directory. After the file copying is done, click the Finish button in the window that
appears to complete the installation process.




2.2 Introduction to J-Express Pro

The first time you start J-Express Pro a welcome message is displayed. Close this window
to start using J-Express Pro.

The J-Express Pro Desktop

mJ—Express Pro

BN
NRIEIEILIC

I Project S BEE

~+{{2) Mew Project

PP ThumbView

¥ Motes and Meta Data
1B niotes | 7 meta Infa

File Edit Format Style

[B][z][u]

LICENSE KEY

If you have received a license key from MolMine AS, you must put that
key in the J-Express folder (where you installed J-Express). If you start
J-Express without a license key, the framework will start with a default
dataset so that you can see and try the various methods. This preview
mode does not allow you to load your own data. If the license key is
present in the J-Express folder, you can load your own data.

The J-Express Pro interface consists of three parts. Along the top of the window there is a
menu bar with pull-down menus. Just below is a toolbar giving quick and easy access to
some of the advanced features of J-Express Pro. Along the left side of the window (from
top to bottom) are the project management, thumbnail chart, and Info/Metadata windows.




The large blue area on the right side of the main window is used for displaying and
managing data, analysis results, and dialog windows, through various sub-windows.

In this introduction you will be guided through the most commonly used features of J-
Express Pro. For complete descriptions of the various features of J-Express Pro, please
refer to Chapter 3 of this manual. Note: If you are using the demo version of J-Express
Pro, all save/load/export functions on datasets will be disabled.

2.2.1 Loading Gene Expression Data

Data can be loaded into J-Express Pro from files formatted in many different ways. For
this introduction we will be using an example dataset included with J-Express Pro.

If you have already saved the data as a .pro file, you may drag this file onto the project tree
to load it.

X Ny
1. Click the '~ icon on the tool bar, or click File on the menu bar. Select Load
Tabular Data from the menu that appears.

2. Click the Manual tab in the data loader window that appears to give you direct
LY

control of how data is imported to J-Express Pro. Click the “~~ icon. To bring
up a file selection dialog where you can choose the file you want to import the
data from. Locate and select the file TutorialData.txt, and click OK.

3. J-Express Pro allows data to be imported from files where the data columns are
delimited either by tabulator marks or by simple spaces. Our file is a tabulator-
delimited data file so select the radio button marked TAB in the dialog that
appears, and click OK.

10
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The data loader window allows for flexible data importation.

The data will appear in the data loader window. To set external information on the
rows (e.g. functional groups), click the Info button, and select the appropriate
columns. In our example, columns A and B contain the external information.
J-Express Pro supports multiple columns of external information, if needed. The
column(s) containing the external information turn gray when selected. To set
external information columns is optional.

Click the leftmost Info Headers button from the left to select the cell(s)
containing the headers for the information columns you selected in the previous
step. Drag to select multiple cells.

Click the ID Rows to select the row containing the column identifiers. In our
example this is the uppermost row, so click on any cell in this row to select it. The
row then turns gray to indicate that it has been selected.

The tutorial dataset does not contain any row headers. To select the cell containing
the row headers in a dataset containing such cells, click the rightmost Info
Headers button, and then click the cell containing the row headers.

Click the Data button to set the cells containing the actual data. Click the upper
leftmost cell containing a numeric entry (with value 0.12). Then scroll to the
lower right cell using the scrollbars. Hold down the Shift key on the keyboard and
click the lower right cell (with value —0.15). All the cells between the upper left
and lower right cells are now selected as cells containing data. This is indicated on
the spreadsheet by a blue color.

11



9. If you examine the values in column D (state 2) you will notice that two of the
values for this state are missing. J-Express Pro allows you to manually correct
these missing values by double-clicking on the cell with an erroneous value and
enter a new value. If there are a lot cells with missing cells the alternative is to use
the missing values dialog. Click on the Missing button to bring up this dialog.
Make sure the radio button “Row average” is checked, and then click “OK”. This
will replace the missing values with the average of the values lying on either side
of the missing value in the row.
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The missing values dialog helps replace missing data.

J-Express Pro is now ready to import the external data. Press the “OK” button to import
the data and close the Data Loader Window.

Refer to Section 3.1.4 for information on how to load image analysis output files, and
prepare these data for analysis using J-Express Pro.
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2.2.2 The Project Tree

—|--I_) Mew Project
Lo [&] TutaorialData,kxt

Ros 121

Columns 18

Last modified WWed 5 Mar 2008 21:01:52
Column groups [

Fow groups [0

The project tree helps organize your data.

The Project Tree window is located in the upper left corner of the screen. The project tree
allows you to easily keep track of the data files and data sets in a project, and to select and
export a subset of the data.

L.

2.2.3

Double click the folder named “New Project” in the project tree. A node named
“TutorialData.txt” is shown below the “New Project” folder. All node names can
be changed into whatever you like by double clicking on the text to the right of the
node you want to rename, and then entering the new name. Click the node named
“TutorialData.txt”. The thumbnail window below the project tree window will be
updated, and shows all the data in the dataset. By clicking the small squares below
the chart, you can either show all profiles in the dataset or just the selected ones.
Additional information about the dataset is available in the window below the
thumbnail chart. On the User Info tab you can enter notes about the project, which
will be saved with the project and reappear the next time you start working on it.
Try entering some text into the Info text area. The meta info is automatically
generated by J-Express Pro and will show all processes and methods applied to a
dataset.

Hierarchical Clustering
Make sure the “TutorialData.txt” node in the project tree is selected (select it by

clicking on it once). Click the == button on the toolbar. This starts the
computations needed to produce a hierarchical clustering of your data set, and first
opens a window that allows you to select the distance measure and linkage method
to be used. Click Ok to use the default options. When the computations are
completed, a Hierarchical Clustering window opens. Try pointing the mouse on a
branching point in the tree. The sub tree defined by this branch will be highlighted
red. The missing (null) values that were interpolated as described above will
appear as blue rectangles. Positive values appear as red rectangles; negative values
appear as green rectangles. Dark colors indicate relatively low values, and bright
colors indicate high values. These colors can be changed to suit your needs.
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2. Use the controls at the bottom of the window to change the dendrogram
appearance. If the size is big enough, you will also see the annotation to the left in
the window.

£ Herarchncal Closterng

File Tree

= & = = 2 FE

Distance metrics: Euclidean |- _|

Linkage: COMPLETE -6.32 .32

Brick Height | 2% Lefttreswidth 200 Mark color [N
Brick Width | 14 %]  Upper tree heigth | 100 [#] Grid

A dendrogram of a (zoomed) subtree.

3. Point on a connection (branch) in the left tree and watch the selection be updated
to the right. To create a new node in the project tree that contains only the data
(genes) selected, make sure the =] button on the toolbar of the Hierarchical
Clustering window has a green frame and click the left mouse button. The new
node will be labeled “Branched”, but you can change this label by double-clicking
it and entering the new label. The new node is a subset of the parent node, and
contains the same data as the dendrogram you branched.

2.2.4 K-Means Clustering
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K-Means analysis with 16 clusters.

1. Make sure “TutorialData.txt” node in the project tree is selected. Click the IE
button on the toolbar, and then click OK in the dialog box that appears (to use
default parameters). A K-means window appears showing thumbnails of the
means of the clusters. To display all the profiles in a cluster click the [! button on
the toolbar of the K-means window. If you want to go back to displaying the
means click the [ (Show mean profile) button. To create a smoother chart click
the [%] button to anti-alias the charts (gives higher graphical quality).

2. Click the ] button to automatically generate a HTML file (web page) version of
the K-Means analysis. An image folder containing the thumbnail images will be
saved together with a HTML file with the name you input in the dialog that
appears. Make sure you give the file the suffix “.html” (e.g. myKMeans.html),
so that your web-browser will be able to recognize the file.

3. Click on one of the thumbnails in the K-Means window. A new tab labeled with
the ID of the cluster you selected is added next to the “Clusters” tab. Click on this
tab to display the selected cluster in a line chart window. For an introduction to the
features of the line-chart window (gene graph viewer), see Section 3.2 of this
manual.

2.2.5 Principal component analysis (PCA)

1. Make sure the “TutorialData.txt” node is selected in the project tree. Click the
button on the J-Express Pro Toolbar to open the PCA window.
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PCA Analysis window with density background.

2. To focus on a group of points you can use the selection tool. Press the button on
the PCA window tool bar to enter frame contents to chart mode ( ¥ ) , then click
the il button and select the square selection method. Drag out a selection
rectangle, and make sure you include some points within the rectangle. If you do
not include any points in the rectangle, nothing will happen. After selecting an area
from the PCA diagram a line chart thumbnail is displayed containing the profiles
represented by the points you selected. Click the PCA tab again and select some
more points. A new thumbnail will be generated. You can add as many selections
as you like. The buttons that are active on the toolbar while on the “Graphs” tab
have the same functionality as those described in Section 2.2.4.

3. Click one of the thumbnail charts. A new tab will be created named “Zoomed 1”
containing a full line chart version of the selection the thumbnail represents. Click
this tab. For an introduction to the features of the line-chart window (gene graph
viewer), see Section 3.2 of this manual.

4. Select the PCA tab again, and then click the [<4| button on the PCA window
toolbar. A gene graph window is displayed, with profiles that may appear like
random profiles, at first. This is actually the components upon which the data has
been projected. To make sense of this chart, click the =l (Shadow Unselected)
button on the toolbar. Now select for instance components 1-3 by clicking on
component 1, holding down the shift key on the keyboard, and clicking on
component 3. The three selected principal components are displayed clearly on the
chart, while all the others are painted a shade of grey. Similarly, you can select non
adjacent components from the list by holding down the control key on the
keyboard while selecting components.
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5. Close the Gene Graph window. Select the PCA tab, and click the [#] button. This
creates a new tab labeled 3D. Click this tab.

ow P
Image Thumbnails PCA  Line Chart Help

& ]
PCA | Thumbs [ 3D |

X:-3.77: 45 Plot Size : (501,295)

A three-dimensional view of PCA

The window shows a representation of the distribution of the PCA points in 3-
dimensional space. To rotate the viewpoint simply click and drag with the mouse
in the window.

6. Go back to the PCA tab again. Right-click in the PCA window to access the PCA
properties window. Select Density Map from the Fill menu in the dialog that
appears. Enter a value of about 50 for in the Paint Threshold box in the Density
Map options area that appears, and click OK. Notice that dots in the densest areas
of the PCA diagram have disappeared. When datasets are large, you can use this
feature to prevent dense areas becoming black clouds of points, or to find points at
the outer edges of the dense areas.

7. Bring up the PCA properties window again by right-clicking anywhere on the
display area of the PCA window. Click on one of the colored squares to select a
new color in the dialog that appears and then click OK. Click OK in the PCA
properties window, and notice the changes in the density map of the diagram.
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The PCA Properties window allows you to customize all aspects of the PCA diagram.

8. Go back to the PCA properties window again. Try out some of the other options
available to you. Change the size of each spot by entering a larger or smaller
number the Spot size text field. Click OK, and note the effects of your changes.
You can also choose whether or not to display the various statistics and density
scale by checking or unchecking the appropriate boxes.

9. Close or minimize all the open windows in J-Express Pro to prepare for the next
part of this introduction.

2.2.6 Self Organizing Map (SOM)
1. Make sure that you have the “TutorialData.txt” node selected in the project tree,

and click the button. Select 25 neurons and click OK

tH'SOM Control Panel {wffi=ir )
Simple | Advanced
Number of Neurons (Clusters)
O+ 08 Ot
@as O3 499
O+ 081 O1m

The SOM Properties window gives the user full control of all aspects of the generation process for self organizing maps.

2. Click one of the clusters to get details about the cluster members. When clicking a
cluster, a new tab will appear next to the SWO0 tab. Click the tab to see the details.
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2.2.7 Gene Graph viewer

I.

Make sure the “TutorialData.txt” node is selected in the project tree. Click the
button on the toolbar to bring up the Gene Graph viewer, showing all the profiles
in the TutorialData.txt set in the same chart.

If your computer is connected to the Internet, click the @ button to bring up the
external link list. This adds a new list on the left part of the Gene Graph with the
same content as the profile list. Select a profile in the upper list. The same profile
will be selected in the lower list. By double-clicking the profile in the lower list a
web browser will be opened (if necessary) and do a search for the selected profile
in a public database. To use a different database, or add a new database, see
Section 2.2.10.

Click the @ button to hide the external links list. Click the = button, (Shadow
Unselected) to shadow all profiles but the selected one. Click the -] button to
automatically generate a HTML file (web page) version of the Gene Graph. An
image folder containing the thumbnail images will be saved together with a
HTML file with the name you input in the dialog that appears. Make sure you give
the file the suffix “.html” (e.g. myGenegraph.html), so that your web-browser
will be able to recognize the file.

Gene Graph viewer with external link list.

2.2.8 Search and sort

Make sure you have the “TutorialData.txt” node selected in the project tree. Click theIEI
button (Search and sort) on the J-Express Pro toolbar. In this window you can search for
values, annotations and sort annotations or samples. Type a string into the search phrase
field and press enter. For instance, type YMR. * to search for all samples containing YMR
in the annotation. In the result table, click a column header to search all rows in regards to
the values or annotation in this column.
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2.2.9 Finding Similar Profiles

1

Select the “TutorialData.txt” node in the project tree, and click the = button on
the J-Express Pro toolbar. A list of all the profiles in the current node in the
project tree is shown in the leftmost window. Select one at random. Drag the
Tolerance (%) slider and select the 10 % closest neighbors. Check the Update
on Change box in the upper right part of the window. Drag the Tolerance slider
to 40 % and notice the way profiles are added to the display as you drag the
slider.
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To create a new dataset based on the result of finding similar profiles, click the
Create Dataset button. The new dataset becomes a sub-node of the
“TutorialData.txt” node. Click the [#] icon next to the “TutorialData.txt” node in
the Project Tree to display the newly created node.
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2.2.10 Customizing the External database links

Select the “TutorialData.txt” node in the project tree. Click the button
(External Link List) on the J-Express Pro toolbar or select Methods |
External database links. Click the URL List in the Web Resources window.
This brings up a list of all the external databases that are currently accessible
from J-Express Pro.

To select a different database for profile lookups, click on another database in
the list.

To create a new link, click the Manage Links button in the Web Resources
window. In the URL List window, click Add. The next part can be a bit tricky
if you are not familiar with web scripts used with database searches. Since
databases work in different ways, it is not straight forward to explain how to
do this. Here is an of example:

o We can create a link to Yeast Genome Database. Open the page http://
www.yeastgenome.org/ and search for “JEID” in the search field. This
opens a page displaying the search result. Copy the url to an empty row
in the Link URL column in the URL List window. Add ?
query=<JEID> to the end of the url. The address bar of your browser
should now read something like this: http://db.yeastgenome.org/cgi-
bin/SGD/search/quickSearch?query=<JEID>

In the empty Link Name cell, type the name you want for the new search, for
instance “The new search”, and press enter. Click Save and close the window.
Some databases can search for several genes at one time. Each gene is then
separated by a Selection divider. The selection divider is often & (and) or |
(or). This should also be specified on the database help pages. Type the
selection divider to use in the Selection divider column.

Test the new external link by selecting it from the URL List menu and clicking
a profile in the Web Resources window. A page with the search results should
open in your web-browser.

The process for other online databases is similar. Use the database help pages
to find out how link up to that particular database.

IR - 0X

Insert URL

The text <IEID= will be replaced by identifier

Link Marme Link URL Selection. ..
Panther http s/ fwvaw, pantherdb, orgf/panther/globalsearch. do?organism=allafieldval. .. | or
The Saccharonyces Geno, .. htkp:/igenome-wyeawd, stanford, edufcgi-bintSE0 locus plrlocus= < JEID = |
Entrez Protein hitkp: f fvaenes, nchi, nlm. nib, gove fentrezfquery  Fogivdb=Proteinfacmd=5earché. .. ||
PubMed http:f fenv,ncbi, nlm.nib, gowfentrez/query Fogi?CMD=Search&DE=PubMe. .. ||
Mucleotide btk fwnva, ncbi, Al ik, govfentrez)query FogitCMD=search&DE=nuclecti.. . |&

[ Add ] [ Remayve l l Save ]
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The External Link list enables you to connect J-Express Pro to any database online.

2.2.11 Creating and managing groups

L.

To create a group, select the “TutorialData.txt” node in the project tree and

click the ™= button (Create Groups) on the J-Express Pro tool bar. Type
GROUP 2 into the Selection String text field and press enter. Use the
scrollbar on the list in the middle of the window to verify that only profiles
from group 2 are selected.
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The Create Groups window.

Click the Create Group Button, choose a red color, call the group “Group 2”,
and click OK.

Delete the text in the Selection String text field. Scroll to the top of the list and
drag the mouse over the upper six rows to select them. Click the Create Group
Button, choose a blue color and click OK.

Close or minimize the window.
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5. Click the = button (Open Group Controller) on the J-Express Pro toolbar.

This brings up the Groups window, with 3 groups already defined. The upper
one has no name. Double click the Group Name cell of this group and type

Upper 6. Leave this window open, and click the == button (Hierarchical
Clustering). Notice that members of the two groups are marked with red and
blue boxes to the right of the value rectangles.

B Group Eal=iFs
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Group lisk and priority
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Upper & I3 |
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Components

aroup Description
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[ Update all Components

The Groups window provides an easy way to create and manage groups of data.

Leave the dendrogram open and click the == button (Principal Component
Analysis). On the PCA diagram the points belonging to a group is marked with
the respective colors of the group. Click the ! button (Frame to Chart), and
select an area by dragging the mouse over some of the dots belonging to a
group. Do this again to create another thumbnail chart. Click the == button
(Create Group(s)) from the PCA tool bar. Two groups named Cluster 1 and
Cluster 2 has now been added to the Groups window. You can edit the names
of the groups by double clicking in the rows of the Group Name column. Click
the color boxes for the new entries to assign a color of your choice to the new
groups. Click the Update all Components button update all components with
their new group colors. If you take a look at the open PCA windows and
dendrograms you will see that they have been updated with the new groups
automatically.

Uncheck the Active box for all groups except the two uppermost ones, and
click Update all Components. If you bring back the PCA diagram window
you will notice that only the points of the selected groups are displayed. Check
the Active for all groups again, and click Update all Components.

2.2.12 Managing Projects

L.

Close all open windows. Open the K-means clustering dialog by clicking on the

E button on the J-Express Pro toolbar. Keep the default settings, and click OK.
Click a few of the thumbnails to bring up some larger charts (select the new tabs).
Select one of the larger charts, and click the =] button (Branch Data), and notice
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how the branched data is inserted into the Project Tree. This new node can then be
analyzed further by using any of the functions of J-Express Pro just like a normal
dataset. Double-click the label of the newly created node (“Branched”) to give it a
more appropriate label. Enter the new label, and press enter. Notice that the Icon
for the new node matches the method the data was branched from. To remove a
branched dataset from the Project Tree, right-click the dataset and select delete
dataset.

; kY
To save the project click the “~'~ button on the J-Express Pro tool bar to bring up
the file menu. Select Save Project As and enter the filename tutorial.pro.

Saving the project saves the entire Project Tree. Choosing Save Tabular saves all
the data in a tab-delimited text file.
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3 Reference - The Complete J-Express Pro
Guide

3.1 Projects

All analysis in J-Express Pro is done within the context of a project. A project in J-Express
Pro consists of a number of data files, notes, and meta data. The data files can either be
“raw data” (output from image analysis programs) or “gene expression data”, and the files
can have many different formats. Notes can be entered in J-Express Pro by the user, and
are saved with the project. The generation and maintenance of meta data provides an auto-
documenting feature for the user of J-Express Pro, and is saved with the project for all data
sets stored.

If you have saved data as a .pro file, you may drag this file onto the project tree to load it.

3.1.1 The J-Express Pro tables

All tables is connected trough a data-listening / selection change event set of interfaces.
This means that changes such as selection changes in one of the tables (for instance the
hierarchical clustering table) will also be made in other open tables visualizing the same
dataset. If a selection has been made, new windows will also be updated to have this
selection. You should use this feature to visualize results in different components. For
instance, having found a selection of interesting genes in the hierarchical clustering
component, select all indices in the table and open a gene-graph viewer. Now click the
“shadow unselected” button and the selection will appear also in this component.

New projects
1. Select the Project | New Project menu item from the J-Express Pro menu bar.

By default, J-Express Pro starts with a blank project.
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To change the name of the project from “New Project” to one of your choice double-click
the label to the right of the L1 blue Project folder icon in the Project Tree window. Type
the new project name and press enter.

J-Express Pro accepts data formatted in a variety of ways. The main requirement for data
files is that it is contained in a text file (or in a set of text files), and that the data fields are
delimited by either tabulator marks, or by simple spaces. J-Express Pro supports multiple
columns of external (non data) information, and one cell of column identifiers in addition
to a number of formats generated by common image analysis programs.

3.1.2 Importing gene expression data manually into J-Express Pro

1. Click the &- icon on the toolbar, or click File on the menu bar. Select Load
Tabular data from the menu that appears.

2. Click the Manual tab in the data loader window that appears to give you direct

control of how data is imported to J-Express Pro. Click the open button “~~. This
brings up a file selection dialog where you can choose the file you want to import
the data from. Locate the file containing your data, and click OK. An alternate
way of loading data into the spreadsheet is to copy data from Microsoft Excel and
paste it directly into the spreadsheet. In that case the next step is unnecessary.
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3. J-Express Pro allows data to be imported from files where the data fields are
delimited either by tabulator marks or by simple spaces. Select the appropriate
choice for your data file and click OK.
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FEL1S5W GROTP 5 -0.56 -1.36 -0.62 -1.6 -1.74 B |
TPRL1OW GEOTP & -2.4 -1.43 =% -2. 32 -1l.4
TNLOSSC GROTP 7 =1 NULL -1.51 NULL =1l &2
TILOSOW GROTTP 1 5.92 4.61 4.9 4. 55 3.29
FCLOSSW GROUTR & 3.2 a.7 -0.15 0.4z -0.34
TPLZ232W GEOTP 3 0.01 -2.08 -0.32 -0.17 -0.17
FLLO3SC GROTP 4 -0.34 2.07 0.21 0.21 -0.03
TILOSZ2W GROTP 5 6,532 5. 26 5.43 5.02 4. 67
FDLO37C GEOUF 4 Z. 58 MNULL o.9 MNULL -0.17
TPLLlE3C GEOTP 5 -2.4 -2.12 0.69 2 1.538
FLLO3SC GEOTP 6 2.19 1.41 0. 56 -0.03 0. 33 |
THLET S GROTP 7 5.11 o 0.5 -0.07 -0.15 [V
£ 1l >
Selected Cells: 1,2 : 121,19

The data loader window after setting the identifier, information and data areas.

4. The contents of the data file will now appear in the data loader window. To set
external information on the rows (e.g. functional groups), click the Row Info
button, and select the appropriate column(s). J-Express Pro supports multiple
columns of external information, if needed. The column(s) containing the external
information are colored a shade of grey when selected.

5. Click the leftmost Info Headers button to select the cell(s) containing header
information for the Info columns, and then click on the relevant cells.

6. Click the Column Info button to select the row containing the column identifiers.
Click on any cell in the row containing column identifiers to select it. The row will
be highlighted grey.

7. Click the rightmost Info Headers button to select the cell containing header
information for the column identifiers of the previous step, if the dataset contains
such information.

8. Click the Data button to set the cells containing the actual data. Click the upper
leftmost cell containing a data entry, and then scroll to the lower right cell
containing data using the scrollbars. Hold down the Shift key on the keyboard and
click the last data cell. All the cells between the upper left and lower right cells will
now be selected as cells containing data. This is indicated on the spreadsheet by a
blue color.
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9. Microarray scanning and quantization sometimes result in missing values in the
dataset. J-Express Pro allows you to manually correct the missing values by
double-clicking on the cell with an erroneous value and then enter a new value.
This method usually becomes unwieldy in a large dataset. If there are a lot of cells
with missing values, the alternative is to use the missing values dialog. Click on
the Nulls button to bring up this dialog.

Select Impute Method

(%) Average of elosest row values || () ENN Mefhod
() Rew average k=

) Column average () Ulse s fxad value
() LiTmpute Adaptve

() LiTmpute Combined Ijl

[] keep Missing Indices [ i, ][ Close ]

Select the appropriate method for replacing the missing values from your dataset.

* Average of closest values. Calculates the average value of the data entries
to either side (if available) of the missing value, and then uses this average
in place of the missing value.

* Row average. Calculates the average of all the data values of the row the
missing values is a member of, and then uses this average in place of the
missing value.

*  Column average. Calculates the average of all the data values of the
column the missing value is a member of, and then uses this average in
place of the missing value.

* LSimpute Adaptive and LSimpute Combined - The Least Square impute
methods exploit correlated genes to draw a best fit straight line y=ax+b
through points representing the expression level of each sample. The idea
is then that if the expression of gene x is known, the regression model can
be used to estimate the expression level of gene y. Please refer to the
following paper for method description:

LSimpute: accurate estimation of missing values in microarray data with least
squares methods

Trond Hellem Bo, Bjarte Dysvik and Inge Jonassen,

Department of Informatics and 2 Computational Biology Unit, BCCS, University of
Bergen, HIB, N5020 Bergen, Norway.

Nucleic Acids Research, 2004, Vol. 32, No. 3 e34
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* KNN Method - It calculates the K most similar profiles based on Euclidian
distance of the row containing the missing value, and then computes the
missing value as the weighted average value of these profiles for the
column containing the missing value. Please refer to the following paper
for method description:

Missing value estimation methods for DNA Microarrays.

Olga Troyanskayal, Michael Cantorl, Orly Alter2, Gavin Sherlock2, Pat
Brown3,6, David Botstein2, Robert Tibshirani4, Trevor Hastie5, Russ
Altmanl

1Stanford Medical Informatics, Stanford University School of Medicine
Departments of 2Genetics, 3Biochemistry, 4Health Research & Policy and
and Statistics, 5Statistics and Health Research & Policy, and 6Howard
Hughes Medical Institute, Stanford University

Bioinformatics. 2001 17:520-525.

* Fixed Value - sets all missing values to the value specified here.

J-Express Pro is now ready to import the external data. Press the “OK” button to import
the data and close the Data Loader Window.

3.1.3 Importing lllumina data

The Illumina data import tool can be found under file -> load illumina data. With this
tool you can load illumina data exported fom the illumina system as tabular format.
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[lmina import

This will help you import samples and annotation
{ from & Illumnina output file, To start, select a
Tllurnina file below and click next

Choose Illurnina file

First, select the file you want to import. The Illumina data import tool requires all data
for the experiment to be in the same file.
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Ilumnatimport

Select samples to import IE

[] TargetiD b
H3.A%G_Signal
[]H3.Detection Pval
[ H3.MARRAYS

[ ]H3.ARRAY_STDEY
[]H3.BEAD_STOERR,
[ H3.Awg_MEBEADS
H1.4%G_Signal

[ H1.Detection Pval
] HL.MARRAYS
[TH1.ARRAY_STDEY
[]H1.BEAD_STLERR
[]H1.Awg_MEEADS
Hz.AWG_Signal
[]H2.Detection Prval
[ ]H2.HARRAYS

[ ]Hz2. ARRAY_STDEY
[]H2.EEAD_STDERR
[]Hz2.&wg_MBEADS
HC2. AYG_Signal
[JHZz Detection Pral

[]HC2 MARRAYS vl

=1

Select | AvG_Signal | [?]

Next, select the columns to import to your dataset. Choose only the data columns to
import, the annotation comes in the next step. If you type a string pattern in the Select
field, you can choose many columns at the same time.
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al
X

(%: IommaT port : 1

Select annotation ko import

B] [+l

[JHC3. ARRAY_STDEY
[]HC3.BEAD_STDERR
[JHC3.Avg_NEEADS
[THC1.AvG_Signal
[C]HC1.Detection Pval
[JHCL.NARRAYS
[JHC1.ARRAY_STDEY
[JHC1.BEAD_STOERR
[JHC1.Avg_NEEADS

[] sEARCH_KEY

ILMM_GEME

SYMBOL

[] CHROMOSOME
DEFIMITION

SYMOMYMS

[] sPECIES

[]s0uRCE

[J unisENE_ID
[JENTREZ_=EME_ID

[[] PROBE_CHR_CRIEMTATION
[] OHTOLOGY _COMPONENT
[JoMTOLOGY _PROCESS

Next, select the annotation to import. Clicking next from this window will start loading the
data, which may take a while.

The next windows shows the loaded data in various forms. The data tab shows the data in
a table. The plot tab lets you choose two data columns to plot against each other. From the
processing tab, it is possible to normalize the data with a quantile normalization method.
The order of the samples can be changed in the sample order tab. It some of the samples
share analysis groups, such as disease and normal, it is a good idea to put the samples from
the same groups next to each other.
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[mna Import

Formatted data

Data | Plat | Pracessing | Sample order |

ILMMN_GEME SYMEBOL DEFIMITION — SYMOMNYMS H3.AYG_.., HL.AYG_.., HZ. aYG_.., HZZ, AYG
16E1.2 15E1.2 Horno sapi... MGCT 29938 251.834 216.687 2024524 19?.@
2-FPDE 2-FPDE Homo sapi... 25425849 193,737 209.557 222
TEFP TEF Homo sapi.. |[GCP4 438.9a7 381.831 353.856A 409,
A5 TAS Hormo sapi... a0.26 52894 51.1849 a4,
mI1BG m1BG Hormo sapi.. |418; GAB: .. 73.887 B3.5448 63.1849 fd.
wIBP1 W2BP1 Hormo sapi.. FOsT; HRRM. . T2Te 579.233 B0.731 T,
w2 Tl A2 Haormo sapi.. |alpha 26M; C 407 399 2487349 279839 RZH.
w1 | WML Hormo sapi.. FLJ41587; | 71.432 636594 GE.6Y G4,
WIGALTZ WIGALTZ Hormno sapi... 136.724 103.066 100,714 114
WAGALT WAGALT Homo sapi.. |P1; AT4GAL. 137.822 109 694 96643 1481,
WA GHT BAGHT Homo sapi.. [alphadEnT,.. 95111 31.7494a 7982 36,
LT TN Hormo sapi... F9.145 BE.02 B5.778 71,
An s ITITe Hormo sapi.. rDRACALA,. . 853317 370,356 351.64 438.
WA WAICS Hormo sapi.. (SUR-5; FLJ.. 246719 208791 222273 263,
WACEL WACEL FREDICTE... 98 445 91.832 a4.731 99,
WA DAC WADAC Hormo sapi.. (CESSAT; .. F2.215 61.144 h8.26 GE.
wADAZL wADACLY Hormno sapi... 2228483 204 5596 172643 1
wADACL2 wADACLZ Homo sapi.. MGC72001 f0.31 3924 G1.2549 1.
wADACLS wADACLS FREDICTE... g1.411 a0.303 44 4048 I
aACACI A AAMAC 4 Hamn cani 2R N14 71 78 TN RAT 27 Iﬂ
(] 1Ll >

Find | IE [] Al colurns inside table E

Clicking next from this window brings up the final window.

33



[ £ et impoTt ; E W

Transform

(%) Mo transform, use raw values

() Log transfForm and use selected sample as base

H3. AvG_Signal
H1.AMG_Signal
HZ. AYG_Signal
HiC2. 4G _Signal
HZ3,AYG_Signal
HZ1.A%G_Signal

Create dataset

Dataset name Sample_gene_profile_annotate

In the transform dialog, you can log transform the data with a base (if the data contains a
base). Finally, specify a name for the new data set and click create dataset. The new data
will appear in the project window.

3.1.4 Importing Spot Intensity (Raw) Data

J-Express Pro allows raw data from microarray analysis to be imported directly. If you
have a format that is not currently supported here, you can specify your own formats in J-
Express Pro.

To begin importing raw data into J-Express Pro select File | Load Raw Data from the J-
b9

Express Pro menu bar, or click the - button on the J -Express Pro tool bar and select

Load Raw Data. Alternatively you can click the Open SpotPix Suite ( =!) button from
the J-Express toolbar or select Raw data | Open SpotPix Suite

This component is a framework for loading various forms of raw data. This data is
normally filtered and normalized before an expression matrix is generated. If the data you
want to load is already processed, you can use the load tabular data in the file menu
instead.
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Quick Start

If the data files you have is recognized by J-Express, you should be able to drag and
drop the files from your file system onto the experiment table.

il [l <]
Experiment Array Process  File Types  Data Set  Help

Experiment Design ! "Data | Process | Userinfo | Post Compilation
Experiment | -
Data Source Type |GenePix -
Array
Files
||| Datafibe | I
Imagpe File | (]| | [l uality Control
Drop || ——
1 - Channel1| |+
Files | e 2
Channel 2 | |«
e r e Cambing in-simay replicstes Yes - Objects -
Combing methad Median |~
Resull Data Ly Ratin |+

ElEEEE
3| (o] [a][=][=]

If the files are recognized, a set of default values will be selected. If the Data Source
Type box does not change and still have GenePix Selected while your files are not
from Genepix, you will have to manually explain to J-Express where to find the data

in your files. Please see help on the Tabular data to continue. If the file is recognized,
you may continue with experimental design and pre-processing.

Experimental Design

Underneath the experimental design block are some buttons. Locate the Add Experiment (
5 ) button, and click it the same number of times as the number of arrays you have, (not
included replicate arrays). Click the Add Replicate Column ( i1 ) button. This will add an
array column. Right-click all cells in the Array column and choose Add Array. Double
click all cells in the Experiment column and type in the name or identifier of each
experiment. The last column contains 1 arrows. To rearrange the order of the
experiments, click and drag the arrows up or down to their new location.

Save Experiment ([ ):
An experiment can at any point be saved by clicking the Save Experiment ( =¥ ) button.
The experiment will be saved as a J-Express Pro experiment with the suffix jex
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Load Experiment ([ ):
To load an earlier saved J-Express Pro experiment, click the Load Experiment ( &)
button. A J-Express Pro experiment has the suffix .jex

Remap files to different folder (=] ):

Sometimes you need to send project files to other people, who already have the data files.
Since data files often are quite large you can remap the project files to the new folder
instead of sending the all of the source files as well.

Load experiment fromfilelist( @ ):

Experiments can be loaded directly from a file list. A new row containing the array name,
array will then be added to the experiment, and the file location set. This is a quicker way
of adding arrays to the experiment than what was described above.

Reset File Location in Selected Dataset (& ):

This button resets the file pointers in the selected dataset. When a dataset is compiled,
pointers to the data files are stored in the dataset object so that image spots can be
extracted after data processing. Because it is not possible to change settings in a genepix
project belonging to a dataset, it is in theory not possible to remap the file pointers in the
dataset to a different location. This is however what this button does. If your data files are
located in a different folder than defined when the dataset was compile, use the remap files
to different folders, and then click this button to correct the pointers in the dataset selected
in the project tree.

Check that all arrays are from same batch ([&):

The [R] button tests whether all arrays belong to the same experiment. Arrays belonging
to different experiments can cause problems for instance if Combine in-array replicates
has been set to no.

New Experiment ([ ):

Click New Experiment ([ ) button to clear the current experiment.

Remove selected experiments ( & ):

To remove arrays from the experimental design list, select the rows of the experiment(s)
you want to remove and click Remove selected experiments ( & ).
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Compile:
When all arrays and processes (see section 3.1.4) have been added, click the Compile
button to start processing the data. The processed dataset will be added to the J-Express
Project Tree.

Linking the Datafiles
The data files that contain your experimental data has to be linked to each array image(

g ) in the array column (and replicate columns). First select the Data Source Type

from the pull-down menu at the top of the Data Tab. Next click on each array image and
set the file locations in the Data tab.

There are four different Data Source Types that can be selected:

¢ GenePix
e Affymetrix
e Tabular

* Project Dataset

3.1.5 Refining / Processing Raw Data

Most microarray raw data need further processing before analysis can begin. The
processing steps involve filtering and normalization of the data. Select the array you want
to process by clicking in the Array cell. Click the Process Tab. The Process Batch area
holds all the processes you want to carry out on an array. The processes have to be added
one at the time. Click the Add Process button.
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x
Filters
One Way Field Filter Two Way Field Filter
Normalization @ @
I Value Filter Ratio Filter
Other String Filter Manually Filtered
O Mewy Ok Cancel

The Process window offers Filtering, Normalization and some other options.

Filtering

One Way Field Filter - filters all spots with an attribute value above, equal or
below a specified value.

Two Way Field Filter - filters all spots with an attribute value above, equal or
below 2 times the value of another attribute.

Value Filter - filters all spots with a value above or below a specified value in at
least one or all channels.

Ratio Filter - filters all spots with a ratio above or below a specified value.

String Filter - filters all spots with an attribute equal or not equal to a regular
expression.

Manually Filtered - filters all spots manually marked to be filtered in Spot View or
Replicate View.

All filters have a [ | Filter button. Press this button to see how many spots that will be
filtered by this filter.

Normalization

J-Express Pro includes three normalization methods named MPI, Median and Lowess.
All methods require a two-channel dataset ordered in a <chl ch2 chl ch2 etc> format. If
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the data is not organized this way, you can do so by either creating a script that reorganizes
the columns in your dataset, or manually slide the columns in the tabular view and define a
new dataset. The columns can be slid by clicking and dragging the grey area above the
columns.

* Normalization can be carried out on the entire array, a block or a group of blocks
of the array. The groups are defined during the Quality Control.

*  Median - this is a type of single-parameter linear normalizaion. It normalizes the
data so that the median intensity is the same across the entire array.

e MPI - Martin Vingron at the Max Planck Insitute (MPI) in Berlin has contributed
the MPI normalization. It uses a regression method and applies a transformation of
the channels so that the ratio of most (including first those with high intensity)
spots becomes 1. For method description see

Processing and quality control of DNA array hybridization data
Beissbarth T, Fellenberg K, Brors B, Arribas-Prat R, Boer JM, Hauser NC,
Scheideler M,Hoheisel JD, Schuetz G, Poustka A, Vingron M
Bioinformatics; 11.2000; 16(11): 1014-1022.

Lowess - normalizes intensity dependent effects of the data, particularly at low and high
intensities. These effects may cause a "banana" shape of the data, which cannot be
corrected by linear normalization. Lowess combines features of linear least squares
regression with features of non-linear regression, by fitting simple models to localized
windows of the data to build up a function that describes the deterministic part of the
variation in the data, point by point.

The Lowess procedure is described in the article Cleveland, W.S. and Devlin, S.J. (1988)
"Locally Weighted Regression: An Approach to Regression Analysis by Local Fitting,"
Journal of the American Statistical Association, Vol. 83, p. 596-610.

When clicking any of the types of normalization, a window showing the before and after
normalization is opened.

[ x

1]

Plot Type

s
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s

=
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Waight window EI 1 ? 4 é |
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O TR .
HMuethod g.,. i E’a
[a_vs_m [ L S
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20 £l | 40 20 in 40 a0
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Set the Plot Type and other parameters. Click on the question mark behind the parameters
to get information on the particular parameters. Click the | | Plot button to see the before
and after normalization plots. Right click on a plot to change its appearance. For further
information on customizing plot appearance see section 3.8.2

You can define which genes you want to use as a reference for the normalization (such as
control genes) by clicking the Normalization source button. From the window that opens
you can create a sub-filter that removes all genes but the ones you want to use as a basis
for normalization.

One-channel data can also be normalized trough a script. A script to do just this can be
found in the resources/scripts folder. In the one channel case, all columns will be
normalized with regards to the first column.

You can remove a certain percentage of a quantile by entering the desired value in the
Subtract an X% quantile box. To end the refinement process after normalization, click
OK, or click the >> button to continue to the last step.

If the Lowess normalization method is selected a Parameters button appears in the lower
right corner of the window. Click this button to set the parameters used by the Lowess
method. In the Lowess parameters window that appears, you can click the question mark
to get a short explanation of each parameter. The parameters are:

*  Number of points — sets the number of points used for the regression line. Enter a
new value in this box if needed.

*  Weight window — sets the width of the Lowess window. Enter a new value in this
box if needed.

 [terations — this parameter sets the amount of Lowess iterations to use. Enter a
new value in this box if needed.

*  Method — This parameter defines the type of plot to base the Lowess regression
line on. Select a new method from this pull down menu if needed.

The final step of the raw data refinement is to choose which transformation method to use.
Select the method from the list provided.

* Logratios — transforms the data by the logarithm of the ratios of the channels
» Ratios only — transforms the data into the ratios of the channels
* No Ratios — leaves the data as it is

Click the OK button to complete the refining process. A new data node will be created in
the Project Tree below the raw data node.
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Other

* Plot - if you want to see a plot of the your data after having done some filtering or
normalizations, add a Plot process and move it to the position right after the
processes you want to see the result of. Click in the run column of the plot process.
This performs the above processes and plots the graph result. You can set different
colors for filtered and non-filtered spots. You can also choose whether you only
want to plot the filtered or non-filtered or both by checking the check-boxes.

*  Value Boundary - Set all fields with value greater than, equal to or less than a
certain value to a specified value. This can for instance be used to setting a floor
value for very low intensities. Use the target button and filter the attributes you
want to keep as they are, without being replaced by a floor value.

* Spike Viewer - Spike Viewer is used to examine the controls printed on the arrays.

x|

Controls f'aP.' [EI”H] \ .
Active |Group..| Color | Count | Stle |
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e (0313 (00 |00
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*SPT 20.31 2 |00 0.0 < Ph-t Type | [¥] Create Plot F| Lpdate Plof |
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On the left of the divider there is a search field and two tables. Locate the controls by
typing a regular expression in the text field behind the label Controls and press ] The 10
last used search phrases are saved and can be selected by clicking the [#] button. The
search result will be displayed in the top table. All spots from one control that are printed
on different places around the array, make up one Group. The number of members to a
group is displayed in the Count column. Each group get its own color. You can change
these colors by clicking on the colored rectangles and choosing a different color.

Choose the Plot Type and press|* | Create Plot. The spikes checked in the Active column
will be plotted with their specific colors, in the graph display window. Since you know
what the ratio for the controls should be, the plot lets you see if the data are skewed in any
direction. If you now look at the bottom table, you can see each of the control spots (or
spikes) listed.
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Click Copy Controls to Registry (), then click the Open Spike Control Registry (
(] ) button. Here you can set the expected ratios and tolerance limits (Setting the value 1
means tolerance of +-1). Click ok. Look back at the bottom table. All spikes that have
ratios within their expected ratio + tolerance limit will have a white row, while the others
will have rows that are colored red.

Click the [2] View Control Spots button. This will import all the control spots from the
array and display them in the Spots column of the lower table. You can now examine the
spots to see if the same control looks the same across the array. This may also help to
explain the reason if any spikes have ratios outside the limits. You can add other controls
that have a different regular expression by locating them the same way as before.

Click Copy Controls to Registry (! ). This will add the new controls to the registry. To
plot the new controls, you only need to L! Update Plot. It should only be necessary to
press the | | Create Plot button the first time, or every time you change the Plot Type.

*  Spot Image View - This component is similar to View Combined Image (section
GenePix), with the difference that it lets you see which spots have been filtrated
during the processing.

* Replicate View - Replicate image view can be used to examine replicate spots on
an array. In the table that opens all unique IDs will be listed, whether it has been
filtrated through filtering methods or manually filtering, number of replicates on
the array, and some ratio statistics. Select a row and click the Details Selected
button to get details on each of the replicate spots. You can also filter spots from
here if you wish. Click ok to add Replicate View to the Processing Batch.

Click OKk to add a process to the Processing Batch, New if you change your mind and
want to go back to the window where you select the processes, and Cancel to go back to
Processing Batch without adding anything.
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The processes listed in the Process Batch will take affect first when you press the [*]
Compile button, which is located in the lower left hand corner of the SpotPix Suite
window. This means that you can play around with different processes and see the effect
of doing different types of filtering and normalizations, before the final dataset is created
and added to the J-Express Pro project tree.

To run the processes, click one of the rows in the Run ( & ) column. This will process all
the processes from the top of the list, down to the row you clicked. If you wish to change
the order of which the processes are carried out, move a row by clicking and dragging in
the Move ( 41 ) column. If you want to reopen any of the processes click in the Open ( =
) column of the row of the process you want to open.

If you want the same processes to be carried out on all of your arrays, click the & Copy
To All button.
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3.1.6 GenePix

2 e [x]
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To link the genepix files to the array images (L ), click on each array and set the
genepix data and image files by clicking the Load Experiment( [ ) buttons in the
Data Tab. It is now a good idea to save the experiment. Save by clicking the Save
Experiment( & ) button, to the left of the divider, underneath the experimental
design.

Experiment | Search for image filesin folder

Search for image files in folder is only available for GenePix. The .gpr files are
searched for the name of the image files. Next the images in the selected folder are
mapped to the .gpr file. This is valuable if a project file is sent to someone else who
already have the image files. This basically sets the correct file path.

Experiment/Array (Data Tab)

Set the preferred selection for Channel 1 and Channel 2. For instance, if Channel 1 is
set to F635 Mean - B635, this means that the color of this channel is red (wavelength
635 nm) and that mean pixel intensity is used for the foreground. (Green light has
wavelength of 532 nm.)

 F —foreground

* B —Dbackground

* 635 - wavelength of red light

* 532 - wavelength of green light
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If dye swap has been carried out on an experiment/array, J-Express Pro needs to know
this. If that is the case, click the Dye Swap button on the dye swap array.

Experiment

Select the preferred values for the combo boxes at Combine in-array replicates,
combine method, and Result Data. Combine in-array replicates means that
replicates on the same array will be combined in some way, so that they are all
represented by just one value. If the Combine in-array replicates is set to yes,
remember to also set which method to used to combine the replicates.

Certain Objects can be saved to a project. An Icon will appear in the Object field. To
view or continue working with an object, double-click the icons. There are two
different types of object that can be saved to a project:

o e
« Spot View [#®] and Selection Container =55

These are described in more detail in section .

Quality Control

The [5] Quality Control button opens a window that allows you to examine the
quality of your chip. This may help you decide what how to normalize your data.

Fields | Flags | Groups
Red Color
B532 Median hd
Green Color
Mane e 1 2 3 4
Blue Colar
Mane -
j 5 6 7 8
Plot Type |Nermal [ |
B 10 11 12
B532 Median
13 14 15 16
e
[ ]

The Chip View window displays an array to the right, and three tabs to the left. The
three tabs are Fields, Flags and Groups.

Fields

The fields tab contains a red, a green and a blue channel. The three channels
represent the primary RGB colors. Each of these has a selection of settings that can be
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chosen from the combo boxes. The various settings allow you to examine how the
background intensities are in comparison to the foreground intensities for different
areas of the chip. Play around with different selections in the combo boxes. Slide the
color bars to tune the color intensities. Press the Plot button to update the chip view.
Looking at the picture above, which plots the background distribution in red and blue
channel, it is apparent that the background intensities are not the same all over the
chip. It is also possible to view the real chip image by right-clicking any of the
blocks in the array and select View Chip Image.

The Chip View can be saved as an image by clicking the Save Array View Image(
[E]) button. To save the scale bars for the different channels, click the Save Array
View Scale( [H]) button.

Flags

The flags tab allows you to see if there are many spots not found by GenepPix. Click
Add. Next click the 0 in the new added line, and choose -50. You can change color by
clicking on the black rectangle. Click plot. The chip view will now show the Spots
not found by GenePix. -100 means spot missing.

The Chip View can be saved as an image by clicking the Save Array View Image(
[E]) button. To save the Flag and flag color as an image, click the Save Array View
Scale( (=] ) button.

Groups

You can divide the blocks in the array into different groups. Select the blocks you
want in a separate group by clicking and dragging the mouse over them (the entire
block has to be inside the square that is drawn when clicking and dragging, in order to
be selected). Right-click on one of the selected blocks, and select Create new
Group. The selected blocks will now be removed from the original group and added
to the new group. If you want to add some blocks to a group that already exists, select
the group you want it added to in the group list, click and drag mouse to select the
new block(s), right-click and select Add Selection To Selected Group.

The selected blocks can be given their own color by Right-clicking on one of the
selected blocks, and selecting Set Block Color.

It is also possible to plot the various fields available against each other for a group.
Right-click and select Plot Block, or press the Plot Selected Blocks( 2 ) button at
the bottom left hand corner or the Chip View window. This will open an array
scatter plot window.
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The plot above plots the median/mean ratio for blocks 0, 4, 8 and12
Select the fields you want to plot at the X-axis and Y-axis pull-down menus. Choose
a Plot Type and click Plot. The plot can be saved by clicking the Save Array Plot
Image ([E]).

View Combined Image

The £ View Combined Image button opens the Chip Image View window. Note
that this only works for gene pix arrays. Also, it only works if you have added the jpg-
images for the gpr files.

[ Adpest Channels

& I el {0,107
(0L

Elue Channel {01

Scaling (100
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The picture to the right depicts the microarray combined of the scanned pictures from
the red and green channels.

* Adjust Channels - check to adjust the RGB color contrasts.
* Scaling - slide to zoom in or out of the picture

The color of the next four check buttons can be changed by clicking on the colored
rectangle.

* View Mask - check to draw a circle around the spot. This tells J-Express
where the spots are, and can also make it easier to see the spots.

* View Flags - check to draw a circle around the flagged spots

* View Filtered - check to draw a circle around the filtered spots. See that no
"good" spots are filtered.

* View User Filtered - By clicking the F button you can manually filter spots.
You can also manually filter spots in the replicate view window. When
selecting this checkbox, you can color the frame of manually filtered spots.

* Locate - Type the name or id of a spot to have it highlighted.

Open Linked File Value Table (& ):
Click Open Linked File Value Table ( &l ) button to open a spreadsheet containing all
the raw data values associated with each spot on the array.

Link Events To Open Value Table ([®):

Linking events to open value tables means that file value tables that are open, will be
linked to the spots in the picture. When clicking on the spots, the corresponding entry
in all the file value tables will be highlighted. This way you can see what values the

spot you click has in the data file. Note: The "View mask" checkbox has to be selected for
this to work.

F:
If you want to filter the spots manually, you can do so by click the button labeled F
before clicking spots you wish flag.

I:

To examine some spots further, make sure that "View Mask" is checked and click the
button labeled I. This will open an empty Selection container. Click on spots you
want to add to the Selection container. If more than one selection container is open
simultaneously, the spots that are clicked will be added to all of the selection
containers that are open.

The Selection Container
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The selection container contains location data and id of the spots you clicked.
Selecting entries in the Selection Container will mark the corresponding spots with a
light blue square in the Chip Image View window. If a File Value Table ( :&) is
open, the selection should be marked there as well. From the File Value Table you
can see the values of the entries in the Selection Container.

To clear a selection container press the Clear Selection Table ([Z]) button. To delete
rows from the selection container, select the rows you want to delete and press the
Remove Selected Elements ( £ ) button.

Find in-Array Replicates ( [ ):
To locate in-array replicates to the entries in your selection container, press the Find
in-Array Replicates (£ ) button. This will look up all the selected entries in the

selection container and add the replicates to the selection container if they exist.

Storing the selection container in a project:
The selection container can be saved to a project. To do so press the Store in

Experiment (& ) button. The icon @ will appear in the Object field of the data
tab. To start a new selection container, press the New Table button.

Click Get Spot Images ([2] ) button to view the selected spots on all the different
arrays.

7] eI
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The SpotView can be saved (=), printed ( =2 ), exported to HTML () and
stored in an experiment ( =¥ ). If the spotview is stored in an experiment, the icon
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will appear in the Object field of the data tab. The image can also be copied to
clipboard by pressing the Copy Image to Clipboard ( .2 ) button.

3.1.7 Affymetrix

E SpotPIX Suite efmir )
Experiment Atray Process File Types Data Set Help
IExperiment DEHER : Data | Process || Motes | Post Compilation
Sample Brray
‘ Data Source Type | Affymetrix [v] ‘
sample 1 @ i
Array
Files
sample 2 1t ) [E] auality Control
Data File |sample 1.cel
sampls 3 n =
Experiment
Base [v]
CDF File [samples .cdf | (=0

Result  (3) Log ratio with Base array as Reference () Absolute values

Alpha 1 0.04
Alpha 2 0.06 [ [ | Gonvert fram CEL to TAT ]
Tau 0.015 (Recommendied)

Create CDF and CEL readouts

To link the affymetrix files to the array images ( @ ), click on each array and set the
affymetrix data and image files by clicking the Load Experiment( [ ) buttons in the
Data Tab. Set the CDF File. If you need to do normalizations or present your results
as log ratios, select one of your arrays to use as Base.

Decide whether you want your result presented as Log ratio or Absolute values.

It is now a good idea to save the experiment. Save by clicking the Save Experiment(
) button, to the left of the divider, underneath the experimental design.

Quality Control

The =] Quality Control button opens a window that allows you to examine the
quality of your chip. All statistics used on probe pairs and probe sets are taken from
http://www.affymetrix.com/support/technical/whitepapers/sadd_whitepaper.pdf
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The table shown in this window displays information on each probe pair in your
dataset. A probe pair consists of two probes, one that matches perfectly to the target
mRNA (PM) and a probe where one mismatch (MM) has been introduced.

Each row has information on a probe set. A probe set is a collection of probe pairs, all
with the same mRNA as a target, located at different places around the array. Ideally
all PM probes within one probe set and all MM probes should have the same
intensity, or at least similar ratios of each probe pair. This is often not the case.

The table values can be presented in three different ways:
* Chart - each row has a graph area, where a red dash is drawn for each PM and
a blue dash for each MM. High intensities are drawn near the ceiling of the
row, low intensities near the floor of the row.

* Values - the absolute intensity values

* Log cells - displays the affymetrix scanned cells. These are in a shade of grey.
A black square means no intensity, a white square means maximum intensity.
The probe that has a mismatch introduced, should have lower intensity than its PM
variant. If the MM probe has higher intensity than the PM probe, an ideal mismatch
(IM) is calculated. To view the calculated ideal mismatches click the IM button. Click
forth and back between MM and IM buttons to see where an ideal mismatch has been
calculated.

If you are looking for particular probes, you can search for them using a regular
expression in the search field provided.

3.1.8 Tabular

51



If you have a data file type that is not supported here, you can define your own file
type for importing data. All user defined file types will be available from the File
Type selection combo box. Select a file type from the selection combo box, or click
the File Define Menu button to define a new file type, modify an existing file type or
import a user defined file type.

The File Define Menu holds a list of all User Defined File Types. From here you can
define new file types, edit a selected file type from the list or delete a selected file
type from the list. It is also possible to Import file types defined by others or Export
the defined file types so that it can be sent to other people. When you have finished
editing your File Define Menu, click OK to go back to the SpotPix Suite.

Click the = Create New button to define a new file type to open the Define File
Type window.

7] @
File

Comiment

Narme ;&.GILENT . I Agilent Data Cutput
Column Deflimiter tah ~ *
HOBON F Other Elements stional
[=] Rine Containing & Fass Zone ProbelUiD {ptionaly e
jans cohe fTahel L) ST Block Header Name  Zone |
(] Row Nr. | 9 | MdHeader Name ProbeName | e == |
Header Keywords I‘.paiﬁ.;_ﬂ_‘}%_p_‘_‘?ﬂ?_‘_-_r!'_!?_ {for replicate comidning :C - |
Line Search limit | 50/ e - '
= Spot X Header Name  Position |
s . Identifiers header (comma delimited) Spot ¥ Header Name  Position |
= ' I I ieMame, Systematichame I'_'Ies-:ripﬁ-:ln. Hags -IEIE"—[EIF—IEQ—I
[ RowMNr. | 10] s ’ |
| End Row
=] End of fil Suggested data Columns Test File
[ Empty Line CH1 fBGSubSignal @] Open || Parse |
[l Endoffile- | ol CH2 gEGSUBSignal ] Test File Set
(] Row Containing |
I I I I I I |
FEATURES |Featurehum Row Col Pass unigene_c... Zone FrobellD  |(ConfrolType Pl
DATA 1 1 1 -1 1 ] 1 Fi
| |DATA, 1 1 2 1 a 1 1 1 C,
| |DATA 3 1 3 2 a 1 -1 - 20000 0
DATA 4 1 1 3 1] 1 1 1
DATA 5 1 5 4 0 1 -1 - 20000 0
DATA & 1 ] 5 0 1 1 1 C.
DATA 7 1 7 B 0 1 A -20000 0] |
| |DATA B 1 B T Hs 55968 1 2 LI 2>
2l | [ »

Fill in the File Type Properties to define the file type.

* Name: the name will be added as an identifier of this file type to the File Type
combo box in the Data Tab in SpotPix Suite.
e Column Delimiter: The columns can be delimited by either tabular, comma
or space.
* Header Row :
o Row Containing: Type the headers for this filetype, separated by
commas.
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o Row Nr.: If you know the header row to always start on the same row
number, you can select this option and enter therow number.

o Header Keywords: If you drag and drop files into the SpotPix Suite
Experiment Design area when setting up the experiment, the header
keywords typed in this text field will be used to identify the file type.

o Line Search limit: Normally the header row is found somewhere near
the top of a file. Some files can be quite large, and searching through
the entire files for the header keywords can be time consuming. It is
therefore a good idea to set a limit for how many lines of a file should
be searched. If no hit on the header keywords are found within the first
e.g. 50 lines, the file will be reported as unknown file format.

Start Row: The index number of the first data row

o Header +: use this if you do not know the exact row number, but you
know that the first row starts a certain number of rows after the header
row.

o Row Nr: If you know the first data row to always start on the same
row number, you can select this option and enter the row number.

End Row

o End of file: end row is the last row in the file.

o Empty Line: end row is the last row before an empty line.

o End of file - : end row i1s a certain number of rows before end of file,
i.e.: end of file minus a certain number of rows.

o Row Containing: end row is a row containing a specific text or a
regular expression.

Comment: short description of this file type.

Id Header Name (optional): the name of the column containing the spot
identifications

Identifiers headers (comma delimited): type the header of the identifier
columns in this text field, and separate each header by a comma.

Suggested Data Columns: here you can set default columns to use for a
particular filetype. When a file is dropped into the SpotPix Suite Experiment
Design area when setting up the experiment, the default suggested data
columns will automatically be set for channel 1 and channel 2.

Other Elements (optional)

o Block Header Name: this column holds which array block a spot
belongs to.

o Row Header Name: this column holds which array rows a spot
belongs to.

o Column Header Name: this column holds which array column a spot
belongs to.

o Spot X Header Name: this column holds the x coordinates of the
spots. This will be used by the Quality Control component to identify
where the spots are.

o Spot Y Header Name: this column holds the y coordinates of the
spots. This will be used by the Quality Control component to identify
where the spots are.

o Flags: this contains information on whether the spots are flagged or
not.
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You should now test your file format. Click the [E] Open (Choose a test file) button.
See that the Test File Not Set label changes to Test File Set, and click the [“ | Parse
button. The result will be displayed in the lower part of the window. If everything
looks as you expected, click OK. If it doesn't look as it should, check that all your
parameters are entered correctly. Remember that all Header Names must be entered
exactly as they appear in the file.

Experiment/Array (Data Tab SpotPix Quite)

Except for a couple of things, the rest of the experiment setup for user defined data
type is very much like GenePix data type, see section 3.1.5.

If your dataset have only one channel, check the Single Channel check box, and set
which array you want to use as a base sample for log ratios and normalizations. Set
the preferred selection for Channel 1.

If your dataset have two channels, see that the Single Channel check box is
unchecked. Set the preferred selection for Channel 1 and Channel 2.

Note: No objects can be saved to the Project Dataset data source type.

Quality Control

The Quality Control of User Defined data type is the same as for GenePix, see section
3.1.5.

See section 3.1.4 for information on filtering and normalization of the data.

3.1.9 Project Dataset

Project Dataset is used to refine raw data that has been loaded as tabular data (section
3.1.2). Such data has every other data column for one channel and the rest of the data
columns for the other channel. Select the raw data node in the J-Express Pro project

tree and open the SpotPix Suite by clicking the Open Spot Pix Suite ( =) button, or
selecting Raw Data | Open Spot Pix Suite.

Set Data Source Type to Project Dataset. Click *= Create Experiment. This will
set up the entire experiment for you, selecting the first and second data column as the
two channels of array one, third and forth data column as the two channels of array
two, etc. You can change the array data columns for an array by selecting an array
from the Array column in the Experimental Design table. Then set the columns you
want to use as the Foreground and Reference columns in the Experiment / Array
Specific section. Set the column containing Replicate ID info from the combo box, if
it exists.

It is also possible to set up the experiment manually as described in spotpix, section
3.1.3. If you choose to do so, you have to click on each array in the Array column,
and set the Foreground and Reference Columns.
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Experiment

Select the preferred values for the combo boxes at Combine in-array replicates,
combine method, and Result Data. Combine in-array replicates means that
replicates on the same array will be combined in some way, so that they are all
represented by just one value. If the Combine in-array replicates is set to yes,
remember to also set which method to used to combine the replicates.

Note: No objects can be saved to the Project Dataset data source type.

See Processing/Refining Raw Data, section 3.1.4 for information on filtering and
normalization of the data.
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3.2 Robust Multi-array Average (RMA)

RMA is an algorithm used to create an expression matrix from Affymetrix data. The
raw intensity values are background corrected, log2 transformed and then quantile
normalized. Next a linear model is fit to the normalized data to obtain an expression
measure for each probe set on each array. RMA is very easy to use in J-Express, a
description follows further down on this page. All transformations and normalizations
change the data, and it is highly recommended to understand how. For more on RMA,
see:

o Irizarry, R. A., Hobbs, B., Collin, F., Beazer-Barclay, Y. D., Antonellis, K. J.,
Scherf, U.,
Speed, T. P. (2003). Exploration, Normalization, and Summaries of High
Density
Oligonucleotide Array Probe Level Data. Accepted for publication in
Biostatistics.

(e [x]
l/ Main settings |/ Detection calls |/ Filter settings
CDF File

h&nne-KristimMy Documentsidataiafismall-sample-datasetlRAEZI0A CDF

RMA Options
Background correction Log scale
Quantile Normalization Show progress maonitor

CEL Files

didataraffysmall-sample-dataset040604A4_BrCh0.1_2di-3.CEL
sidataraffysmall-sample-dataset'D40604A4_BrCh0.1_JhrA-1.CEL
Add...
Remove all
4| M I
Close Run RMA

3.2.1 Memory usage:

RMA uses a lot of memory since it works on all arrays at the same time. If you
encounter memory problems, you can increase the java heap size. See here how you
do that for J-Express.
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3.2.2 How to load affymetrix data using RMA:

1. Open RMA from File | Load Affymetrix Data Using RMA
2. In the Main settings tab:

1. Locate the CDF File. J-Express will automatically look for CEL files
in the same folder as the .CDF file and add them to the CEL Files list.

2. If .CEL files have been added to the CEL Files list, view the list to see
that it contains the ones you want to use. If you need to make any
changes to it, use the Remove and Add buttons to get the files you
want.

3. Select the RMA Options you want to use. Large datasets, e.i. more
than 10 .CEL files may take long to process. It is then a good idea to
check the Show progress monitor so that you can see that it is
working and to monitor memory usage.

3. Ithe Detection calls tab:

1. The detection algorithm calculates a score for each probeset that is
used to call a transcript present, marginal or absent. The sensitivity and
spesificity of the detection algorithm can be adjusted by changing the
Alpha and Tau parameters.

1. Tau influences the detection p-value, which is used to call a
probepair present or absent. Increasing the threshold Tau can
reduce the number of false Present calls, but may also reduce
the number of true Present calls.

2. Probe sets with detection p-value lower than Alpha 1 are called
Present.

3. Probe sets with detection p-value higher than Alpha 2 are
called Absent.

4. Probe sets with detection p-value in-between Alpha 1 and
Alpha 2 are called Marginal.

4. In the Filter settings tab:

1. Minimum percentage of 'Present' genes: means that genes that have
less than e.g. 50 % Present calls for all arrays will be removed.

2. Maximum percentage of 'Absent' genes: means that genes that have
more than e.g. 50 % Absent calls for all arrays will be removed.

Press Run RMA.
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3.3 The Project Workspace

The project workspace is organized around the project tree. The project tree is rooted in
the project folder, and provides easy access to any subsets of the data that you define by
branching. A module is a subset of data in J-Express Pro. A new branch is created every
time you add a data file, clone or transpose a dataset, or by branching off a selection of
profiles. Whenever a set of profiles is branched, a new branch is added to the project tree
under the currently active node. Data analysis can be performed on any node in the project
tree below the project folder. An exception is for raw data sets that need to be refined to
gene expression data sets before analysis. Any node in the project tree can be renamed by
double-clicking its label, and then entering a new label and pressing enter. The number of
rows and columns of data in the dataset is shown below the project tree. The image below
shows a project with 121 profiles with 18 states for each profile.

[=1-i_} Test Project
[, diauxic_shift bt

[ alphai-15_2

[ yeast

- [E], Yeast Elu

=[5 Raw data

- L[d Refined
[&] leukermia,bxt

[&]: Malaria

Rows T463

Columns 11

Last modified WWed 5 Mar 2008 20:25:48
Column groups [

Row groups [0

A project tree with branched subsets.

In addition to simple branching of data subsets, J-Express Pro supports the following basic
operations on data nodes in the project tree:

1. Clone

2. Clone to root
3. Transpose
4. Delete

Advanced operations on datasets such as filtering and creating a sub data set are described
in separate sections in this chapter.

To clone a node in a project:

Select the node you want to clone by clicking it in the Project Tree. On the J-Express
Pro menu bar select Data Set | Clone Dataset. A new node containing a copy of the
selected dataset is created on the same level in the Project Tree.
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To clone a node to the root of the Project Tree:

Select the node you want to clone to the root of the Project Tree by clicking the node
in the Project Tree. On the J-Express Pro menu bar select Data Set | Clone Dataset to
Root. A new node containing a copy of the selected dataset is created on the top level
of the Project Tree.

To Transpose a node in a project:

Select the node you want to transpose by clicking on it in the Project Tree. On the J-
Express Pro menu bar select Data Set | Transpose Data. A new node is created on
the same level in the project tree containing a transposed version of the data.
Transposing the data is handled similarly to a matrix transpose operation in linear
algebra, an MxN matrix is turned into an NxM matrix by letting the rows in the
original data set become columns in the transposed dataset.

To delete a node from a project:

Select the node you want to remove from the project by clicking it in the Project Tree.

Right-click the dataset and select delete dataset.

All nodes are labeled with an icon related to the method used when the set was
created.

Note: Selecting a different node in the Project Tree simply selects the dataset
corresponding to that node, and does not update any method windows you may have
open with the new data.

Project tree icons

=

=] = <3 O e 1

e =

Project Folder (top level)

Data from file

Transposed data

Hierarchical Clustering data

K-Means Clustering data

PCA data

Self Organizing Map data

Filtered data

Cloned (or other subset generating method)
Profiler

Extracted rows or columns

click

EH @ B A

M EE D E @

The following icons are symbols for result windows
(generated by put in tree ) and can be opened by a double-

Dendrogram

PCA Plot

Gene Graph

Thumbnails
MultiDimensional Scaling
Spot View

GSEA result

SAM result

Rank result

A cluster list
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o] Similarity Search
Group controller
High level normalized data (from the create
sub dataset component)
= The columns of this dataset has been re-
arranged
(& Feature Subset Selection
= Multidimensional Scaling
Impute Missing Values
IE' Search and Sort Search and Sort
Data from Corresponence analysis
] Data from fold change
Data from gene graph
Data from gene ontology
b Data from gene set enrichment analysis
El Data from pathway analysis
Data from gene graph
Data from gene graph
Dataset Viewer

Right click a node in the project tree and select View dataset to display basic statistics for

the node, and choose which info columns to keep visible. Alternately you can click the
button on the J-Express Pro tool bar. From this component, you can change all elements in
the dataset main matrix. The Values tab shows a spreadsheet of the dataset. Double-click a
cell in the spreadsheet to alter its value. Note that this change will take effect immediately.
Right-clicking an info row or column will also give you a choice to delete that
row/column. New rows or columns can also be added from this menu. To keep track of
the changes you’ve made, check the Submit changes to meta data box.

The Value Distribution tab shows a histogram of the distribution of the values in the
dataset. In addition, the mean, maximum/minimum values and the median of the dataset is
shown, as well as the number of missing values replaced/interpolated. The number of
Histogram Bins refers to how many bars should be used to represent the value distribution.

The Info Fields tab lets you select which fields should be shown when displaying
additional information on a profile, both for rows and columns. Check the items you wish
to display, uncheck to stop displaying them. Check the items you wish to display, uncheck
to stop displaying them.
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Note: To view data, use the search and sort window.

To manipulate or change the annotation, use the annotation manager

3.3.1 Project Thumbnails and Info/Metadata

Below the Project Tree window are two windows displaying information about the
currently selected dataset at a glance. Project thumbnails give you a low-detail graph
showing all the profiles in the dataset (this can be changed to only show the selected
profiles).

Click the two squares at the lower right of the window to toggle between showing the
current selection, or all profiles.

 TTham bV rew

A project thumbnail showing a dataset containing 2467 profiles.

To change the colors in this window, go to settings -> options and change the global color
scheme.

Meta Info Icons

The dataset has been unlinked from the parent
Root, This node does not represent a analysis step dataset. See explanation above (link)

HEE]
%]

Appears for projects created by J-Express Pro, The columns of this dataset has been re-arranged
version 1.0. These projects have do not have a Parameter Tag, and
is therefore given the tag Old Meta Tag

The dataset has been created by the similarity search

[

A DataSet produced by the SpotPix suite. This is
loaded from raw data.
The dataset has been created by the profile search

H

A Sample in the SpotPix experiment

@ §E i E W
= =
g g

The dataset has been created by the create groups
An actual array in a sample in the SpotPix experiment component

=

M

A process bach in an array The dataset has been created by the group manager
component
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A process in the process batch

A loaded dataset (tab delimited)

A cluster in a k-means clustering window

A cluster in a Self-organizing map component

Gl [ [ @[]

Data produced by a hierarchical clustering branch

Data produced by a GSEA branch

Data produced by a SAM branch

Data produced by a hierarchical clustering branch

B #F &

Data extracted from a PCA window

=

The dataset has been linked to parent and does no
longer contain its own data. The data in this dataset belongs to the
parent and changes made before this step on this dataset will be
discarded. DataSets are linked to save space. After for instance a
filtering step, only a few data rows are removed and it is a waste
of space to copy all rows in the new dataset. The Link and Unlink
steps are normally transparent from the user and handled
automatically by J-Express. It is however possible for the user to
relink or unlink a dataset manually

]

component

component

[=

The dataset has been created by the filter dataset

The dataset has been created by the create sub dataset

The dataset has been created by the feature subset

selection component

The dataset has been created by the impute missing

values component

The dataset has been created by the multidimensional

scaling component

The dataset has been created by the correspondence

analysis component

component

]

component

The dataset has been created by the dataset viewer

The dataset has been created by the search and sort
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Motes and Weta Data

0 Notes | 71 Meta InF-:nl
File Edit Farmak Skyle

1= B]lz][g]

TestDataSet
Subset of the data used in the paper:

Cluster analsis and display of genome-wide expression patterns.
Eizen, M., Spelliman, P., Browwn, P, and Botstein, D, (1998).
PrAS, 95:14863-14868.

The User Info tab provides a text area where notes can be entered without leaving J-
Express Pro. These notes will be saved with the project. Note: Each dataset in a project has
a separate space available for notes. Thus, you can have one set of notes describing the
entire dataset, and another describing a particular subset of interest. The normal basic text
editor properties are supported. Select File | Open to import a text file into the Info tab,
overwriting the current content. Select File | Save to save the contents of the User Info
area to a text file. To print the User Info, select File | Print. To get a preview of how the
user info will look printed out, select File | Print preview. You can cut, paste, and insert
text using the Edit menu. To change the look and style of the text, use the Format and
Style menus. From here you can change fonts, font size, font color, and change the
alignment of the text.

. 4
Process List | Process Parameters

|£| Rook Parameter Walue

|_‘_:| SpokPix Experiment File: Mame Z:\datatmalarial TP_01a.gpr
N Image Mame C:ldataimalarial TP_01a.jpg
. —
El Cve Swap Mo
Channel 1 F&35 Median

- Process Batch Channel 2 F532 Median

Sample

Sample

[ I'L.J_'| Sarnrile

The Meta Data tab provides information on how a particular dataset was generated in J-
Express Pro. The information includes source data file, how the data was imported into J-
Express Pro, and how the subset was generated, if applicable. This feature helps
documenting how the analysis results were obtained in J-Express Pro, and makes any
saved analysis easy to recreate for others. Each dataset in a project has its own Process
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List. As new datasets are added to the project tree, the Process List will be updated with
the proper icon reflecting how the dataset was generated. The Process Parameters and their
values of each process can be viewed by clicking on the icons in the Process List.

3.3.2 Showing / hiding project workspace windows

If you close any of the project workspace windows, selecting Settings|Windows|Project
Tree/Thumb View/Info|Show from the J-Express menu bar will bring the respective
window back. Choosing Hide from the same menu will hide the respective window,
whereas choosing Reset size and location will reset the window to its default size and
position. To reset all project workspace windows to their default size and position select
Settings | Reset All Windows.

3.3.3 Changing colors and fonts
You can change the colors used for displaying profile values throughout J-Express Pro. To
do this, click the Fonts and Color Settings button ( ) from the J-Express Pro tool

bar, or select Settings | Options from the J-Express Pro menu bar. This opens the Settings
window.

3 Eal=i3
Colars | Table Fonts || File Lacations | Data | Met
0%  100%

Positive (Upregulated) values I:l-
Megative (Downregulated) Values:l-
Srale Colors
0.0 Calar I:l

Color Scheme Missing values -

Item 1 :v Scale Form

[ Apply Color Scheme ]

[ Rename Scheme ] A

[ New Calor Scheme ]

[ Delete Current Color Scheme ] ]

The Settings window contains four tabs: Colors, Table Fonts, File Locations and Data.

The Colors tab lets you select the colors used for displaying profile values. The four
topmost color selection boxes are used to select the colors used for positive (upregulated)
and negative (downregulated) values respectively. The 0% boxes sets the colors to be
used when a value is close to zero, and the 100 % boxes set the colors to be used when a
value is close to the maximum/minimum values of the dataset.
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Scale Colors - the number in this box sets the number of colors for each color scale. This
affects how coarse/fine each color scale is. A larger number creates a more smooth color
scale; a smaller number produces a more coarse color scale.

0.0 Color - this color selection box allows you to set the color used to display zero values.
Click the box to change to color.

Missing Values (Dendrogram only) - this color selection box allows you to change the
color used for displaying missing (replaced) values in a dendrogram.

Scale Form - The color curve defines how quickly the color scale changes from the
minimum value color to the maximum value color. Move the two blue boxes to alter the
color curve. To have a completely linear color curve move the boxes to the center of the
color curve area.

Changes made to the color curve are shown on the right side of the window, allowing you
to interactively alter the colors used to suit your needs.

The Table Fonts tab lets you change the fonts used on info tables in J-Express Pro. The
Sample area shows the look of the font you currently have selected. To change the font
used select new fonts from the Font pull down menu. Select the style of the font (i.e. plain,
bold, italic, bold italic) from the Style pull down menu. Change the size of the font used
by changing the value of the Size box. Check the Use Group Colors box to show info
column text in the color of the group a profile is a member of.

You can create multiple color schemes and save/load them between projects.

The File Locations tab allows you to set the paths to Plugins, Pathways, J-Express Root,
Libraries, SpotPix Files, Chromosomes Files and User Setting File. If several users share
certain files, the paths to common repositories can be set here.

» Pathways - set the path to files used in J-Express Pro Pathway Analysis.

* J-Express Root - if J-Express is installed at one place for several users, you can set
the J-Express Root path.

* Libraries - set the path to libraries here.
* SpotPix Files - set the path to SpotPix files.

*  Chromosome Files - set the path to files containing chromosomal coordinates,
used in Chromosome View.

» User Setting File - set the path to user settng file.

* GO Files — Gene Ontology analysis files
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Settings

Colors | Table Fonts | File Locations | Data ||E|

Pathways |resources'l,PW |
J-Express Roaot * |C:'|,projects'l,JExpress'l,current |
Libraries * |Iib

SpotPix Files expetiments
Chromosome Files  |resources|external
User Settings File * | |
GO Files |resources'|,GO |

* 1 J-Express must be restarted for these settings bo take effect fpply

The Data tab

I Settings

| Colors || Table Fonts || Fils Lcu:ationsl Data ]E|

Maxinum Fraction Digits :5]
Minirmum Fraction Digits

Open Search and Sort after compile  []

Cpen Genearaph after compile
Automatic Antialias For less than profiles
write as float precision (wARMING)

This option halves the size of project files, but saved files
are not compatible with older 1-Express wersions

e Maximum Fraction Digits - The maximum number of fraction digits to use in all J-
Express charts

e Minimum Fraction Digits - The minimum number of fraction digits to use in all J-
Express charts

*  Open search and sort, and open genegraph after compile — opens the
corresponding window after a compile in the spotpix suite
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* Automatic antialias — when opening a genegraph, antialisasing takes a long time to
perform for many genes. Setting this value will automatically apply antialisasing if
the number of profiles to display is below this number.

*  Write as float — store the data values as 32 bit float numbers instead of 64 bit
doubles. Some precision may be lost from the numbers, but the size on disk will be
half for the data values. Generally, 32 bit float has more than enough precision for
microarray data.

Click the OK button to use the current settings, and click Close to close the Settings
window.

3.3.4 Saving Projects and Exporting data

To save an entire Project:

LY

1. Click the File button (“-) on the tool bar, or click either File or Project from
the J-Express Pro Menu bar.

2. Select Save Project. In the dialog that appears, browse to the directory where you
wish to keep the project, enter a file name, and click OK. The project tree and all
Info/metadata for nodes in the Project tree will be saved.

Save tabular data:

1. Select Save Tabular. In the dialog that appears, browse to the directory you wish
to keep the exported data, enter a file name, and click OK. This will export the
selected dataset into a tab-delimited format text file, with all available information
and identifier areas, as defined in the Load External dialog. Information and meta
data from J-Express Pro is not exported.

3.3.5 Creating and Managing Groups

The gene groups in J-Express Pro allow you to highlight sets of profiles that are of interest.
Group membership is indicated in the program by its color. Groups can be created from
selections made in all the tools in J-Express Pro. Group management is handled through
two windows: Create Groups and the Group Controller.

You can create groups of genes or groups of samples.
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Grouping -alphai=18"2

Create Groups | Create Pairs
Texk Selection
Selection String [] Gase Sensitive
Index Infa O Groups
0| FALOI1RC 1] ~
1| FEL1ZSW T}
2| YPRI13W (i =
3| TNLO5BC [
4 | FILOBOW n
5| FCLOSSW [
& | YPL232W T}
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& | FILOZZW 1
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10| ¥PL1£3C [1T]
11 [¥DLO3C 1]
12 [ THL279W [
13| FLE415W n
14 [ ¥ELODZW [
15| ¥ELONEC [
16| TDL1ZEW T}
17 | ¥GRO24C T}
18 | ¥GLOSIW [
19 | TEROZEW T} [v]
CaTullihta Li=lalvulad L L1} L
Table Wiew
Fit: samples in window Rows [] Calumns
Selection
Selected: 0 [=] Invert Selection
[#=] Create Group
Update selection

The Create Groups window provides a direct way of creating a new group.

Creating a group from scratch:

Bring up the Create Groups window by clicking the "= button (Create Groups)
on the J-Express Pro toolbar, or selecting Methods | Create Groups from the J-
Express Pro menu bar. You have several ways to select the profiles you want to
include in the group.

To select profiles based on a shared prefix in the information columns (or select a
single profile by its name), enter the name or prefix in the Selection String text
field. For instance, to select all profiles starting with YLW enter y1w in the
Selection String field. To differentiate between uppercase and lowercase names,
check the Case Sensitive box (more advanced grouping trough a text search can
be done trough the search and sort component). You can switch between creating
row groups and column groups by checking and un-checking the Rows and
Columns boxes.

Alternatively you can select profiles directly from the list by clicking on them. To
select several consecutive profiles simply click and drag in the list or select the first
profile you want to select, scroll to the last profile you want to include and then
hold down shift on the keyboard while clicking it. To remove profiles from a
selection, select them using the methods described. To finish creating groups select
a color for the group’s highlight by clicking on the Color button and selecting a
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color from the color selection dialog that appears. Then click the Create Group
button.

Another group can be created containing all the profiles not in the first group.
Click the Invert Selection to select all profiles not selected and unselect all
profiles that were first selected. Give this group a different color and click Create
Group.

A group can also be branched off to give it its own node in the Project Tree. To do
this simply click the [ button. A new node will be added below the current one
in the Project Tree labelled with the symbol .

The group can be given a certain color, name and description trough this interface.
To show in the different charts, the group must be active. All these properties can
be changed trough the group controller later.

Group Color |:|

Group Mame
Ackive

Description

Creating Groups from an analysis window:

Using the group functionality in a dendrogram or selecting a cluster in the K-Means
clustering window both define a subset of profiles that can be used to create a new group.
In general, all functions that result in the creation of a new tab in a function window (such
as zooming on a branch of a Hierarchical Clustering tree) can be used for creating new

groups.
3.3.6 Defining sample pairs

Paired analysis require you to first define which samples belong together in pairs.

=l
1. Select Create Groups / Pairs from the Data Set menu or click on the
(Create groups / pairs) button.

2. Click on the Create Pairs tab.

69



After generating the tab you wish to create a group for, make sure the tab containing the
data is selected, and then click the Create Group ( ) button on the toolbar of the
window containing the tab. To manage all groups created, open the Group Controller, by

clicking the button on the J-Express Pro main window toolbar.

Grouping -yeast 1

Create Groups | Create Pairs |

Pair table annokation

Column annotation | Colurn info 0 M

Createfremove pairs

Samples Group 1 Group 2
alpha 0 l:]
alpha 7
alpha 14
alpha 21
alpha 28
alpha 35
alpha 42
alpha 49
alpha 56 [ Add pair --== ]
alpha 63
alpha 70 [ << --Remove pair ]
alpha 77
alpha &4 |
alpha 91
alpha 93
alpha 105
alpha 112
alpha 119
=

E!LI 30 [1]

Ackion

Flip selected pair(s) ] l Store grouping

1. Press the Ctrl button and click on the two samples you want to pair up. If you
are using mac, you should go to the Data Set menu and rearrange the columns
so that the pairs are next to each other in the list before creating pairs.

2. Click the Add pair button. The paired samples will now be removed from the
Samples list and added to the paired list.

The direction of the pair should be the same for all pairs. If some of the pairs appear
in the wrong order, select them and click Flip selected pair(s)
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3.3.7 Managing Groups:

The Groups window contains a list of all created groups. In addition the number of profiles
contained in each group is shown in the column labelled "Count". The list is hierarchical,
so if a profile is a member of several groups, the topmost group membership is the one that
is applied to the profile when displayed. For instance, if a profile is a member of both
groups 1 and 3 in the image above, then J-Express Pro will display the group as a member
of group 3 since this group is higher in the list.

( roups :Eg

Copy  Comhbine  Delete  Wiew  Help
T1EBE B WYE

Group list and priority

Active  Group Mame Calor Count Skyle
- .
orange - Bt
Al Indexes - 121 J
Group Description
Components
[¥] Rrows [ Columns

[ Lipdate all Components ]

Change the name of a group by double-clicking the Groug Name entry and entering a
new one. To move a group up or down in the list use the 4 and d buttons to the right of
the list.

If you want to temporarily disable the highlighting of a group, uncheck the Active box to
the left of the group’s name in the list. To re-enable the highlight for the group, check the
Active box again.

To change the color of a group’s highlight, click the Color box of the group. A color
selector dialog opens that lets you choose a new color .

To copy the groups to children nodes in the Project Tree select the Copy Group to
Children ( 1 ) button.

To copy the groups to the parent node in the Project Tree click the Copy Group to Parent
( T ) button.

To perform a logical AND operation on groups, select the groups, and then click the AND
button. This will create a new group containing only the profiles that are members of a//
the selected groups.

To perform a logical OR operation on groups, select the groups, and then click the OR
button. This will create a new group containing the members of all the selected groups.

71



To display the contents of a selected group in a spreadsheet, click the Show group in
table button ( EH ). This will open a spreadsheet window containing the data of all the
profiles in the selected group.

To display the contents of a selected group in a Gene Graph window, click the Show
group in graph button ( ). This will open a gene graph window containing all the
profiles of the selected group.

To display thumbnails of all defined groups, click the Show all groups as thumbs button
( ). This will bring a window similar in function to the K-means window showing
thumbnails of all defined groups. See section 3.4.2 for additional informati on.

To branch the data contained in a selected group into a sub-node of the project tree, click
the Branch data button ( =] ).

To remove groups from the list select the group you want to remove by clicking on its
entry in the list, and then clicking the Delete Group button ( W ).

To remove groups and the profiles associated with the group from the data set completely,
select the group from the list, and click the ¥ (Delete Group From Data) button.

The information contained in the group controller can be written to a Group Legend by
clicking the (=] button, and then saved.

All these functions are also available from the Group Controller menu bar.

Note: Changing group color and hierarchy does not take effect until you click the Update
All Components button.

Click the Close button to remove the Groups window.

Note on selections:

If you have several windows open, profiles you have selected in one window will remain
selected in the others. For instance, if you can select a profile of interest in a Hierarchical
Clustering Window, the profile will be automatically selected when you open a Find
Similar Profiles window. If changes you make do not take effect immediately, press the
button (Update and Repaint). Additionally the selected data can be shown in a Gene
Graph viewer simply by opening a new Gene Graph viewer with data selected.
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3.4 The Gene Graph Viewer

The Gene Graph Viewer provides a detailed graphical and interactive view on a set of
expression profiles. Several profiles can be shown at one time in a Gene Graph window
allowing visual comparisons to be made between profiles. The graphs can be exported as
images or as HTML files, and additional information on a particular profile can be
obtained by searching external Internet databases from within J-Express Pro. The Gene
Graph window is often used to provide additional information obtained from the other
analysis methods available to you in J-Express Pro.

Note: Units on a Gene Graph are scaled and optimized for showing all profiles in the
selected dataset and the parents (ancestors) of the data set in the project tree. To optimize
the units scale for a particular subset of data use the Clone Dataset to Root function, or
uncheck the Scale relative to parents box in the project tree window.

3.4.1 Opening the Gene Graph Viewer
1. Select the dataset you want to display in the Project Tree by clicking its node.

2. Click the |E| button on the J-Express Pro tool bar or select Methods|Gene Graph
Viewer from the J-Express Pro menu bar.

A Gene Graph window will open displaying the selected dataset as graphs.

[ Gene Graph'- alpha1-18_%

Image Line Chart Help
3| [o]

Main Chart

Indaz Into 0 Groups

TALOI... |
TEL1E.. |11
TPELL... |1
THLOS... |1
TILOED.. 1
TCLOS... |1l
TPLZS... |1
TDLOZ... |1
TILOSZ. .1
TDLOS...
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(Groups

coo 0000000000000
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A Gene Graph window showing multiple profiles, with Shadow Unselected turned on, and External Links window open.

3.4.2 Modifying the Gene Graph display

The gene graph window provides many ways to control how the profiles are displayed.
The following section will familiarize you with all visual functions of the Gene Graph.

When showing multiple profiles in the same Gene Graph window it may be difficult to
separate one profile from another. Using the Shadow Unselected feature of J-Express Pro
you can highlight profiles of your choice to bring out interesting features of a graph.

How to use the Shadow Unselected feature:

1. From the list of profiles in the left part of the Gene Graph window select the
profile you wish to highlight. To select multiple profiles lying next to each other in
the list, select the first profile you want to highlight, scroll to the last profile you
want to highlight, hold down the shift key and click the last profile. All profiles
lying between the two will be selected. To select multiple profiles that lie
separated in the list, hold down the control key on the keyboard while clicking on
each profile to select them. You may also select genes in another window, e.g. a
dendrogram window.

2. Click the = button (Shadow Unselected) or select Line Chart|Toggle Shadows
from the Gene Graph window menu bar. The selected profiles will be shown in
full color, while the other profiles will fade to a gray color.

Using the External Links List:

Click the @ button (External Links List) on the Gene Graph tool bar. This splits
the selection window of the Gene Graph in two, with matching content. The top
window is used for selection as normal; the bottom window contains hyper-links
to the default external database on the World Wide Web. Click one of the rows in
this window to open a web browser and perform the external search.

Improving Graphical Quality:

Click the (% button (Antialiasing) on the Gene Graph tool bar, or select Line
Chart|Toggle Antialias from the Gene Graph menu bar. The aliased (jagged)
edges on the graphs and text will disappear.

Note: on large datasets this function can be time-consuming. If you experience
long pauses while refreshing or generating displays we suggest turning antialiasing
off.
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Antialiasing. The image on the left shows a graph in normal mode, while the image on the right shows the same graph in antialiased mode.

Put in Tree:

To place the entire component into the project tree click the I button, Line Chart|Put in
Tree from the menu bar. This creates a new node in the project tree that acts as a direct
shortcut to the current component.

Creating a HTML version of a graph:

To create a HTML version of a graph for display on a web page click the -] button
(Export to HTML) on the Gene Graph toolbar. In the file location dialog that appears,
locate the folder you want to save the HTML version of the graph, enter a filename, and
click OK. Make sure you give the file the suffix .htm or .html or you will be unable
to open the file in your web browser.

The HTML page generated contains the time/date the page was generated, an image of the
graph, and a list of all profiles that that are shown in the graph. If Shadow Unselected is
active then the selected profiles will be shown in bold typeface in the list.

Zooming a graph:
To zoom in on an area of interest in a graph, click the Zoom in button (=), and drag out
the area you want to zoom in on. A new tab will be created in the Gene graph window

containing the zoomed view. To dispose of the zoom tabs, click the Remove component
button ([&]).

Move:

The move button ( £/ ) enables you to grab the graph window using the mouse cursor
instead of using the scrollbars (if the graph is too big to fit in the window).

Create Group:

The Create Group ( =l ) button will create a group containing the selected genes that
can be managed further from the Group Controller (see section 3.1.14).

Repaint Component:
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If changes you make do not take effect immediately, press the Repaint Component (
) button or select Line Chart | Update and Repaint

Copy image to Clipboard:
To copy the image in any of the tabs to clipboard, click the button.
Put in Tree:

To place the entire component into the project tree select Line Chart| Put in
Tree from the menu bar. This creates a new node in the project tree that acts as a
direct shortcut to the current component.

Color Mode
O Full color Mode - will display all component and group colors in the set color.

[1 Black and White Mode - will display component and group colors in a shade of
grey.

Saving a graph as an image:

To save a graph as a separate image file click the [E] button (Save chart) on the Gene
Graph tool bar, or select Image|Save from the Gene Graph menu bar. In the file location
dialog that appears, locate the folder you want to save the image of the graph, enter a
filename, select the appropriate file extension, and click OK.

Printing a graph:

To print graphs simply press the 2] button (Print) on the Gene Graph toolbar, or select
Image|Print from the Gene Graph menu bar. Note: it is recommended to print graphs
using the Landscape paper orientation, since graphs usually are larger horizontally.
Consult your printer and/or operating system manual for information on how to print using
Landscape paper orientation.

Customizing the appearance of the Gene Graph:

Right clicking on the graph or selecting Line Chart|Chart Layout will bring up the Plot
Properties dialog. Here you can alter most visual aspects of the Gene Graph.

76



Fill Single Color Background

[v] Single Background Color [

Chart Area | [ly=geslg

Chart & Axis Color

Chart Color [
Axis Colar -
Chart Title Grid
Paint Grid Grid Color [l
Grid Transparency o j‘
Ling Size FoBxis
1 Title
Tics in both Ends
Unselected Rows Rotate Labels

Paint [ Transparency (D Color [] 4 4
Chatt Size Title
bdinimurn Height | 300 MIIHD.FTICS 2
Minimum Width | 300 Tics in both Ends
&is Yalue Span

Yhin 0| vhlax 0 []Force Endlabels

(1) May resultin slow rendering [ ] H Set Defaults I ’ Ok ” Clozge ]

Plot Properties dialog.

The Fill menu allows you to choose the appearance of the background of the plot. The
various options are:

*  One Color — Single color is used for the background. Click the colored square to
the right of the menu to choose the desired color.

* Gradient — Two colors are combined to create a smooth color gradient. Click the
two colored boxes to choose the desired colors. Use the Gradient Type menu to
select the type of gradient. Diagonal forms a color gradient from the upper left to
the lower right corner; Top-Bottom forms a color gradient from the top of the plot
to the bottom.

* External Picture — Use the file selection dialog to select the image file you wish to
use as a background for the plot. Selecting Stretch will stretch the image to fit the
plot. Selecting Tile will repeat the image in a tile pattern if it is to small to cover
the entire plot.

» Tiles — Six additional patterns you can use for your plots.
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The menu to the right of the Fill menu, is a menu that is linked to the options chosen in the
Fill menu. If gradient is chosen the two colors can be selected in this menu. Likewise is
External Picture is chosen, the picture path can be set in this menu.

Chart Title lets you create a title text for the plot that will be displayed at the very top of a
plot.

Line Size sets the thickness of the line used for drawing the graphs, in pixels.

Chart Size lets you set the minimum height and width of the plot, in pixels.

Unselected Rows lets you set options for the use of the Shadow Unselected feature.
* Paint — uncheck this box to disable the display of the unselected profiles.

* Transparency —uncheck this box to use a solid color for the unselected profiles.
If checked, the color used to display unselected profiles will be partially
transparent, showing part of the background color through. Note that the use of
transparency may result in lower performance on slower systems.

*  Color — Click the color box to choose the color used for the unselected profiles.

Axis Value Span - select the minimum and maximum value of the Y-axis that you
are interested in looking at.

« Force Endlabels - check to round the minimum and maximum values
upwards (positive values) or downwards (negative values) to the closest value
that can be divided by 5. The rounded minimum and maximum values will be
forced to be at the bottom and top, respectively, of the diagram.

« Reset button resets the minimum and maximum values to default.

Grid lets you set options for the plot grid.

* Paint Grid — check this box to toggle display of the grid on. Uncheck it to toggle
display of the grid off.

* Grid Colors — select the desired color for the grid by clicking on this box and
choosing a color from the dialog that appears.

* Grid Transparency — Use this slider to set the transparency of the grid, relative to
the background.

X Axis lets you set options for the appearance of the x-axis of the plot

» Title - lets you set a title for the x-axis, which will be shown at the bottom of the
plot.

* Tics in both Ends — check this box to have unit tics at both the top and bottom of
the plot. If left unchecked, unit tics will only be used along the bottom of the plot.

* Rotate Labels — Check this box to rotate the text for the state labels by 45 degrees.
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Y Axis lets you set options for the appearance of the y-axis of the plot.

» Title —lets you set a title for the y-axis, which will be shown on the left side of the
plot.

*  Minor tics — enter the number of minor tics you want between every major tic
along the y-axis in this box.

* Tics in both ends — check this box to have unit tics at both the left and right side
of the plot. If left unchecked, unit tics will only be used on the left side of the plot.
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3.5 Hierarchical Clustering
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3.5.1 The Hierarchical Clustering Window

Select the node you want to analyze in the Project Tree and click the == button
(Hierarchical Clustering) on the J-Express Pro tool bar. Alternatively, select Methods|
Hierarchical Clustering from the J-Express Pro menu bar.

The dendrogram consist of several components. On the left side is the generated clustering
tree for the set of data shown in the tab. A similar clustering tree is generated for the
columns of the data if the Cluster Columns option is selected. This tree will then be
shown above the main dendrogram. The dendrogram itself is arranged according to the
result of the hierarchical clustering. Each row of squares represents one profile in the
dataset. The color rectangles makes up the heat map and gets the colors from the global
color scheme. Select different colors at Settings -> Options -> Colors.

The identifiers of each state are placed along the top of the dendrogram, if the ID Row
was defined during data loading.

Group membership is indicated with colored boxes immediately to the right of the
dendrogram profiles. Note that all group memberships for a profile is shown. Group names
are shown at the very top of each column of colored squares for a particular group. To the
right of the group columns the External Information for each profile is shown, as defined
during the data loading process.

Branch Properties (colored square):
Pointing the mouse cursor over the root of a subtree will highlight this subtree with
the color specified by the mark color (default color is red). To change the color click
on the colored square and choose a new color.
The different mouse-click modes
Mark subtree/Set Branch color ( [#] ):
To mark a subtree, press the Set Branch color ( [#] ) button to set the color
specified by the Mark color. Then point the mouse cursor over the root of a
subtree, and click on it. This will mark the subtree with the specified color.
Remove Branch color ( ):
If the Remove Branch color ( ) button is clicked it is only possible to

highlight a sub-tree with the specified color. Clicking on a sub-tree will not
mark it.

Branch (=)

Click this button to select the branch mode. When in branch mode, you can
click a branch to create a new dataset containing the genes below this branch.

Create group(¥3)
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Use this mode to create a group of all the genes below a branch.
Copy image to Clipboard ( [&] ):

To copy the image in any of the tabs to clipboard, click the Copy image to
Clipboard ( [@] ) button.

Store result in project

To place the entire component into the project tree select store result in project. This
creates a new node in the project tree that acts as a direct shortcut to the current
component.

3.5.2 Setting options for Hierarchical Clustering

Distance Measure
) Single Linkage Euclidean [VI
(O Average Linkage 0WPGMA)  Tree Properties
(%) Complete Linkage

Cluster Columns

() fwerage Linkage (UPGhiA)

[ Cld Cluster Component ]

[ Ok H Cancel ]

How dendrograms are generated is controlled from the Hierarchical Clustering properties.

It is recommended that you try alternative settings for Hierarchical clustering. Click the
OK button to activate the new settings. Close the window by clicking the Close button.

Cluster columns:

To generate a clustering tree for the states/columns of the data, check the Cluster columns
box. A Hierarchical Clustering tree will be generated for the data based on the columns.
The tree will be shown to the top of the dendrogram.

Weighted twigs:

J-Express Pro uses weighted twigs to generate the Hierarchical Clustering tree by default.
This means that the horizontal length of a twig is then based on the distance between the
sub-trees joined by these twigs (e.g., the distance between two expression profiles if the
twigs connect two single profiles).

Linkage:
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Select the desired Linkage Method from the list given. For explanation of the effect of the
different linkage methods, see Section 4.2.2

Distance Measure:

To choose a different distance measuring method, choose a new one from the Distance
Measure list. For definitions of the different distance measures, please refer to Section
S.1.

Visual Dendrogram properties:
At the bottom of the dendrogram window, you can set the layout of the dendrogram.

Tree Height and Width:

The tree on depicted to the left represents row wise clustering of the data. The upper
tree represents column wise clustering of the data.

Upper Tree Height:

The number in this text field indicates the height of the columns clustering tree in
pixels.

Left Tree Width:

The number in this text field indicates the width of the Hierarchical Clustering tree
(row clustering) in pixels.

Brick Height

The height of each row. This will also impact the annotation as the annotation wil fit
inside each row. If the brick height is too small (default) there will be no annotation in
the window.

Brick Width
The width of each color brick in the heat map.

Mark color

When in branch color mode (by clicking the pencil at the top menu) you can select the
color to give clicked sub-trees by clicking this color button.

Grid

Toggle on and off a grid.
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3.6 Hierarchical clustering with distance matrix
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The Distance Matrix View component can be used to discover genes that have correlated expression patterns.

3.6.1 The Distance Matrix Viewer Window

Select the node you want to analyze in the Project Tree and click the button
(Hierarchical Clustering) on the J-Express Pro tool bar. Alternatively, select
Methods | Hierarchical Clustering With Distance Matrix from the J-Express Pro
menu bar.

The distance matrix viewer displays a distance matrix correlation map in the center
of the window. The distance matrix shows the distance between the expression
profiles of all genes in the dataset. The color of each square reflects the distance
between the corresponding profiles. The color map and its maximum and minimum
values is shown in the lower right hand corner of the window. The red diagonal line
shows the distance of a profile to itself. The matrix is symmetrical about the red
diagonal.

The hierarchical clustering tree is displayed to the left of the window. The genes in
the matrix viewer are ordered by the hierarchical clustering tree. Hence, profiles with
small distances, ie high correlation, will be adjacent in the matrix viewer. Several
adjacent genes with highly correlated profiles will appear as larger, yellowish squares
at the diagonal.

84



The spreadsheet to the right of the distance viewer contains additional information
about the genes, if available.

Use with the Gene Viewer:

Open the gene viewer by clicking on the Line Chart ( ) button on the J-Express
Pro main toolbar, or select Methods | Gene Graph Viewer. Press the Shadow
Unselected ( ) button on the Gene Graph Viewer menu bar. Next select genes in
the Distance Matrix Viewer by clicking and dragging the mouse in the distance
matrix. The expression profiles of the selected genes can now be seen in the Gene
Graph viewer. To select more than one area, press Ctrl + click and drag.

Brick Size:

The brick size value determines the size of the coloured squares in the distance
matrix viewer. The clustering tree at the left side will resize to fit the brick sizes.

Margin:

Check this box to draw a line around the squares in the distance matrix. Note: if the brick
size value is 1, the margin box should be unchecked. Otherwise the entire matrix will be black.

Update:
If changes you make do not take effect immediately, press the update button.
Create Group ( = ):

To create a group containing certain genes, click and drag the mouse in the distance
matrix, and then press the Create Group button. To create a group containing
genes that are not immediately next to each other, press Ctrl + click and drag mouse,
for each area you want to include. Then press the Create Group button.

Save Chart ( [E ):

There are three components that can be saved as an image. These are the distance
matrix, color scale and the spreadsheet. To save any or all of these, click the [E]
button (Save Image), and select the components you want to save. All selected
components will be framed to the same image. Click OK. In the dialog that appears,
locate the folder you want to save the image in, enter a filename, and choose an file
extension from the pull down menu. Note that in addition to regular image file
options, it is also possible to save the image as Scalable Vector Graphics(.svg). This is
very useful if you want to zoom in on certain areas of the image and still retain the
same picture quality.

Print Chart ( 3] ):

There are three components that can be printed. These are the distance matrix, color
scale and the spreadsheet. To print any or all of these, click the & button (Print
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Image), and select the components you want to save. All selected components will be
framed to the same image. Click OK.

Copy Image To Clipboard ( [2] ):

There are three components that can be copied to clipboard. These are the distance
matrix, color scale and the spreadsheet. To copy any or all of these to clipboard, click
the button (Copy Image To Clipboard), and select the components you want to
copy. All selected components will be framed to the same image. Click OK.

Change Color Scale ( = ):
To change the colors and color curve, press the Change Color Scale( =/ ).

The four topmost color selection boxes are used to select the colors used for positive
(correlation) and negative (anti-correlation) values respectively. The 0% boxes sets
the colors to be used when a value is close to zero, and the 100 % boxes set the colors
to be used when a value is close to the maximum/minimum values of the dataset.

« 0.0 Color - this color selection box allows you to set the color used to display
zero values. Click the box to change to color.

+ Scale Form - The color curve defines how quickly the color scale changes
from the minimum value color to the maximum value color. Move the two
blue boxes to alter the color curve. To have a completely linear color curve
move the boxes to the center of the color curve area.

Changes made to the color curves are shown on the right side of the window, allowing
you to interactively alter the colors used to suit your needs.

3.6.2 Setting options for Hierarchical Clustering With Distance Matrix

Distance Measure

) Single Linkage Pearson Correlation

() Average Linkage (UPGWMA) Tres Praperties

&) fwverage Linkage (0P Ghis 7] Weighted Twigs
) Complete Linkage

Cluster Way
) Rows (%) Columns

[ ok H Cancel ]

When pressing the Hierarchical Clustering With Distance Matrix ( ) button or
Methods|Hierarchical Clustering With Distance Matrix, the dialog window
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printed above will appear. This window almost the same as the one for Hierarchical

Clustering( ).

Linkage:

Select the desired Linkage Method from the list given. The linkage method chosen
specifies how distances are calculated between clusers.

Distance Measure:

To choose a different distance measuring method, choose a new one from the
Distance Measure list.

Weighted twigs:

J-Express Pro uses weighted twigs to generate the Hierarchical Clustering tree by
default. This means that the horizontal length of a twig is then based on the distance
between the sub-trees joined by these twigs (e.g., the distance between two expression
profiles if the twigs connect two single profiles). Unweighted twigs use a constant
horizontal length for the twigs, usually resulting in a wider tree. To use unweighted
twigs, uncheck the weighted twigs box.

Cluster Way:

Pressing the Rows radiobutton will result in clustering of rows. Likewise, pressing the
Columns radiobutton will result in clustering of columns.

It is recommended that you try alternative settings for Hierarchical clustering. Click
the OK button to activate the new settings. Close the window by clicking the Close
button.
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3.7 K-Means Clustering

|I. ¥ K-means -alphal-18_2

Image Thumbnails Line Chart Help

EFEFEOFDEEEN E EEEEDE

Clusters

[terations Performed: 4

3.7.1 The K-Means Clustering Window

Select the node you want to analyze by in the Project Tree and click the E button
(K-Means Clustering) on the J-Express Pro tool bar. Alternatively select Methods |
K-Means Clustering from the J-Express Pro menu bar.




Mumber of Clusters :ﬁ]
Max iterations
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Distance Measure | Euclidean »
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K-Means default properties.

The K-Means properties dialog appears. This dialog allows you to configure how the
K-Means algorithm will operate.

Number of Clusters defines how the number of clusters/groups desired, i.e., the
number of groups the set of profiles should be split into

Max Iterations defines the maximum number of iterations to be performed in the K-
means clustering. The algorithm may fail to converge, so a maximum number of
iterations must be set. Clustering a large dataset (> 5000 rows) usually needs more
iterations than a small one.

Random Seed is used as a basis for randomizing the algorithm. If you need to
recreate a particular analysis exactly, entering the same random seed and keeping all
other options the same will yield the same result. A random seed number can be any
(large) number. Clicking Create Random Seed will create a number for you. The
seed used is saved (together with all parameter values for K-Means) in the meta data
for any data set resulting from the analysis.

Initialization Method allows you to choose from different initialization methods. To
select one, pick one from the drop-down menu.

Distance Measure - allow you to choose different distance measuring methods, by
picking one from the Distance Measure list. For definitions of the different distance
measures see Section 5.1.

To set the current settings as default for K-Means Clustering in the future, click the
Set Defaults button.

To run K-Means Clustering with the current options click OK, and the K-Means
Clustering Window will open. This window follows the usual J-Express Pro pattern,
with a menu bar, a tool bar and an area for data display organized by tabs.

89


http://www.molmine.com/help/algorithms/initialisation.htm
http://www.molmine.com/help/algorithms/initialisation.htm

The result of the K-Means Clustering is shown in the Clustering tab. This tab shows a
number of thumbnails of graphs, one for each cluster. By default, each thumbnail
shows the mean of the profiles contained in that cluster, and are marked with the id of
that cluster. The number of profiles contained in that cluster is also displayed
underneath each thumbnail. Clicking on the thumbnail will add a tab to the K-means
window displaying a gene graph window. For more information on gene graph see
Section 3.2

3.7.2 K-Means Clustering window Features
Show all profiles (*=]):

To show all the profiles contained in the clusters, click the '] button (Show all profiles)
on the K-Means window tool bar, or select Thumbnails|Show All Profiles from the K-
Means window menu bar. To go back to showing the mean profiles click the | button
(Show Mean Only) on the K-Means window tool bar, or select Thumbnails|Show Mean
Profile Only from the K-Means window menu bar.

Saving an image of the thumbnails (=):

To save an image of the thumbnails, click the H! button on the K-Means window tool
bar or select select Image|Save from the K-means menu bar. Locate the folder where
you want to save the image by clicking the Browse button, set the appropriate file
extension, and enter a filename. Click OK.

Printing the thumbnails (:2]):
To print the thumbnails click the 8 button on the K-Means window tool bar.

Export to HTML (£):

To generate a HTML version of the thumbnails, click the 2| button (Export To
HTML) on the K-Means window tool bar, or select Thumbnails | Export to HTML
on the K-Means window menu bar. Select a location and a name for the html file
(remember to include the .html extension) in the dialog that appears. A subdirectory
containing images for the web page will be created along with a HTML file that
shows thumbnails of the clusters, and lists the contents of each cluster.

Antialiasing ([%l):

To improve the visual quality of the thumbnails click the [% button (Antialiasing) on the
K-Means window tool bar, or select Line Chart | Toggle Antialias from the K-Means
window menu bar. The aliased (jagged) edges on the graphs and text will disappear.

Note: on large datasets this function can be time-consuming. If you experience long pauses
while refreshing or generating displays we suggest turning Antialiasing off.

Toggle Colors (I=):

To use group colors in the graphs, click the IZ button (Toeggle Colors) on the K-Means
window toolbar or select Thumbnails | Toggle Line Color from the K-Means window
menu bar.
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Use Scrollbars (£]):

By default, the thumbnails are not scaled to fit the K-means window. If all thumbnails
do not fit in the K-means window, scrollbars will appear to enable you to examine all
thumbnails. If thumbnails have been scaled to fit the window, you can go back to
using the scroll bars by clicking the button (Use scrollbars) or select
Thumbnails | Horisontal Scroll from the K-means window menu bar. Set the thumb
width by dragging the grey column-header.

Fit in Window (=)

To scale the thumbnails according to the window size, click the (= button (Fit in
window) or select Thumbnails|Horisontal Fit from the K-means window menu bar.

Visual Properties

Background Calor |:|
A Color - Standard Deviation Bars
Size Color - Ma/Min Bars
Grid Colar
. - [v] Cluster 1D
Maxhin Color -

Standard Deviation Color || Cluster Size
IO Caolor Foreground Chart
Mean foreground Color

Yalue Rectanales in Background Chart \Width 100

Transparency Chart Height 85

L

| sSetDefault || Close || ok |

Right click on a thumbnail to set the visual properties for the K-means thumbnails, or
select Thumbnails | Thumbnail Layout from the K-means window menu bar.
The options are:

* Chart Width/Height - sets the width/height of the chart in pixels.

* Color options - click any of the colored boxes to set the desired color for that
option.

* Paint Standard Deviation bars - check this box to include the bars indicating
the standard deviation for each state.

* Paint Max/Min bars - check this box to include the bars that indicate the
maximum and minimum values for each state.

* Include Cluster ID - check this box to display the cluster ID of a cluster on its
thumbnail.

* Include Cluster Size - check this box to display the amount of profiles in a
cluster on its thumbnail.
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* Foreground Chart - check this box to display mean or all profiles in the
thumbnail windows

* Value Rectangles in Background - if checked, it will display the values of the
profiles in this cluster as colored rectangles, one row for each profile.

* Transparency - the slide bar only has an effect if the Value Rectangles in
Background is checked. The slide decides the transparency of the foreground
chart. Slide bar to the very left - 100% transparency - the value rectangles in
the background shows strongly. Slide bar t the very right - 0% transparency -
the value rectangles in the background cannot be seen.

Focusing on single clusters:

To focus on a single cluster simply click on its thumbnail. A new tab appears labeled with
the ID number of that cluster. Clicking on the new tab brings up a Gene Graph viewer
showing all the profiles contained in that cluster. Please refer to section 3.2 for more
information about using the Gene Graph viewer.

Branch dataset (<):

One additional feature that exists for the zoomed selection in the K-Means window is to
branch the dataset into a new node in the Project Tree. To do this, select the tab that
contains the data you want to branch. Then click the [<] button on the K-Means window
tool bar, or select Line Chart | Branch Dataset from the K-Means window menu bar. A
new node will be added below the current one in the Project Tree labeled with the K-

Means symbol IE
Show Variance Diagram:

Select Thumbnails | Show Variance Diagram from the K-Means menu bar to open the
Variance window. This window shows a square grid of cells, where each cell
represents a cluster. The cells are color-coded to show the amount of variance in each
cluster according to the color key table on the left side of the window. Hovering the
mouse cursor over a cell displays a tool tip with the exact Single Variance, Between
Variance and Cluster Size values of the cluster represented by the cell. If the box
Clustersize as alpha is checked, the number of profiles in a cluster will indicated by
the transparency of a cell against a gray grid background. A highly transparent cell
contains few profiles, whereas an almost opaque cell contains many profiles. Click on
a cell to highlight the corresponding thumbnail in the K-Means window. Click the
Close button to close the variance window.

Remove tabs (%):

To remove a tab from the K-Means window select the tab to be removed. Then click the
[%] button (Delete Active Tab) on the K-Means window tool bar, or select Line Chart |
Delete Active Tab from the K-Means window menu bar.

Put in Tree
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To place the entire component into the project tree click the button, Thumbnails
| Put in Tree from the K-means window menu bar. This creates a new node with the
symbol Bl in the project tree that acts as a direct shortcut to the current component.

Additional buttons
The additional buttons that become active when selecting one of the tabs that appear

when clicking on the thumbnails from the Clusters tab, are described in the Gene
Graph section (3.2)
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3.8 Principal Component Analysis
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3.8.1 The PCA Window

Select the node you wish to run the analysis on in the Project Tree, and then click the

Principal Component Analysis ( ) button on the J-Express Pro tool bar.
Alternatively, select Methods | Principal Component Analysis from the J-Express Pro
menu bar.

The PCA window opens, and it follows the common pattern of most windows in J-
Express Pro, with a menu and a tool bar, with an area below it for data display organized
into tabs. When a PCA window is first opened it contains two tabs: PCA and Thumbs.
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3.8.2 The PCAtab

The PCA tab shows a 2D plot of the dataset. The axis chosen by default are the ones that
result in the highest total variance. Each profile is represented in the PCA plot as a dot.
Additionally, the density of dots in each local area is indicated by a range of colors (by
default white (lowest density) through blue and red to yellow (highest density)). Thus high
numbers of dots in an area will be obvious, even though the dots more or less overlap. If a
dataset is large, or the data is centered in a relative small area, it is possible to define a
threshold value. If the dot density exceeds this value, the dots will be removed in this area.
This makes it easier to see the underlying structure of the spread of the plot, and identify
and select outliers. The variance of the axis and the total variance for the plot are displayed
in the upper left corner. The color range for relative dot density is shown in the upper right
corner of the plot.

To focus on an area of interest in the PCA plot, click the Frame content to PCA( &
) and make sure that the Frame method is set to L Square. Drag out a selection
box around the area by clicking and dragging with the mouse. The PCA plot will be
zoomed to the selected area. Alternately you can select the Frame contents to chart
button ( [&! ). If the area contains any profiles, they will be added as a thumbnail to
the Thumbs tab. Alternatively use the Lasso tool ( [Z] ) to draw the selection area.
The lasso tool is found by clicking the Frame Method button and then selecting &
Lasso. Different types of fill can also be chosen for the selected area. Further PCA
operation will only affect the selected area.

Customizing the PCA plot

5 {| Trend Line

Chart & Axis Colar

Chart Area | Density Map [~ Chart Colar [_|
pis color N
Density Map W Axis
Title Principal Component?
Density Area 100 Minar Tics 2
Mumber of Colors 50 Tics In Bath Ends
Faint Treshold 100
Colors & Az
|:| |:| D |:| . Title Principal Componentl
| B | Minor Tics 2
Tics In Both Ends
Diw Grid
Spot Size & Circular spots [#] Framed Paint Grid Grid Color [l Axs 0.0 color [l
Chart Title Grid Transparency J

Az Walue Span

whin|.0.426 | wMax [5.451] | vMin| -6.11| YMax| 4.257| | [] Force Endlabels

’ IE]CDpylmageTDCIipbnard ’ Set Defaults ] [ Ok ” Close ]
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The PCA properties window.

To customize a PCA plot, select PCA|PCA Properties from the PCA menu bar. Another
way to bring up the PCA properties window is right clicking on the PCA plot

Fill lets you choose the background color of the PCA plot. The options are:

One color — click the Background color box to select a new background color for
the PCA plot.

Density map — uses a spectrum of colors to show the density of PCA points in an
area.

Density Map options:

These options become available when the density map is selected
as the fill type.

Density Map Colors — allows you to change the color of the
highlights. To change a color in the PCA color range simply click
one of the small boxes over the spectrum. This brings up a color
selection dialog where you can choose the color you want. Click
OK, and the color range will change to accommodate your
changes.

Density area — allows you to set the size of the area a single dot
influences on the density map. To make the influence of a dot less,
move the slider to the left, to increase the influence of a dot move
the slider to the right.

Number of Colors — sets the number of colors to be used to
generate the density map. A smaller number of colors limit, and in
some cases removes the density map for dots lying in areas of low
density. In addition the transition between colors becomes less
gradual. Move the slider to set the desired amount of colors to be
used.

Paint Threshold — sets a threshold value for the amount of dots in
an area. If this threshold is exceeded the dots in that area are
removed. This frequently helps show the structure of the Density
Map. Move the slider to set the desired threshold.

* Gradient — Two colors are combined to create a smooth color gradient. Click
the two colored boxes to choose the desired colors. Use the Gradient Type
menu to select the type of gradient. Diagonal forms a color gradient from the
upper left to the lower right corner; Top-Bottom forms a color gradient from
the top of the plot to the bottom.

» External Picture — Use the file selection dialog to select the image file you
wish to use as a background for the plot. Selecting Stretch will stretch the
image to fit the plot. Selecting Tile will repeat the image in a tile pattern if it is
too small to cover the entire plot.
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» Tiles — Six additional patterns you can use for your plots.

Density Map

Div

Density Area - the value in the Density Area text field says how far out (in
pixels) from a dot the density circle should stretch.

Number of colors - the number of colors that will be used to draw the density
areas.

Paint threshold (%) - if certain areas are very dense, you may want to
remove some of these profiles from the plot. This makes it easier to for
instance spot differentially expressed genes. If the threshold value is set to i.e.
10, only the profiles belonging to the 10% least dense areas will be plotted.
Colors - click on the colored squares to change the colors.

Spot size lets you set the size in pixels of the PCA points.

Circular Spots - check this box to use circular PCA points.

Framed - Checking this box adds a frame around each dot.

Title - enter a title for your chart in this box, if needed. It will appear at the top
of the chart.

Axis Value Span lets you set the maximum and minimum values for each axis.
Uncheck the Force Endlabels box to turn off the automatic endlabels generated by J-
Express Pro. Click the Reset button to reset the value span.

Chart & Axis color - click these colored boxes to set the background color for the
area outside the main chart, and the colors used for the axis.

X- and Y-axis options

Title allows you to name each axis. The name will appear on the left side of
the chart for the y-axis, and on the bottom of the chart for the x-axis.

Minor tics sets the amount of minor tics between each major tic on the
respective axis.

Tics on both ends - check this box to have tics on the opposite edge of the plot
from the axis, in addition to the tics on the axis.

Grid lets you set options for the plot grid.

Paint Grid - check this box to toggle display of the grid on. Uncheck it to
toggle display of the grid off.

Grid Color - select the desired color for the grid by clicking on this box and
choosing a color from the dialog that appears.

Grid Transparency - Use this slider to set the transparency of the grid, relative
to the background.

Axis 0.0 color - click on the colored square to change the color of the X and Y
axis (i.e. X=0.0 and Y=0.0)
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All changes made in the PCA properties window take effect as soon as you click OK.
To set the current settings as default click the Set Defaults button.

Additional PCA tab features
Save images (=)):

To save an image of the PCA plot, click the [E button on the PCA window tool bar.
Select the location and name of the file and click Ok.

Printing (k3)):
To print the PCA plot click the 5] button on the PCA window tool bar.
3D PCA Scatter Plots (&]):

To see the entire plot in three dimensions click the [Elbutton on the PCA window tool bar,
or select PCA | Create 3D PCA Scatter Plot from the PCA window menu bar. This
creates another tab in the PCA window marked “3D”. If you click on this tab you will see
a 3-dimensional model of the scatter plot. Only the dots are shown. To rotate the model,
click the =2 button (Rotate 3D Scatter Plot) and then click and drag in the window. To
zoom in or out on the model click the £ button (Zoom 3D Scatter Plot) and then click
and drag in the window.

Save Projection and Eigenvalues (H):

It is possible to save the projection and eigenvalues of the PCA plot to a tab-delimited file.
To do so, click the Ml button (Save Projection and Eigenvalues) on the PCA window
tool bar, or select PCA | Save Projection and Eigenvalues from the PCA window menu
bar, and then choose a location and a file name in the dialog that appears. The first line of
the file lists the eigenvalues. The next line lists the headers (if any are available) for the
columns. Then follows the projections for each profile, using 1 line for each profile.
Information in the defined info areas is included if available.

Show Principal Components (1)):

To view all the principal components of the dataset click the L4l button (Show Principal
Components) on the PCA window tool bar, or select PCA | Show Principal
Components from the PCA window menu bar. This opens a Gene Graph window
showing all the principal components. For more information on using Gene Graph
windows and functions, please refer to Section 3.3.7.

Principal Component Variance (i):

To view the variance of the principal components (the eigenvalues) click the 4 button
(Principal Component Variance) on the PCA window tool bar, or select PCA |
Principal Component Variance from the PCA window menu bar. This brings up a Gene
Graph window showing the principal component variance. For more information on using
Gene Graph windows and functions, please refer to Section 3.3.7.

The Thumbs tab
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Whenever a selection rectangle is defined that covers one or more dots (profiles) on the
PCA plot, a new thumbnail is created on the Thumbs tab, containing the profiles selected.

The Thumbs tab has the same functionality as the K-Means thumbnails. For additional
information see section 3.7.1

Deleting a tab (%)

To remove a tab from the PCA window, select the tab to be removed. Then click the [
button (Delete Active Tab) on the PCA window tool bar, or select Line Chart | Delete
Active Tab from the PCA window menu bar. To remove the 3D scatter plot from the
menu bar select PCA | Delete Active Tab instead. The PCA and Graphs tabs can’t be
deleted.

Branch dataset (=)):

One additional feature that exists for the zoomed selection in the PCA window is to branch
the dataset into a new node in the Project Tree. To do this, select the tab that contains the
data you want to branch. Then click the [<] button on the PCA window tool bar, or select
Line Chart | Branch Dataset from the PCA window menu bar. A new node will be
added below the current one in the Project Tree labeled with the PCA symbol &,

Choose Axis ( [®] ):

In the 2D and 3D pca plots, the axis representing the 2 and 3 greatest variances
respectively, are selected as default. To view the plots using other axis, press the
Choose Axis ( ) button or select PCA | Set Chart Axis, and select the axis you
want to use from the pull down menus.

Show Location Thumbs

To get an instant thumbnail of the profile represented by a PCA point, select PCA | Show
Location Thumb. This will bring up a small thumbnail window, which will show a
thumbnail of the profile represented by the point the mouse cursor is currently over. This
window has the same functionality as the Project Thumbnail window.

Show Variance:

Checking/un-checking PCA | Show Variance toggles display of variation statistics
on or off.

Show Density Scale:

Checking/un-checking PCA | Show Density Scale toggles display of the Density
Scale on or off, if the density map is being used.

Show tool tip box:

To get any available additional information defined in information columns of the data
shown as tool tip text check the PCA | Show tool tip box. When the mouse pointer is held
over a PCA point, the additional information (if any) will be shown next to it as a tool tip.
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Zoom ( £ ):

To zoom in on an area of interest on the PCA plot, click the Frame Method button,
and then drag out a selection box. The PCA window will zoom in on the selected area.
To zoom back out, click the zoom out 3 button. Note that zooming only works with
the square selection tool ( ).

The Three next choices are complementary. By selecting one way of handling
framing of spots, you disable the two other.

Frame Contents to PCA ( & ):
This option sets the zoom flag so that all framing (with square) are zoomed.
Frame Contents to Chart ( [E! ):

This option sets the chart flag so that all spots being framed are put into a thumb
diagram. This feature lets you fish out interesting areas with spots and view the
corresponding elements profiles.

Toggle labels on FrameContents( % ):

This option lets you select the spots to have labels. After clicking on this button, you
can either click on each spot you want labelled, or drag a lasso or frame over multiple
spots.

Shadow unselected ( =] ):

To select certain genes, frame the area containing the genes you want to selected to
chart (click ! and drag out a selection box). Select the Thumbs tab and click on the
new thumb. This will open a gene graph window. Genes can be selected from the list
displayed to the left. Click the Shadow unselected ( ) button. The selected genes
will now be clear while the unselected genes will have a shade of grey. If you go back
to the PCA tab and click the Shadow unselected ( ) button once more, the
selected genes will be clear, while the others will have a shade of grey. If other genes
are selected, the clear and shadowed genes are updated automatically. To un-shadow
unselected, simply click the Shadow unselected ( ) button again.

Repaint Component ( [4] ):

If changes you make do not take effect immediately, press the repaint ( ) button.
Copy Clip Image to Clipboard ( ):

To copy the image in any of the tabs to clipboard, click the [&] button.

Initiate K-Means

You can do K-Means clustering of the entire dataset based on the mean of the defined
thumbnails. To this, create one or more PCA thumbnails by clicking the Frame contents
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to chart button (:¥!) and dragging out selection areas. Then select Thumbnails | Initiate
K-Means. This will start K-Means analysis on the entire dataset using the mean of the
thumbnails as the initialization method, and the number of cluster equal to the number of
thumbnails in the PCA window.

Put in Tree

To place the entire component into the project tree click the ! button, PCA | Put in Tree
from the PCA menu bar. This creates a new node in the project tree that acts as a direct
shortcut to the current component.
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3.9 The Self Organizing Map
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To open the Self Organizing Map (SOM) window select the node in the Project Tree

for analysis, and click the ®= button (Self Organizing Map) on the J-Express Pro
tool bar. Alternatively select Methods | Self Organizing Map from the J-Express Pro
menu bar. The SOM properties dialog will open.

There are two ways of executing the SOM in J-Express. The default easy way is to set
all parameters automatically and just select the number of neurons (clusters).

The other way is to select advanced and set all the parameters manually. In the
advanced tab you can select the Visualize in PCA Window option and view how the
neurons adapt to the underlying data in a PCA window. The parameters for the
advanced option is described below.
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The SOM properties window.
Parameters in the SOM properties window
Running Properties:

Theta/Momentum — This affects the initial distance a neuron is moved towards a data

point when the map is adapted to fit the data set in the training phase of the SOM. The
Momentum box gives an opportunity to set the “friction”-rate when moving a neuron.
The Momentum is constant during the training phase.

Phi/Momentum — This sets the amount of “pull” working between neurons, in other
words how much the neurons should affect each other. The Momentum box sets the
“stiffness” of the links between neurons. The Momentum is constant during the
training phase.

Net Height — The number of horizontal neurons in the neuron lattice.
Net Width - The number of vertical neurons in the neuron lattice.

Iteration Limit - sets the number of iterations the training algorithm in the SOM should
perform. The algorithm can be stopped and restarted before the iteration limit value is
reached, by clicking the Stop/Run button.

Iteration Pause — sets the amount of time the algorithm should pause between
iterations. Use iteration pause if you want to follow the training of the SOM from
iteration to iteration visually.

Updates before Repaint — sets the number of iterations that should be performed before
the graphical view of the SOM is updated.

Iteration — shows the number of iterations the SOM algorithm has performed.

Neighborhood Function:
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Use the pull-down menu to select which neighborhood function you wish to use for the
neurons. For information about the different neighborhood functions please refer to
Section 4.4.2.

Random Seed:

The Random seed is used as a basis for the randomizing the algorithm needs. If you need
to repeat a particular analysis, enter the same random seed and keep all other options the
same to get the same result. A random seed number can be any (large) number. Click
Create Random Seed to generate one automatically.

Distance Measure:

To choose a different distance measuring method, choose a new one from the Distance
Measure list. For definitions of the different distance measures, please refer to Section
4.1.

Sweep Distance Threshold:

The Sweep circumference is used as a parameter for the Sweep and Exclusive Sweep
functions. It sets a distance where points lying within this distance should be included in
the sweep.

Lattice Structure:

With this option you can choose between quadratic or hexagonal neuron lattice structure.
Visualization:

Check the Visualize in PCA window box to show the SOM as an overlay on a PCA
window. Not visualizing the SOM analysis can be useful if you’re only interested in
performing sweep operations, since the analysis will be somewhat faster.

3.9.1 The Self Organizing Map

If Visualize in PCA window is selected, the SOM is shown superimposed over a normal
PCA window. The coordinates of the neurons and the data points are shown. The
coordinates are defined by the two first principal components calculated for the data set.
For information about the PCA window, please refer to Section 3.6. Each neuron is shown
as a red dot, with green lines connecting it to its neighboring neurons. As the algorithm
proceeds the neurons will be moved around, in an attempt to fit the neurons to the data set.
To run the SOM algorithm again, click the Reset button followed by the start button. To
continue with an existing map (e.g. after some of the parameters are changed) input a new
(larger) value in the Iterations box of the SOM properties window, and click Run.

Remember that the visualization shows a reduced representation of the data points and the
neuron network (since only the first two principal components are used). The Self
Organizing Map will show up on the 3D scatter plot, and is useful in situations where the
SOM seems to collapse. In these situations the SOM is fitting itself to the data in a way
that the 2D PCA data window cannot display properly. By viewing the SOM in the 3D
scatter plot, one more principal component is used to define the coordinates, and more
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information is preserved in the view. In most cases, the 3D visualization will show more
information than the 2D, but not all the information in the data set will be shown.

3.9.2 Operations on SOMs

All operations that function on PCA plots work in the SOM window. Two operations
unique to the SOM are the sweep and exclusive sweep.

Sweep and Exclusive Sweep

To perform a sweep operation, click the Sweep or Exclusive Sweep button on the SOM
properties window. A new tab is added to the SOM window. The tab contains one
thumbnail for each neuron in the map. Each thumbnail contains the mean profile of all
profiles lying within the sweep circumference (set in the SOM Properties) range of that
neuron. When an exclusive sweep is performed, a data point is assigned only to the closest
neuron. The new tabs are labeled as ”Sweep 17, ’Sweep 2” etc. in the order they were
created.

These thumbnail tabs have the same functionality as the K-means Thumbs window (see
Section 3.7.1). The labels for the focused thumbnails are different however. A focused
thumbnail will be labeled like this: SW 1 Cl. 1 indicating the tab contains the results of
sweep number 1, with the focus on the 1* neuron of the SW1 tab. The neuron represented
by the last thumbnail focused on is highlighted on the PCA plot with a small blue box.
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3.10The spreadsheet

To reopen the spreadsheet used when importing data into J-Express Pro click the
button (Tabular View) on the J-Express Pro tool bar, or select Methods | Spreadsheet
from the J-Express Pro menu bar. Here you can correct erroneous data, enter new data
manually, or paste in spreadsheet information from other applications, (e.g. Microsoft
Excel ™).

3.11Similarity search
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Often during data analysis certain profiles seem to follow a similar pattern. J-Express
Provides the Similarity search method as a tool to find all profiles within a certain range of
similarity. The similarity between profiles can be calculated by a variety of different
distance measure schemes, allowing the user maximum flexibility in detecting common
patterns in the dataset. It is also possible to build a profile from scratch and search your
dataset for similar profiles.

Select the node you want to analyze by clicking on it in the Project Tree. Then press the

|E|button (Similarity Search) on the J-Express Pro tool bar, or select Methods|Find
Most Similar on the J-Express Pro menu bar.
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Click the Show all profiles button ( [ ) to display all the profiles in a thumbnail, rather
than a mean profile. To go back to showing the mean profile only click the Mean Profile
Only button ([#]).

The profile thumbs in the window are scaled to fit the window size by default. To disable
this scaling and use scrollbars to see parts of a profile outside the visible area of the
window, click the Use Scrollbars button ([#]). To go back to scaling the profiles
automatically to the window size click the Fit in Window button (=),

Enable/disable the use of group colors on the thumbnails by clicking the Toggle group
colors button (I=)).

Update On Change

Check this box to update the visualization of the Find Similar Profiles as you drag the
slider defining the proportion of the closest expression profiles to be displayed. If you are
analyzing a large data set, the interactive updating may become slow, in which case this
check box should be de-selected.

Charts

The Charts area contains two thumbnails, Source and Result. The Source thumbnail
contains a preview of the selected profiles. The Result thumbnail shows the profiles that lie
within the selected range of similarity.

If multiple profiles are selected, the Source thumbnail will display the mean profile. Right
click on a thumbnail to set the visual properties for it. For more information on setting
thumbnail properties see Section 3.7.1, visual properties.

Both thumbnails can be clicked to open a Gene Graph viewer displaying the full profiles.
For more information on the Gene Graph viewer please refer to Section 3.3.7.

Distance Measure

To choose a different distance measuring method, choose a new one from the Distance
Measure list. For definitions of the different distance measures, please refer to Section
5.1. This tool provides an instructive way to study the difference in behavior between the
different distance measures.

Tolerance (%)

The tolerance slider allows you to set the amount (in per cent) of similarity that is needed
for the profile to be included in the search. Move the slider to set a new percentage value.

Update Selection

The = Update Selection button makes a selection of the selected profiles and the
profiles within the similarity tolerance take effect in all windows in J-Express Pro. If
you for instanse have a Gene Graph window open simultaneously, the selected
profiles can be highlighted using the shadow unselected feature.
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[SCreate Dataset adds a new branch to the Project Tree below the current one
containing the profiles that were returned by the search.

#=lCreate Group adds a new group to the Manage Groups window named “Closest
Set”. The group can then be used as any other in J-Express Pro.

3.11.1 Create Profile

To create a profile from scratch and use this to search for similar profiles in your
dataset. Click the Create Profile ( ) button. This enables three other buttons
which will be described below. To go back to searching for profiles from the list,
click the Use Mean Of Selection As Source ( [ ) button.
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In the source plot area, there is a line of green boxes along the X-axis at Y=0. Each
green box represents a column in the dataset. To create your profile, simply move
each box up or down to the wanted location.

Select The Columns (Not) To Use In The Distance Calculation ( ):

If you only wish to use certain columns for your created profile, click the button.
Next click and drag the mouse to deselect the columns you do not wish to use. The
deselected columns gets a blue color.

Select Columns To Change ( ):
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To create your profile you want to move the columns up or down. Click the Select
Columns To Change ( ) button. Next click and drag the mouse to select the
columns you wish to move. The selected columns get a red color. To move the
columns click in one of the red squares and drag to wanted location.

[A] Perform Search

To search the dataset for your created profile, click the [2] Perform Search button.
The result is displayed in the Result plot area. Keep in mind that the number of
profiles you get back depends on the Tolerance.

Create Source Profile From Selected Mean ( ):

The Create Source Profile From Selected Mean ( ) button allows you to use the
mean of the genes selected in the Table Columns as a starting point for your profile
design.

Close - press this button to close the Find Similar Profiles window.
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3.12Profile Search
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The Profiler allows you to specify boundary profiles that are used as a basis for finding
existing profiles in the dataset.

Select the node from the project tree that you want to analyze, and press the Profile

Search ( @ ) button on the J-Express Pro tool bar.
3.12.1 Profile design

The profile design area displays a thumb view of all the profiles in the dataset. For
each state, there are two green boxes; at the lowermost and uppermost profiles
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respectively. To search for profiles that have values between a smaller range for a
particular state, move the boxes that mark the particular state to the new maximum
and minimum values for your search. The search will return the set of profiles whose
expression values are between the minimum and maximum values (defined by the
lowermost and the uppermost profiles) for each of the states.

To move a green box, click on it so it becomes red, click and drag the red box to the
new location. To value at the mouse pointer is updated and printed behind the pointer
value tag, every time you move the mouse in the thumbs area. To unselect a red box,
simply click anywhere else in the thumb view window, but a box. This will turn all
boxes back to green.

If several boxes are marked red, moving one of them will also move the other red
boxes by the same amount.

3.12.2 Update On Change

Check this box to perform a new search every time a change is made to the search
profiles. The number of profiles returned by the search will be updated behind the
Rows Accepted tag.

3.12.3Cycle

The Cycle (#= =) left or right buttons will shift the values of the Search Profiles
one state to the left or right respectively.

3.12.4 Perform Search

Click the Perform Search button ((R)to find the profiles that lie within the bounds of
the search profiles. The thumbnails window will be updated with the found profiles, if
any exist. The number of profiles returned by the search will be printed behind the
Rows Accepted tag.

3.12.5 Create Dataset

This button (=!) adds a new branch to the Project Tree below the current one
containing the profiles that were returned by the search.

3.12.6 Create Group

This button () adds a new group to the Manage Groups window named “Profiler”.
The group can then be used as any other in J-Express Pro. See Section 3.1.14 and
3.1.15 for information on Creating and Managing groups.

3.12.7 Repaint Component

If changes you make do not take effect immediately, press the Repaint Component (
) button, or select Chart | Update Chart.
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3.12.8 Additional Profiler Features:

[E] Saving a Profile

To save a profile you have created select Profile | Save Profile from the Profiler window
menu bar. Enter the file name you want (with .prf extension) and choose a location for the
file in the dialog that appears. Click Ok, and the profile will be saved to disk.

[E] Loading a Profile

To load a profile from disk, select Profile | Load Profile from the Profiler window menu
bar. Locate the file containing the profile you want to open in the dialog that appears, and
click Ok. The profile will be loaded into the Profiler window, replacing any existing
content.

New Profile

To start a completely new profile, select Profile | New Profile. The contents of the Profile
design areas will be reset.

Save an image

To save an image of the search profiles, click the [E button on the Profiler window
tool bar, or select Image | Save from the Profiler window menu bar. Select the
location, name and appropriate format for the file, and click Ok.

Printing search profiles

To print the search profiles click the E#| button on the Profiler window tool bar, or select
Image | Save from the Profiler window menu bar.

Setting Plot options

Right clicking on the graph or selecting Chart | Chart Layout will bring up the
Plot Properties dialog. Here you can alter most visual aspects of the Profiler.

Copy Image to Clipboard ( [@] )

To copy an image to clipboard, press the Copy Image to Clipboard ( ).
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3.13Pathway Analysis
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The Pathway Analysis component can be used to find clusters of co-expressed genes
sharing the same pathway. This can give you an idea about why they are co-
expressed.

Pathway Set

Select the correct Pathway Set for your dataset. If you cannot find the right
pathwayset, you can download it by clicking on the Download Set button.
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Select the correct organism and click download. This will download the KEGG
pathway data and put it in the J-Express Pro resources/PW folder.

@] Download Descriptions

Clicking this button will download a file called map title.tab to the J-Express Pro
resources/PW folder. This file contains the kegg pathway id and its pathway name.

DataSet Locus Link ID column

Select the column from your selected dataset that contains the KEGG id's. For some
organisms this will be the column containing the systematic gene names, while for
others the KEGG id's will have to be downloaded from http://www.kegg.com and
linked to the dataset using the J-Express Pro ID-Linker. This can be found under
Methods| @ IDLinker on the J-Express Pro menubar. See IDLinker for details.

Filters

If you only want to analyse the pathways that have at least a minimum number of
genes associated with it, check the minimum number of members box and enter the
a number in the text field provided. Click Filter. This will remove all pathway entries
with less members than the specified number.

If you are looking for pathways that have genes with similar expression profiles, you
can filter on maximum standard deviation within group. Check the box and enter
the maximum standard deviation. Click Filter. This will remove all pathway entries

with higher standard deviation than the specified number.

The lower half of the window displays some clickable boxes.

« Select - To create groups for the different pathways, check the boxes in the
Select column. Next press the Create Groups from Selected button. This
will add one group for each selected pathway to the J-Express Pro Group
Controller.

« Name - Displays the name of a pathway. Open a gene graph window from the

J-Express Pro main menu bar ( labelled: Line Chart). Press the Shadow
Unselected( ) button. Arrange the windows so that you see both the Kegg
Pathways window and the gene graph window. Clicking the pathways in the
Name column will display the profile of the genes belonging to this pathway
in the gene graph window.

«  Group - The graph in these boxes have the same properties as the K-means
thumbs. You can toggle display of all or mean profiles by clicking the and
buttons respectively (lower left hand corner). The red number in the left
hand corner of the group thumb shows how many members this particular
group has. The green right hand number shows the group number. Clicking
the thumb will open a gene graph window displaying the genes from this
group. The x| button will open a thumbs properties window. If the
button is clicked so that all profiles are painted, clicking the 1= button will
only paint the profiles that are members of a group in its group color.
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« Open Pathway - Some of the boxes in the last column displays the text Open
Pathway. The ones that displayes this text can be clicked, and a window
showing the molecular components will be opened:

Found in dataset A
Index Info 0
| ¥DLO3TC .
33| YELOIEW PectinO—3.1.1.11 Pactate
73| YFLO33C a
22 | YMRO01C 24143 -3 21.15][3.2.157]
96 | YIRO19C
UDP-D- ¥
112 | ¥IRL53W & O—— A anorbate metabolism
o BN = ey
5136
8-
[3-D-Xylan Glucnmnide
—Oe—zazza—ow—a11 35| —0—]za117 —{32.151 ]
UDE-D-xylose & yppo- D-Clusnronate [ (AL
m gluuronate | c cx-Trehalose 24164
Retinol
. £ -D-Clucose-1P O
Sucroge-6F
O z4114 [L112] ERERE
3.13.24 < & -Trehalose-6F 321122 -
Not found in data set [NE P— 32193 Blucose-6
—0 24113
Element — [Retilel o [
¥DR2ZE3C (] [24.14] [z415]
YHRO7SC ol [EEEE Q () Maltoz=-6
b | - & o -Trehaloze
YDRO40C O D-Froetose {extrace lular)
YOR233W La—o0 24134
[(MR0 74 Ji3-5-tozan Cclor -y
maltode xtrine O
YBROOLC Maltos
HLRO9EW o 24135 32.154 fextranellulary
cosude (o
YBROSSC ) | EPRRE] T i Maltodextrin i
¥DLOFSC ] [< >
Pointin chart for more information and to update selection. Click to follow link.
—a

The list to the left of the divider displays the genes from the selected dataset that are
members of this pathway. Highligthing the genes will also highlight these genes in the
diagram to the right of the divider (multiple rows can be selected). If you look at the
gene graph window the profiles of these genes will be highlighted there as well (as
long as the Shadow Unselected( ) has been clicked).

Pointing the mouse on a circle or a frame in the pathway diagram will give some of
them a yellow edge. When yellow click the mouse, and you will be taken to an
external database for that particular component. For more information on the pathway
diagram, see the KEGG site, http://www.kegg.com

Score Groups

The score groups feature is useful if you have a group created during earlier analysis,
and you want to see if there is some statistical relation between that group and one of
your pathway groups.
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Two different statistical tests can be performed; Chi Square and Fisher-Irwin. It is
also possible to set a limit to only include values that are statistical significant. The
default value of 3.84 is found in a significance table and is the value corresponding to
a 95% confidence limit. Click Update.

The Group Names are found in the first column, followed by the croup chart. The
following charts show the profiles of the hits between a group and a pathway, and the
number of hits are printed in blue. Underneath each chart is printed x2: (Chi Square)
or FI: (Fisher-Irwin), and the result from the test. For more information on Chi Square
and Fisher-Irwin, see any statistics text book.

Manually Downloading and installing pathways

You can download or update pathways manually from for instance the KEGG
database. Locate the folder called resources/PW under the J-Express installation
folder. Each organism has its own folder with the files

<ORG> gene map.tab
<ORG>pfa_synonym

and a collection of gif and conf files. These files can be copied from other locations,
such as ftp://ftp.genome.ad.jp/pub/kegg/pathway/organisms but rememeber to put the
new folder under the resources/PW folder.
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3.14Cell cycle analysis

E Cell'Cycle Analysis ™ Yeast Bl
Charts  Help

cell cycle analysis

Perform permutations

Use this component to find genes resembling a periodic regulation. The phase chart
lets you select the number of phases in your experiment. For instance, if the
experiment are arrays from samples taken every hour for one day, you have one
phase. If you sample for two days, you have two phases etc. The green curve is the
sine function and the blue is the cosine function. By pressing the "Auto Set" button, J-
Express will predict the best phase settings, but prediction will assume that the time
between each sample is equal. If this is not the case, you will have to use the "Edit"
button to manually lay out the samples across the phase setting.
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B CelliCycleAnalysis="Yeast el

Charts  Help
Phase layout Score tahle
Infa 0 Infa 1 Info 2 cycle co...  higher ...
YHR1Z9C ARPL CY... YHR129C 0.005358,., |S00.0 [S
YMRIZEW  |STOl GL... [WMRI12SW  [0.010049... [493.0

YHLOZSC CEPZ MR... [YHLOZSC 0.013156... [4959.0
VDR446W  ECMI1 C... YDR44EW  0.013285... [495.0
VOLZ45C H=T15 TR... [¥DL245C 0.013789... [S00.0
YHLOZSW  (TFCS TR... [YWNLO3S9W  0.014343... [495.0
VIR1S2W  DALS ALL..|YIRISZW  0.0145990... [499.0
VERIZ3W  [YCK3 CE... YER123W  0.018273... [495.0
WER27 4 TAF145 T... [YGR274C  |0.018397... |500.0
YELOGSC ALG2 PR... [YGLOESC 0.018533... [495.0
YILO13C MADS CE... [YILO13C 0.015935.., |497.0
WEL203C KEx1 SE... [YGEL203c 0.021991,., [498.0
WHLOZSW  [SMFG TR... [YHLO2SW  0.022700.., [497.0
WDLOSAC RADSS D... [YDLOSOC 0023461, [498.0

YDR3I62C  |TFCE TR... [YDR3I6ZC  |0.024629... [492.0 M
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Selection clock chart permutations 500

The dot product plot shows the rows in your dataset projected on the sine and cosine
vectors defined in the phase component. In short, genes showing low or none periodic
patterns will be located in the center of the plot while periodic genes will be located
further from the origo. The x-axis in this plot is the sine function and the y-axis is the
cosine function.

The score table sorts the genes according to the permutations performed and is linked
to the permutation plot. This displays "Cycle correlation" as

Math.sqrt( sineprojection”2 +cosineprojection”2 )

and "Higher permuted correlation" as number of permuted Cycle correlations above
the unpermuted gene.
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Clock Chart

Tnlerance Charts width | 100
Auto Layout Charts height |30

Clear selection

The clock chart
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3.15Array Plot

Image  Chart Help
& [
4
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Array plot using density map.

The array plot allows you to create graphs of each profile in relation to another, or of
each column (state) in relation to another. The array plot window has two areas on the
left side used to select the profiles or states to be used as x- and y-axis. Use the Rows/
Columns selector above these to choose between plotting columns vs. columns, or
TOWS VS. TOWS.

Save Image ( =] ):

To save an image of the plot, press the Save Image ( ) button or select the Image
| Save from the Array Plot window menu bar. Select the location, name of the file and
file format. Click Ok.

Print Image ( 15! ):

To print the plot press Print Image ( 5 ) button or select Image | Print button from
the Array Plot window menu bar.

To zoom in on an area of interest press Zoom In ( ) button, then click and drag
out a selection box on the plot. To zoom back out again press Zoom out ( [EZ ) button
or select Chart | Zoom out.
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Shadow Unselected ( 2 ):

Shadow Unselected ( ) is only useful when the Rows radio button is selected.
The selected profiles will be shown in full color, while the other profiles will fade to
grey color.

Create Selection ( [E ):

Create Selection ( ) is only useful when the Rows radio button is selected. To
create a selection press the Create Selection ( ) button. There are two different
Frame Methods to use; ] Square and [©] Lasso. When using the [£] Square
method, click and drag the mouse around the area you wish to select. The [ Lasso
method lets you draw a line around the points you want to select. It is also possible to
color the selection area with a color from the list in the Frame Method pull-down
menu.

It is also possible to select genes from a Gene Graph (Section 2.2.7) window. Open a

Gene Graph ( ) from the J-Express Pro tool bar, and select genes from the list. If
the Shadow Unselected ( ) has been selected in the Array Plot, the genes selected
in the Gene Graph will now be shown in full color in the Array Plot.

Copy Clip Image to Clipboard ( ):
To copy the image in any of the tabs to clipboard, click the [2] button.

Fire Selection Event - check to update the chosen rows when selecting points in the
graph.

Use Selection Event - check to update selected rows when they are selected from
another component, such as Gene Graph.

Customizing the Array Plot

Select Chart | Chart Settings from the Array Plot menu bar. Another way to bring up the
Chart properties window is by right clicking on the Array plot. For more information see
Section 3.8.2.

All changes made in the Array properties window take effect as soon as you click OK. To
set the current settings as default click the Set Defaults button.
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3.16Dataset Filtering

( Filtering :EE
General statistics %
Minimurn Standard Deviation 0.6 ?%\ ”?-:r." = |3
[] Maxirmurn Standard Deviation i '
[ Min Yalue Span {max-min) .
[ Min Abs) Values Above
Urfilkeread Rernoved
Mizsing walues
[ Percent allowed Missing Yalues %@
Rows [ Columns e N B 'I;": P
8
Value span
[ Min takal distance From y = 0.0 —
Distance measure | Squared Euclidean [V] )
Filtered
Filtet
[ D Try Filter ] Rows retained: 100 ouk of 121 IJ=a Result Charts
[ [=] Update Selection ]
[ Create Group l [ [5] Create DakaSet

J-Express Pro has several methods for filtering a dataset. To access these, click the

Filter Data Set ( @ ) button on the J-Express Pro tool bar or select Dataset|Filter
Dataset from the J-Express menu bar, with the node you wish to filter selected in the
project tree. The Filter dataset window has several check boxes that allow you to
activate or deactivate the various filter types. Note that you can use several filters at
once.

Filtering options:

e Minimum Standard Deviation — check this box and enter a value to set the
minimum allowed standard deviation that a profile can have to pass the filter.

*  Maximum Standard Deviation - check this box and enter a value to set the
maximum allowed standard deviation that a profile can have to pass the filter.

*  Min Value Span (max-min) — check this box and enter the Minimum value span
that a profile can have to pass this filter.
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* Percent allowed Missing Values — check this box and enter a percentage value to
only allow profiles that have less missing values (in percent of total points of the
profile) than this percentage value.

* Min total distance from Y=0.0 - check this box and enter a value that only
allows profiles that have at least that great a distance from a profile that is 0.0
in all columns. Select the distance measure to use from the Distance measure
combo box. Basically this allows you to filter profiles that are not
differentially expressed. .

Click the Try Filter button to see how many profiles are filtered by the current settings.
The number of rows retained (i.e. not excluded by the filter) is shown next to the button.

Click the =] Update Selection filter to select all profiles not excluded by the current filter
settings. This selection takes effect in all windows in J-Express Pro, so if you for instance
have a Gene Graph window open simultaneously, the selected profiles can be highlighted
using the shadow unselected feature, etc.

Click the = Create Group button to create a new group based on the profiles retained by
the current filter settings.

Click the =] Create Dataset button to create a new node in the project tree containing the
profiles retained by the current filter settings.

Click the Close button to close the Filter dataset window.
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3.17Creating a Sub data set

e CreateSub Mode

(®) Copy Al Data

O Logi1m

O Logi2)

() Shit All Data To Positive Values
{3 Bhift All Data To Megative Values

) Shuffle
[] calumns Include Former Column Indices
[] Rows Include Former Rowe Indices
() High Level Mean Marmalization
{3 High Level Variance Mormalization

() High Level Mean And Yariance Mormalization
() Scale Marmalization

) Round Decimals

Decimals E
) Replace Mak
Fixed Mumber [ o

Remove Missing value indices

[ [r] Ok H Cancel ]

J-Express Pro provides a number of methods of modifying a dataset to suit your needs. To
create a sub data set of a currently selected node in the project tree, click the Create Sub

Data Set button ( = ) from the J-Express Pro tool bar, or select Dataset | Create Sub
Data Set from the J-Express Pro menu bar. The Create Sub Node window will open.

Select the operation you want to perform on the data by clicking the radio button next to it,
and then click Ok. A new node containing the result of the chosen method will be created
below the current node in the project tree.

* Copy All Data — this method simply copies all the data in the currently
selected node.

* Log(10) Transform All Data — this method transforms the currently selected
dataset into its logarithm (base 10). The data cannot contain any negative
values.
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Log(2) Transform All Data — this method transforms the currently selected
dataset into its logarithm (base 2). The data cannot contain any negative
values.

Shift All Data To Positive Values — this method shifts the entire dataset a
constant amount along the Y-axis so that no profile contains a negative value.

Shift All Data To Negative Values — this method shifts the entire dataset a
constant amount along the Y-axis so that no profile contains a positive value.

Shuffle Columns/Rows — this method shuffles columns or rows, respectively,
based on a random algorithm. Check the Include former Column/Row
Indexes to keep this information in the new node as a reference.

High Level Mean Normalization — this method performs a high level mean
normalization on the data in placed in the new node.

High Level Mean and Variance Normalization — this method performs a
high level mean and variance normalization on the data in placed in the new
node.

Scale Normalization - this method performs a scale normalization on the data
placed in the new node.

See

Normalization for cDNA microarray data: a robust composite method
addressing single and multiple slide systematic variation.

Yang YH, Dudoit S, Luu P, Lin DM, Peng V, Ngai J, Speed TP.
Department of Statistics, Helen Wills Neuroscience Institute, University of
California, Berkeley, CA 94720-3860, USA.

Nucleic Acids Res. 2002 Feb 15,30(4):el5.

Round Decimals - this method creates a dataset with values rounded to the
given number of decimals. Keep in mind that if this number is lower than the
number of number of Maximum Fraction Digits (see Section 3.1.12), the
rounded decimals will be replaced by zeros.

Replace NaN - NaN values in your dataset can be replaced by a fixed number.
Check Fixed Number checkbox and enter a number in the text field provided.
If you want to keep the Missing Value Indices, uncheck the Remove Missing
Value Indices checkbox.
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3.18 Annotation manager

£ Annotationimanager(IVEnKeT)

Current Annokation | Add p,nngtatign|
Note: Changes to annotation in this window will not be logged table resize mode
fuka Al ]
Current gene annotation | Current sample annokation || ShiowyHide .ﬂ.nnotatiu:un|
A E C ]
D Marme Replicates Used replicates !E‘]
A1700 R PFADO7G 1 11111111111
A1700 3 PFADO7 4 1 11111111111
A1700 2 PFADOT 3 1 11111111111
A1700 1 PFADO7Z 1 11111111111
oPFI17E32 PFIM7E32 1 11111111111
oPFI17E34 PFI7E34 1 11411111111
oPFI17E33 PFIM7E33 1 11111111111
oPFI17E36 PFIN7E3E 1 11111111111
oPFI176R35 PFI7E35 1 11111111111
BE13 PFBO243 1 11111111111
oPFI17E37 PFH7E37 1 11411111111
oPFI176E35 PFI7E35 1 11111111111
BE11 PFBO241 1 11111111111
oPFI17E35 PFH7E35 1 11411111111
Fa2062 1 PFFOEE4 1 11111111111
ES4 1 PFEDE3Z 1 11111111111
BE19 PFBO247 1 11111111111 ll]
[ Siibch ko selected data set J

The annotation manager component can be used to modify, add or delete annotation
on genes and samples. You may double-click any cell to change its value. Right-click
the table to add annotation columns or delete existing columns.

The Current annotation tab shows the annotation currently in the seleted data set. The
add annotation tab lets you map tabular annotation files to the selected dataset.

You can paste any annotation from external applications such as excel into the
"current annotation" table. This is the best way to add annotation if the order of your
new annotation equals the order of the existing annotation. If the orders are not the
same, you can map new annotation through a common key (see below).
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Current Annotation | Add Annatation

Annotation File

Source File k:IprojectsIJExpressIcurrent\.resourcesmgilent_MouseDev |[ Annokation mapping info ]
;’P Download Annotation file fram Molmine Sener l

Annokation mapping

Data set key column | ID [ae]

— > Auko set

File Key Column 1]

Selected annotation
Annotation columns to impott (comma separatedd)

[ I:l Create and view mapping ] [ I:‘ Create mapping and put into dataset ]

Sample | Mapped annatation

Source Lirik.

Sample rows |50 [ Set key column ][ Select columns ta import ][ set header ]

Select columns to import key - Import - Header

Switch to selected data set

If you have a tab-delimited text file containing a key column that exists in your data set,
you can use the ADD ANNOTATION component. The source file is the tab-delimited
text file, and the Dataset ID column should contain the keys in your dataset that map to
the keys in the file specified in the File key Column input field ("1" is the first column in
this file). The File Import Columns are the column numbers of the columns containing
the identifiers you want to import separated by a comma..

ANNOTATION MAPPING INFO reads the file specified and count occurrences of the
annotation in the data set. This can help you locate common annotation keys in the file and
your data set.

AUTOSET sets the dataset key column and the file key column by looking for common
occurrences of annotation in the file and in the dataset.

When a file is specified and the auto set button is clicked, a number of rows (specified by
the Sample rows input field) from the file are inserted into the sample table. The key
column in this file is marked in blue. Whenever you click on a column in this table, the
column will be added to the columns to import and marked green. By clicking on a
selected green column, it will be deselected. J-Express will also look for an annotation
header by counting occurrences of certain key words and mark this annotation header row
in red. if you want to remove this header or specify a different row, click the set header
button. You can continue selecting columns to import by clicking the set columns to
import button. To specify a different column as the key column, click the set key column
button and the new column.

There are two ways of putting the mapped annotation into your dataset:
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Create and view mapping opens the mapped annotation table and previews the mapped
annotation. you can then click the put annotation in dataset button to add the new
annotation to the selected dataset.

Create mapping and put into dataset directly maps the new annotation and adds it to the
dataset. The current gene annotation table is then opened for viewing.

(J-f_, Annotation manager(IDSnker)

Current Annotation | Add Annotation |

&nnokation Fils

Source File FI:'l,projects'l,JExpress'l,current'l,resources'l,.ﬁ.gilent_HumanGenome |[ Annotation mapping info

‘ Q-c’l} Crovunload Annotation file fram bolmine Senver
Annotation mapping
Data =et key column | Info 7 M
Auko sek
File Key Column 5
Selected annokation
Annotation columns to import (comma sepatsted) |3,4,7,10
[ D Create and view mapping ] ’ D Create mapping and put into dataset ]

Sample | Mapped annotation

1 z 3 4 5 ] T =] 9 10
Agilent H. . [
Probe ID Systemati... |Genbank . [UniGene [D [LocusLink 1D Gene Sy... |Hurman TC  |RefSeq Ace [TC PubM... |GO
A 23 P10 JAKDYESRS  |AKDVESEA  |Hs 27373 (400451 LOc4004. . [MPSZEA1S =
A 23 P10 | 96013 | 960131 ALS59153 Ll
A 23 P10 |SW2E M 014345 |Hs 8071 95359 SV2B; sy, [THCZ2ATE. . |NM_014848 21616951 ... |G0:0
A 23 P10 || 964433 |_ 954455 A1349228
A 23 P10 JAVEN fh 020371 |Hs 369260 (57099 AWVEN; ap... [THC22479. MM _020371 20403301, |GO:L
A 23 P10 |NM_152455 M 152455 |Hs 546457 146050 FLIFSEES,.  [THCLZ302 MM 152455 22388257 . |5 000
A 23 P10 JAF2E014  |AF2E0514  |Hs 88025 (23339 WES3F v [NESTNE
A 23 P10 |NM_007236 M 007236 |Hs 405234 11261 CHP; cale.. [THCZZ563 . |MNM_O07236
A 23 P10 WK 020380 kA 020550 |Hs 151855 57082 CASCS; o [THCZZEEE MM 1445, (20450633,
A 23 P10 ||_958640 |_ 853640 THCZ2442 95116655, .
A 23 P10 WK 023076 [Rikd 025076 [He 161279 |55253 C1Gorf23; | [THCZZELL (MM 023075 M
<] I | [2]

Sample rows |50 St key column ” Select columns ko impork ][ set header ]
Click on the columns you want to import, double clicking removes selection key - Import - Header
[ Switch to selected data set ]

In the example above, we have loaded a file with Agilent annotation. The Info7
column of annotation in our dataset contains the same annotation as the 5" column in
the loaded file (both are locus link Ids). These two columns are chosen to link the
annotation in the dataset with the annotation in the file. We click the Select columns
to import and click on column 3,4,7 and 10 in the table because we want to import
these into our dataset.

Clicking the Create mapping and put into dataset will map the selected annotation
and put it into the dataset. Clicking the create and view mapping vill put the linked
annotation into the Mapped annotation tab for viewing.
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3.19Search and Sort

H Search and'Sort
Search and Sort Help

Search phrase

. ¥zecretion. ¥

Latest expressions [v]

Where bo search Haows bo search Execute search

(" All annatation colurmns [ Zase sensitive
(%) Calurnns {comma delimited) |1,2,3,4,5,6,7,8 [ ] Use substrings

Fesult

Info 0 Info 1 Info 2 Info 4

Homo sapilen... H200005157 |BCOD1563 Q050355 sensory perception of
Eeratin 12 (... |H20O005824 | AFIS V286 0050955 sensory perception of
Crystalling ma... | H200O07005 |L31525 0050955 sensory perception of
H300005122 | AF001550 0050955 sensory perception of
H3I00022630 | AKO2T245 0050953 sensory perception of
Crystalling be.. | H2000043285 | XE8a392 Q050355 sensory perception of
Phosphotidyl. .| H200008715 | D3005& 0050955 sensory perception of
H3I00001248 | AR08 0050953 sensory perception of
Crystalling al... | H200000459% | WM24206 0050955 sensory perception of
Fetinal pymn... | H2OO00T7348 | AFO12270 0020955 sensory perception of
H30001&87924 [BCOOO0175 0050953 sensory perception of
HI00021145 |BCO23647 0051004 regulation of hgu:ugrc-tem
Muclear cap b, | H2OOO1570% | BCOO1255 O051030::nBN A transport
H300002475 | BCO0OR50 Q051031 AENA transpost
Hypothetical . [H200002217 | AKOGTI63 0051046 regulation of secretion
. | H20000&103 | BCO0057é 0051 0&E dihydrobiopterin metabol. .
JH2000052856 [343127 0051098 regulation of binding

i | [}]
|| ]E][ Pl » T [ [t57] Branch Selection ]

Search result 15 [ [=] Update Selection ]
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If you need to sort or locate profiles based on the identifiers in your dataset, use the
Search and Sort window. Open this window by clicking the Search and Sort button (

IEI) on the J-Express Pro tool bar, or selecting Data Set | El Search and Sort from
the J-Express menu bar. Note: This window is intended for use alongside other
windows such as the Gene Graph and Group windows.

The Search Phrase text area lets you enter a query text. The query can be a simple
text string, or a Regular Expression. For more information on regular expressions and
a short syntax reference click the ? button to the right of the text area. Check the
Case sensitive box to make searching case sensitive (i.e. differentiate between
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uppercase and lowercase letters). Previous searches can be accessed by using the pull
down function of the Latest Expressions combo box.

If you want to search for your search phrase in all columns, select the All Columns
radio button. If you only want to search particular columns, select the Columns
(comma delimited) radio button, and type the column numbers, separated by
commas, in the text field below. Press the Search button.

Hits from the search are highlighted in the spreadsheet below. Use the arrow buttons
below the spreadsheet to move between the hits. To move to the first hit, click the 14
button. To move to the previous hit and add it to the current selection, click the blue 4
button. To move to the previous hit without adding it to the selection click the 4
button. To add all hits to the current selection click the * button. To move to the next
hit click the grey » button. To move to the next hit and add it to the current selection,
click the blue » button. To move to the last hit in the search click the ¥ button.

If you click a column header on the spreadsheet, the column will be sorted. To invert
the sort, click the column header again. Selections can also be made directly in the
spreadsheet.

To branch off the selection and adding it to the project tree, press =l Branch
Selection button. This will add a new node under the

Click the Update Selection button to select all profiles matching the search phrase (This is
the same as pressing the star button).
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3.20Chromosome view

CHromosomes

Chromosome  Help

I3 Al Chromasomes

[h vn

|E| Crosophila_melanogaster
[h Plasriodiurm_Falciparum

[+~ Saccharomyces_cerevisiae

Search @@ Find selected genes in selected Folder @
Use ID column | 1 M Clear results

File Hik
a4 prokeins YaLOGTC
a4 prokeins YalLOd3C
a4 prokeins YaLOE0
a4 prokeins YaLOZEC
a4 prokeins YAROOFC
a4 prokeins YARODEY
40& prateins YELOS4C
40 nrnkrins WRLOSA

Click to show selection path, douhle clickto open chramaosarme view

To open the chromosome view, select the node in the project tree that you want to
analyze. To open this tool, select Methods | Chromosome View from the J-Express
Pro menu bar, and a window with folders containing chromosomal data will open.
There are several ways to move ahead to open the chromosome view.

Chromosome folders:
Moving through the chromosome folders and double clicking on any of the files with

the file extension .ptt will open a chromosome view window showing the
chromosome you clicked..

Search:

Select the folder you want to search. Right-click it and select Set Selected Folder.
The selected folder will be marked yellow.
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To search for one or several genes enter the name or synonym name explicitly or
using a regular expression. Click on the question mark(?) for more information on
regular expressions. Press enter or click on the run( [+] ) button. The result of the
search will appear in the list below. Double click on any of the hits to open the
chromosome view. Hits will be marked in the chromosome view.

Find Selected Genes in Selected Folder| [+] I

Select the folder you want to search. Right-click it and select Set Selected Folder.
The selected folder is marked yellow.

If some genes have been selected in any of the other J-Express Pro components, eg. in
the Gene Viewer, these genes can be located by clicking the Find Selected Genes in
Selected Folder| [¥] ]. Make sure you select the correct Use ID Column. Set this
column to the one in your dataset that contains the gene names.

The result of the search will appear in the list below. Double click on any of the hits
to open the chromosome view. Hits will be marked in the chromosome view.

Chromosome View

Chromosome MC_001140,ptk

YHLO12W
YHLO27W YHLO2Z4W YTHLOY W YHLO1SW
YHLO2EW YHLO2ZSW YHLOL OD15W-A

i i
YHLOZPC YHLO2SC YHLO23C YHLO21C 016C YHLO13C  YHLOO9C
YHLO2ZCYHLOIOC YHLO4C YHLOIOC
YHLOZO0C YHLOLIC

[{ ] [ | [ Y ]
Start | 74241 Code
End 72034 oG

Strand |C Product  |Plasma membrane kransporter for both u

Gene  DURZ Synomyn |(YHLO1GC

Print Mames = Search for | | Found 12

LE [ Gl ][]

Adding Chromosomes

You can add chromosome files by downloading ptt (protein table) files from the
genebank database and put them in your external folder (jexpress/resources/external).
These files are located on the genebank ftp site and the various genebank mirror sites.
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For instance, you want to add or update the chromosome files for D. Melanogaster; go
to the ftp site:

ftp://ftp.ncbi.nih.gov/genomes/Drosophila_melanogaster

and select all the .ptt files. copy all these to the folder called
\jexpress\resources\external\Drosophila_melanogaster or wathever name you may
prefer for the folder. remember that the folder with the ptt files must be located
somewhere under the external folder.
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3.21Correspondence Analysis

( CAistT, 2,3 quality checked =l 1
Image Thumbnails CA  Line Chart Help

40k _
6.0 _
l . . l . . ] . . ] . . l . . l *
-30 =20 -10 0o 10 20
®-axis Component variance: B0.296 % Min Density Max
Y-axis Component variance: 19.073 %
Total variance retained: 79.37 % | -

L0237 Plok Size: (380,296)

To perform correspondence analysis on a dataset click the Correspondence Analysis

button ( ) from the J-Express Pro tool bar, or select Methods|Correspondence
Analysis from the J-Express Pro menu bar. Note that Correspondence Analysis can only
be performed on a dataset that exclusively contains positive values.

The result of the correspondence analysis is shown in a window that has common
functionality with the PCA window. Refer to section 3.6 for a description on how to use
this window. The only differences to PCA are that points are added and labeled for each
column, and that the PCA-specific options are unavailable.

You can use the CA menu to specify the component to show in the plot.

Plot CA text settings — Set properties such as font and font transparency for the
samples (The colors are set in the group controlle)

Toggle CA text — toggle the text for the samples
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Toggle CA median marks — toggle on and off a line going from origo th the mean
of the samples in each group. Create sample groups with the create groups tool
(Data Set menu and create groups)

Please refer to the following paper for method explanation:

Correspondence analysis applied to microarray data.
Fellenberg K, Hauser NC, Brors B, Neutzner A, Hoheisel JD, Vingron M.
Proc Natl Acad Sci USA. 2001. 98(19): 10781-10786.
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3.22Feature Subset Selection and ANOVA

] [ |
(@vss h=i
File FSS Help
Resuli Update Plot
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[ [\5] Branch Selection ][ < Prey ” Mext = ]

I | ) ISR | |

Selected 11
Flot Yariance Retained §7.40%

Feature subset selection will basically find the genes that best divide one group of genes
from the rest, or divides multiple groups. To run this method, one or more column groups
must be defined.

To perform Feature Subset Selection (FSS) on a dataset you need to make sure that there is
at least one column group defined in the dataset. Then click the Feature Subset Selection (

IE) button from the J-Express Pro tool bar, or select Methods | Feature Subset
Selection/ANOVA from the J-Express Pro menu bar. This will open a window that allows
you to select one or two groups to perform the feature subset selection analysis on.

Check the box(es) in the Active column to select the group(s) for analysis.

The other columns provide additional information for the column groups, namely group
name, color, and member count. Click the Next > button to set the parameters for the
analysis. In the first window of the FSS you can select which method to use to
discriminate between the classes (FSS and ANOVA). These methods produce very
similar methods, but unlike ANOVA, FSS is based on statistical tests such as t-test which
limit the classes to be separated to 2. For ANOVA, you can also select to display scores as
p-values and out of these scores you can get a False Discovery Rate (FDR for your
selection. The caclulation of the FDR is based on the Benjamini/Hochberg methods and is
therefore based on a subset of the list. Choosing the top 10 p-values in the list will
automatically update the FDR for a list with the 10 top scoring p-values. The plot
generated from selection will be the same as for FSS (See below).

136



For FSS, you can set the parameters in the second window. Select the Score and Rank
algorithms to be used by selecting the desired algorithm in the pull down menus. You can
choose how many of the highest scoring profiles by selecting a value in the Result pull
down menu. Click the < Prev button to go back to the group selection window, or click
the Next > button to complete the FSS analysis.

The Result window has two main areas. On the left the highest scoring profiles are shown.
The number of profiles in the list is based on the value set in the Result pull down menu in
the Parameters window. Additional defined profile information is also shown, as well as
group membership colors and the profile index. The FSS score of a profile is shown as a
colored bar, where a longer bar indicates a higher score. Multiple profiles can be selected
in the list, and these profiles will then be displayed in the plot on the right side of the
window.

The plot will show a gene/gene plot if one row is selected in the table. Genel/gene?2 if two
rows are selected and a principal component projection if more than two rows are selected.
To see the profile of the selected genes, open a line chart component and click on Shadow
Unselected ( = ) button.

You can customize the appearance of the plot by right clicking on it.
Fill lets you choose the background color of the FSS plot. The options are:

*  One color — click the Background color box to select a new background color for
the FSS plot.

*  Density map — uses a spectrum of colors to show the density of points in an area.

Density Map options:

These options become available when the density map is selected
as the fill type.

Density Map Colors — allows you to change the color of the
highlights. To change a color in the FSS color range simply click
one of the small boxes over the spectrum. This brings up a color
selection dialog where you can choose the color you want. Click
OK, and the color range will change to accommodate your
changes.

Density area — This allows you to set the size of the area a single
dot influences on the density map. To make the influence of a dot
less, move the slider to the left, to increase the influence of a dot
move the slider to the right.

Number of Colors — this option sets the number of colors to be
used to generate the density map. A small number of colors limits,
and in some cases removes, the density map for dots lying in areas
of low density. In addition the transition between colors becomes
less gradual. Move the slider to set the desired amount of colors to
be used.
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Paint Threshold — This option sets a threshold value for the amount
of dots in an area. If this threshold is exceeded the dots in that area
are removed. This frequently helps show the structure of the
Density Map. Move the slider to set the desired threshold.

* QGradient — Two colors are combined to create a smooth color gradient. Click
the two colored boxes to choose the desired colors. Use the Gradient Type
menu to select the type of gradient. Diagonal forms a color gradient from the
upper left to the lower right corner; Top-Bottom forms a color gradient from
the top of the plot to the bottom.

» External Picture — Use the file selection dialog to select the image file you
wish to use as a background for the plot. Selecting Stretch will stretch the
image to fit the plot. Selecting Tile will repeat the image in a tile pattern if it is
too small to cover the entire plot.

» Tiles — Six additional patterns you can use for your plots.
Spot size lets you set the size in pixels of the FSS points.
Circular Spots — check this box to use circular FSS points.
Framed — Checking this box adds a frame around each dot.

Title — enter a title for your chart in this box, if needed. It will appear at the top of the
chart.

Axis Value Span lets you set the maximum and minimum values for each axis. Uncheck
the Force Endlabels box to turn off the automatic endlabels generated by J-Express Pro.
Click the Reset button to center the chart on origo.

Chart & Axis color — click these colored boxes to set the background color for the area
outside the main chart, and the colors used for the axis.

X- and Y-axis options

» Title allows you to name each axis. The name will appear on the left side of the
chart for the y-axis, and on the bottom of the chart for the x-axis.

*  Minor tics set the amount of minor tics between each major tic on the respective
axis.

* Tics on both ends — check this box to have tics on the opposite edge of the plot
from the axis, in addition to the tics on the axis.

Grid lets you set options for the plot grid.

* Paint Grid — check this box to toggle display of the grid on. Uncheck it to toggle
display of the grid off.

* Grid Color — select the desired color for the grid by clicking on this box and
choosing a color from the dialog that appears.
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* Grid Transparency — Use this slider to set the transparency of the grid, relative to
the background.

e Null color sets the color to be used to indicate that the value represented is a
replaced erroneous value.

Click the Prev > button to return to the Parameters window. Click Close to close the FSS
window.

3.22.1 Score methods

J-Express pro now include the following methods to test for differential expression
between two microarray experiment states:

t-score

The t-score is the two sample t-statistic. Given means of two experiment classes m1 and
my, the pooled standard deviation estimate sp, and the number of experiments in each class
n1 and n», the score is computed by the formula

m - m,

1 . 1
S, —t—
n.nm

Golub score

The Golub score is named after the widely referenced paper by Golub et al. [4]. This
scoring method is often referred to as the “signal-to-noise” ratio. Given means of two
experiment conditions 71 and m; and the corresponding standard deviations s1 and s2, the
score value is computed by the formula

m, = m,

st s,

Between/within variance ratio

The between-to-within variance ratio reflects differences in class means relative to the
variances in the classes. This score method was introduced by Dudoit et al. [3]. Given the
class means m1 and m,, the grand mean m and the within class sum of squares ss; and ss>
the score is computed by the formula

=) + - )

ss, 1 88,
Wilcoxon z-approximation

The Wilcoxon z-approximation is a nonparametric score based on the Wilcoxon rank sum
statistic. Given a decent number of experiments, the score is approximately standard
normal distributed. The expression values are ranked and the rank sum W, of the smaller
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sample size is computed. Given the number of experiments in the smaller class na and in
the larger class n, (na < ny), the score is computed by the formula.

VVa B na(na t n, t 1)/2
\/nanb(na +m,+1)/12

For further details, see for instance Bhattacharyya and Johnson [1].

3.22.2 Ranking methods

Given the score methods described above, genes can be ranked based on score if
experiment classes are defined. J-Express include several variants for finding good marker
genes, either by ranking gene by gene or by looking at combinations (pairs) of genes.

Individual ranking

This ranking method computes a score for each gene profile, and ranks the list of genes by
score. The genes with highest (absolute) score are reported on top of the list.

Greedy pairs

The greedy pairs ranking method first ranks all genes by individual ranking. Subsequently
the highest scoring gene g; is paired with the gene gj that gives the highest gene pair score.
The gene pair score is computed by projecting the expression values of the two genes onto
the diagonal linear discriminant axis, and then taking the score of the transformed data
points. After the first pair has been selected, the highest ranked gene remaining gs is paired
with the gene g; that maximizes the pair score, and so on. See Bg et al. [2] for further
details.

All pairs

Unlike greedy pairs, this method examines all possible gene pairs by computing the pair
score for all pairs. The pairs are then ranked by pair score, and the gene ranking list is
compiled by selecting non-overlapping pairs, and selecting highest scoring pairs first. This
method is computationally intensive, and may take a while to terminate. See Bo et al. [2]
for further details.

[1] Bhattacharyya GK and Johnson RA: Statistical concepts and methods. Wiley, 1977.

[2] Ba TH and Jonassen I: New feature subset selection procedures for classification of
expression profiles. Genome Biology, 3(4):research0017.1-0017.11, 2002. Available online:
http://genomebiology.com/2002/3/4/research/0017.1.

[3] Dudoit S, Fridlyand J, Speed T: Comparison of discrimination methods for the
classification of tumors using gene expression data. Technical report no. 576, Department
of Statistics, University of California, 2000.

[4] Golub TR, Slonim DK, Tamayo P, Huard C, Gaasenbeeck M, Mesirov JP, Coller H, Loh
ML, Downing JR, Caligiuri MA, et al.: Molecular classi_cation of cancer: Class discovery and
class prediction by gene expression monitoring. Science 1999, 286:531-537.

Please refer to the following paper for method description:

New feature subset selection procedures for classification of expression profiles
Trond Hellem Bo , Inge Jonassen
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Department of Informatics, University of Bergen, N-5020 Bergen, Norway
Genome Biology 2002 3(4): research0017.1-0017.11

141



3.23Significance Analysis of Microarrays (SAM)
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SAM is a method that can be used to identify genes that are significantly differentially
expressed. Each gene is assigned a score on the basis of its change in gene expression
relative to the standard deviation of repeated measurements. The genes that have a
score higher than some adjustable threshold are used to estimate the significance of
the result. This is done by permuting the measurements to see how many genes comes
up with a score above the threshold. The percentage of genes identified by chance is
called False Discovery Rate (FDR). For more details on SAM, see

Significance analysis of microarrays applied to the ionizing radiation response.
Tusher et al 2001

To perform SAM analysis, you need to define groups within your dataset.See the
create groups for information about how to create groups.

The SAM analysis can be started from the Methods menu or by clicking the
(Significance Analysis of Microarrays) button. In the window that opens, select the
two groups to be compared by checking the boxes in the Selection column and click
the Next button.

In the next window you can set the maximum number of permutations to be
performed in order to calculate the FDR. In addition you need to tell J-Express
whether your data values are Linear (non-logged), Log2 or some other transformed
values. Click Next.
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In the Result window, you are presented with a table containing the genes of your
dataset sorted according to their score in an ascending order. The score used by SAM
is called d-score. The Fold Change for each gene is also presented.

The Delta value is the adjustable threshold used to select the differentially expressed
genes. The genes that have a score higher than the delta value are used to calculate the
FDR.

3.23.1 The SAM Plot

In the SAM Plot the observed relative difference D(i) is plotted against the expected
relative difference DE(i). The black line indicates the line for D(i) = DE(i). The two
grey lines on either side of the black line, are drawn at delta distance from the black
line. The grey lines show the selected threshold. Spots further away from the black
line than the grey lines will be Selected as differentially expressed and used to
calculate FDR.

Right-click in the plot area to see different plot options.
3.23.2Plot options

Right-clicking in the plot area opens a menu where you can zoom, save and print the
plot. Properties lets you, amongst other things, change the title of the axis and plot,
and select different font and colours.

3.23.3 Outputting results

There are several ways of outputting the result from SAM. You can save the table
containing the entire dataset with the score value and fold change value to a text file,
save and print the plot, or branch selection to continue working with the selected
genes in J-Express.

Click File | Save Table to save the table containing the list of genes with their scores
and fold change.

There are two different ways of saving or printing the plot. You can either click Save
Chart or Print Chart from the File menu, or you can right-click in the plot area to
select the same options.

To continue working with the Selected genes, click the F=[Branch Selection button.
The new branch will be added to the J-Express project tree under the dataset you are
working on. It will look like FISAM.
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3.24Gene Set Enrichment analysis

Gene Set Enrichment Analysis or GSEA is a supervised analysis method used to find
statistically significant differences between sample groups defined by a priori defined
gene groups. The gene groups can be loaded from a file with group definition or other
analysis methods such as gene ontology.

See also the paper:
http://www.broad.mit.edu/gsea/doc/subramanian_tamayo_gsea_pnas.pdf

for detailed description of the GSEA method.
3.24.1 Background

Gene set analysis is used to look for sets of related genes that follow the same trends
in the dataset. It can be performed on either categorical or continuous data.
Categorical data is of the type “before” vs “after infection”, while continuous data can
be time series data.

Categorical

The traditional way of analysing data for differentially expressed genes has been to
use statistics that look at each gene by itself. There are several advantages to analyse
sets of genes rather than individual genes.

If the genes only change moderately it may be difficult to find significant change by
looking at each gene separately. If, on the other hand, many genes belonging to the
same gene set, e.g. immunity and defence, are changed, even moderately, this could
be an interesting finding, and the a priori defined relationship between these genes
gives more statistical power to detect such smaller changes (affecting a whole set of
related genes) compared to a per gene statistic.

It has been common to do simple over representation analysis of for instance GO
terms among genes found differentially expressed compared to the non-differentially
expressed genes. One would then calculate a per gene statistic, rank the genes and
select a cut-off on a certain number of genes or a certain p-value to divide the genes
into differentially expressed and non-differentially expressed genes. The per gene
individual statistic, and thus the gene expression values themselves, is only used to
rank the genes in this approach, not to evaluate the gene sets themselves.

In contrast the gene set enrichment method does not depend on a cut-off, and use the
gene expression values of the genes in the evaluation of a gene set. After ranking the
genes according to some per gene statistic, the entire ranked list is used to assess how
the genes of a gene set distribute across the ranked list. The score (statistic) of
individual genes are taken into account when evaluating a set of genes for differential
expression.

Imposing a hard cut off on a list of genes with smoothly decreasing statistical scores
is bound to be an arbitrary choice, and introduces an artificial border that is

144


http://www.broad.mit.edu/gsea/doc/subramanian_tamayo_gsea_pnas.pdf

oversimplifying the biology. Genes in the area below the cut-off is easily missed that
could exhibit the same behaviour as related genes in the list above the cut-off.

Continuous

Normally we cluster continuous data to search for genes that have similar expression
profiles, and then we go through the genes belonging to a cluster to see if they share
some common characteristics. The problem with this approach is that the decision on
which cluster a gene is a member of may to some extent be arbitrary, depending on
the clustering method, the number of predefined clusters and the initialisation of the
clusters. Some genes that belong to the same gene set may therefore sometimes end
up in the same cluster, while other times they end up in different clusters.

Another way continuous data have been analysed has been to search for genes in the
dataset with a certain degree of similarity to a particular search profile. Obviously this
creates a similar problem as the one described for categorical data; where do we set
the cut off? How similar do a profile has to be to make it on to our gene list? All sorts
of profiles exist in a data set and it is most likely going to be very difficult to set a
clear cut threshold to say that a particular set of genes are similar to the selected
profile, while the others are not similar. The resulting limit is therefore always going
to be random.

By using a gene search profile and predefined gene sets it is possible to avoid the
problems of clustering and setting a cut-off for similarity to a gene profile. We can
also get a significance score for each gene set. All the genes in the dataset will then be
ranked according to correlation with the search profile. Once the genes have been
ranked, the gene sets are scored exactly like they are for categorical data.

3.24.2 Running GSEA

Select the dataset in the project tree that you want to run GSEA on

Select GSEA from the Methods menu, or click on the D (Gene Set Enrichment
Analysis) button
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Select the appropriate analysis method:

1. Two Class Unpaired: select the two sample groups to be compared
from the two drop down lists. If the drop down lists only contain one
item (All) you have to define the sample groups from the Create
Groups component.

2. One Class: select the sample group to be analysed from the drop down
list. If all the samples in your dataset belong to the one sample group
you want to analyse, you can select the item All from the dropdown
list. If you want to test a sub-group of samples, and the drop down list
only contain one item (All), you have to define the sample group from
the Create Groups component.

3. Two Class Paired The number of defined pairs in the dataset will be
listed under this selection. If no sample pairs are found, you have to
define the pairs using the Create Groups component.

4. Continuous data (e.g. time series): The continuous method ranks the
data according to its correlation to a profile that you define, or to a
specific gene profile that you select from your dataset. Click on the
Create / Select Profile button to set the search profile.
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Next select the type of permutation you want to do. If there is enough samples in the
dataset, sample permutations will give a more correct estimate of the background
distribution of the data. If you have 5 or less samples in each group you are trying to
compare a warning will appear saying you should consider gene permutations.

The number of permutations depend on type of permutation you are doing. Gene
permutations will require more permutations that sample permutations. One way of
assessing whether you have done enough permutations is to do the analysis again and
compare the result. If they are not consistent, more permutations may be needed.

Next select a scoring method.

Weighting means that you value the scores at the top of the ranked list higher than the
ones further down the list. An in-depth explanation can be found at
http://www.broad.mit.edu/gsea/doc/GSEAUserGuideFrame.html.

The use of absolute scores means that the up and down regulated genes will be at the
top of the list and the non-changing genes will be at the bottom of the list. If you do
not use absolute scores the up-regulated genes will be in one end of the list, the down-
regulated genes at the other end of the list and the non-changing genes will populate
the middle of the list.

Click the Next button

B GeneSet Enmichment Analysis

Collapse to genes

Collapse mode | Mone [v]

Gene info column | Info 0 [v]

ik rowes with emply gene info column

[ ek ][ Back ]
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Some genes may only have one probe on the array while other genes may have
multiple probes on the array. To avoid giving some genesets higher scores based on
the number of probes its genes has, it may be a good idea find one profile that can
represent the genes with multiple probes. This is called collapsing probes to genes.
Creating the new profile can be done in different ways. Choose a collapse mode to
select how to create the new gene profile.

+ Collapse modes:

Max probe: of all the probes that map to the same gene the value of the
probe with the highest intensity is selected

+ Median profile: the median value of all of the probes that map to the
same gene is selected.

Select the column in your dataset that contains the gene id's.

Depending on which gene id you use for Gene info column there may be some blank
entries. For instance if you use Gene symbol, not all hypothetical genes that contains
probes on your array have gene symbols. These rows can be omitted. The chance that
these genes have been mapped to a gene set is lower than for other known transcripts.

Click Next
NOTE: a new node called Collapsed to genes will now be added to the project tree
and the new node is also automatically selected.

There are currently two ways of mapping your dataset to different gene sets. One is by
using the GO tree and the other way is by importing predefined gene sets saved in a
.gmt file

Gene Ontologies can be used as a basis for creating gene sets. To use GO to create
gene sets select GO Tree as the Gene Set Source and click on the map dataset to a
GO tree button.
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. GeneSet Enrichment Analysis

File

Gene Sek Source Mapping
GO Tree map dataset ko & GO tree ‘
[CJFile | || .
Draka Identifyer Column | Clonell
Gene Sek Filker
N This is the annotation colurmn inthe
Minirurm group members datasetthat containg the same IDs as
Maximum group members S00 the items inthe file
Dioes not evaluate the groups with less
or more items than these houndaries
3EA
[ Back, ] [ Run ] [ Cancel

Gene sets saved to a .gmt file. The .gmt file format is explained at the end of this
section. To import a .gmt file select File and click the [ button to locate the file.
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| £ GeneSet Enrichment Analysis E]@

File

Gene Sek Source Mapping
[[]&0 Tree |:|

File:

Cata Identifyer Column | Entrez Gene ™~
Gene Sek Filker —

Minirnum group members 10
Maximum group members g0
G5SEA
[ Back. ] [ Run ] [ Cancel

Notice that if you select File as your gene set source, the Data Identifyer Column
becomes active. To make the connection between the dataset in j-express and the
genes in the gene sets listed in the .gmt file, you must have the same id's that is used
in the .gmt file available in the j-express dataset. Select this column as the Data
Identifyer Column.

Gene Set Filter: Very small or very large gene sets should be filtered out. Which
limits you use for minimum and maximum depends on how many genes you have in
your dataset. For instance: maximum group members of 500 may be ok if you are
analysing 20000 genes, but if you are only analysing 2000 genes, then genesets with
500 members may be a bit much.

Click Run. Note: before GSEA starts running the genesets will be created and the
Gene Set Filters applied to remove small and large genesets. A pop-up window will
appear that tells you how many genesets were created, how many were filtered and

how many will be used in the analysis. You have to click ok in this window before
GSEA starts.

3.24.3 Interpreting the results

An indepth explanation of interpretation of GSEA results can be found on the
documentation pages of GSEA at the Broad institute.

Here follows a couple of tips on how to look at the results in J-Express.
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|£: GeneSet Enrichment Analysis [;]@

File:
Enriched in untreated | Entichied in treated
Rank Gene Set Size ES MES Mom P-value FOR (%)
1 protein complex 11 0.5 1.84 0.0 35.56 [A
z macromolecular .., (11 0.3 1.84 0.0 17.75 L
3 cell cycle arrest |18 0.68 1.83 0.0 13.74
4 ribonuclecprote... |16 0,66 1.5 0.0 16.03
5 cell cycle process (19 0.64 1.78 0.01 14.39
1 microtubule-bas... |10 0.31 1.75 0.0 13.22
7 mitasis 35 0.52 1.75 0.0 16,45 .
I3 M ohase of mita.,, [35 0.5 1.75 0.0 14.4 [t
Resulk Chart Make Seleckion
[ E| Stare result in project tree ]
[ B | | &l |
[ [t5] Branch selected ]
[ LEA ] ’ Leading Edge ]
[ Back ]

The results are presented in two tabs, one tab for the gene sets enriched in each of the
groups tested. For paired analysis it will say Enriched in Group 1 and Enriched in
Group 2. You can see in the Create Groups window Paired tab which samples belong
to Group 1 and Group 2.

Each row in the table represent a gene set. Click on a gene set and its "random walk"
will be depicted underneath. The peak of the random walk is used as the Enrichment
Score (ES) for a gene set.

As usual when working in J-Express it is always a good idea to have a Gene Graph
open next to the GSEA window. Click on the |E| button to open a Gene Graph of
locate it under the Methods menu.

In Gene Graph window: click the Shadow unselected = button.

Now when clicking on different gene sets in the GSEA window, the genes belonging
to that gene set will be displayed with their gene graphs in the Gene Graph window.
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Resul Chat Make Selection

Fa store result in project tree
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G5 | = | k2

The default selection is to view all genes in the dataset that belong to a particular gene
set. It is often more useful to only look at the genes that contributed to the Enrichment
score. This set of genes is called Leading Edge. Click on the Leading Edge button in
the GSEA window. Now when selecting different gene sets only the leading edge
genes will be displayed in the Gene graph window.

To branch off a sub dataset containing only the genes in a particular gene set, select
the gene set in the GSEA window and click the Branch button.

1. If the All button is selected, the new node in the project tree will contain all
genes in the dataset belonging to the particular gene set.

2. If the Leading Edge button is selected, the new node in the project tree will
contain only the leading edge genes in the dataset belonging to the particular
gene set.

There are different ways of storing the results from the GSEA analysis:

1. Store result in project tree will add a GSEA result node to the project tree,
which you can double-click to reopen the result window.

2. Under the file menu of the GSEA window it is possible to save the ordered list
of gene sets for the selected tab including the statistical values.

3. Branch off interesting gene sets

Remember to Save the project file from the File menu in the main J-Express
window.

3.24.4The .gmt file format

You can use excel to create gene sets. The format must be as follows:

Column 1: name of gene set

Column 2: Empty, or you can use this column to store information about e.g. the source of
the gene set.
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Column 3 and onwards: id's of gene belonging to a particular geneset

12| Microsoft Excel - myGeneSets_gmt

EI_] El Rediger Mis Settinn  Format  Werkkgy Data  Windo  RExcel  Stanford Tools  Hijelp

ol - W | |V R M B R ) o o 3 - AL G| 4B @) saM saMcon
A A A i 1 | | Svar med endringer... Avslukt gisnnomgang... -]
~ X/ A& Gene sel|B
A I B I C | D I E I F | G I H |
Sene set A litterature Zene 1 Gene 2 Gene 3
Gene set B lgene ontology Gene 5 Gene 3 Gene 4 Gene B Gene ¥

etc

When saving the file, make sure you save the file as a tab delimited text file, and type the
extension .gmt at the end of the file name. If you see in the file manager that excel has
added .txt after .gmt, you can right-click the file and select Rename to remove the .txt
extension.
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3.25Between Sample Fold Change

(g_, FoldiChange = 1
Chart  Selection
Samples : : :
Source 1
alpha 14 [v]
Source 2 R o
alpha z& [v] 20F ]

Source Plat

(%) Log Ratio O lag
> >
() Absolute Yalues (%) Absolute Yalues

Q
Gradient & ook u
51
| . %
-8.0 0.0 8.0
=
Fold change
20+ —
Less Than -1.5
Mare than 1.5 = i
[Lar [ []update | o
11 | 1 | 1 |
Selection 20 00 20
Selected 283 alpha 14
2
Info 0 Info 1 alpha 14 alpha 23 Fold Change

The fold change viewer can be used to see changes between two samples (columns in
J-Express).

The first step in this procedure is to change the two samples to compare. Change one
of the source combo boxes to get a plot of the selected samples. The calculation of
fold change is different between absolute values and log-ratio values so these
parameters must be set correctly before one of the sources is changes. J-Express will
however try to predict the format of the data and set the parameters for source data
format and plot type.

When the sources are selected and the data is plotted, you can change the plotted fold
changes by either selecting rows in the table or inserting a range in the "less than" and
"more than" fields and clicking update. By clicking update, all values will still show
in the table, but only those between the "less than" and "more than" thresholds will be
selected and shown in the scatter plot. The selection in the list are global and can also
be viewed in other components such as the gene graph view (choose shadow
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unselected). Also, by selecting a row in another component (such as search and sort),
you can see the fold change for that selection in the scatter plot.

To change the colors for the spots in the scatter plot, click the "change color scale"
button (=I).

By clicking Branch, you create a sub-dataset of the selection in the bottom table. This
dataset will also have the correct meta information (with information about this
branch).

Fold'Change

Chart  Selection
Samples T T T T T T T T T
Source 1 20
TP_10
Source 2
TP_20a L
Source Flot oo
(%) Log Ratio IE O lag IE
() Absolute Yalues (%) Absolute Yalues I
Gradient L B
N|
| e Bi-201
| ] 1
-17.43 0.0 17.43
=
Fold change i
Less Than -2 E -40 -
Mare than 2
| ALL I | ; UEdate I
Selection :
Selected 1247 IE
Fuse o
Replicates Used replicates
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3.26Gene Ontology Mapping

The Gene Ontology component can be used to find expression patterns from genes
within a certain go-term. Using this component together with other components such
as the gene graph viewer or Grouping window can effectively reveal expression
changes correlated with molecular function, cellular compartment or biological

process.

[J_f_) GODAGYeast Bl : = W
File wiew Help
Select M.al:ll:ling' File ta slarl
Thizs component ie baged on data [ram
the Gene Ontology Consortivm
|||||| WO W g':-'L-||||,-||||£':-_-.|'._"
. 4
MNarne
G0 (] =
Locake
Selection
Mapping File LSYT M
Automatic Selection Update Data Tdentifier Column| Info 0 M
Recursive Selection e S [ |:| Map DataSet ]
Maximum Members 100
Tags : Cescription
Parameter Value
Data Set
Index Infon Info 1 Info 2 Groups

The first time this window is opened, it reads a file called gene ontology.obo.txt. This
file is located in the go folder and can be updated by downloading from
http://www.geneontology.org/GO.downloads.ontology.shtml (The gene ontologies in
OBO flat file format).

The next step is to select the mapping file. This file contains a mapping between
certain gene identifiers and GO terms. These files must be downloaded from the Gene
Ontology Consortium website at
http://www.geneontology.org/GO.current.annotations.shtml and put into the folder
<J-Express home directory>\ resources \go\goassociations. When selected, this file is
parsed and column 3 or column 11 (if use synonyms is selected) is mapped to column
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5 and then to the ontology tree. Use the data identifier combobox to select the
identifier column in the dataset to map to the GO identifiers.

For instance, if you have a dataset with p. falciparum data and corresponding
identifiers from Sanger GeneDB, you go to
http://www.geneontology.org/GO.current.annotations.shtml and download the file in
the row named "Sanger GeneDB Plasmodium falciparum". When downloaded, you
put this file in the folder called c:\program files\Molmine AS\J-Express Pro
2.x\resources\go\goassociations. Then click the Gene Ontology button or select from
the methods menu. Select the file gene association.GeneDB_Pfalciparum.gz in the
mapping file box. You can then browse the tree or look for clusters.

Selection

The selection frame let you create dataset selection based on selection of the GO-
terms in the tree.

« Automatic Selection Update creates a dataset selection when a GO-term is
selected. This selection can be viewed in for instance the gene graph
component (using shadow unselected).

« Recursive Selection selects all genes in a selected GO-term and includes GO-
terms in other tree-nodes downwards in the GO-tree.
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The figure shows a GO-tree mapped to a yeast dataset. The red numbers in each term
shows the number of genes in the selected dataset that corresponds to this GO-term.
The blue numbers is the total number of genes corresponding to this GO-term and
other terms downwards in the tree (child terms).

If both the red numbers and blue numbers are 0 for all terms, you are probably
searching with the wrong identifiers. If this is the case, you should download a
different mapping file (see above) or try to create a new column of compatible
identifiers using for instance the ID linker.

The tags table shows all information tags contained in the selected GO-term. The
DataSet table shows you all the genes in the selected dataset corresponding to this
GO-term. This table depends on the selection in the Selection frame. Selecting genes
in the DataSet table will fire a global selection event that can be viewed in a gene
graph viewer or a grouping dialog.

The definition window shows you all information about the selected GO-term.

Look for Clusters
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This button opens the cluster window that enables searching for clusters within the
GO-terms. By clicking on a row, the selected GO-term will also open in the GO-tree.
Select a Method for generating clusters and click find clusters.

| GO'Clusters

rinirnum Clusker Size

Maimurm Claster Size 200

Method |Smallest Standard des, &I
[ |:| Find Clustars ] [ Stare Selacted Clusters ]

Group Ikem Cluster Scare

transcription initiation f...

RM& polymerasze (ltra...

Golyi apparatus

telomeraze-dependent ...

v-SMARE activity
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3.27Selection Viewer

|I Selection

DakaSet Malaria

Index j(]
A1700_1
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Selected 22

The selection Viewer is simply a window showing all selected indices for a dataset.
As you select between the active datasets in the project tree, it can be hard to keep
track of the genes that are selected for each dataset. This selection can for instance be
viewed in a Gene Graph window by choosing shadow unselected. You can also use

[ Switch to selected dataset ]

the grouping component to create a group of the selected genes.
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3.28Selection Chart

| selected Promiles

ROt I0s |ID BI Column I0s Legend Shapes

= A1700_1 -+ BG&19

% oPFM7E32 = BE17
oFFIM7634 -+ BE18
oPFM7E33 = BE15

-= oPFM7GE36 » F39274_2
oPFMYE3S  F39274_1
BE13 —4 J485_4

+—oPFI7E37 = BG20

-+ oPFI7E38 = BE2Y

-+ B511

& oPFI17E39

- F32062_1

- E34_1
:? r-'m-{? "ﬁ -

e a\ﬁ J\ﬁ k] mn
1'?,9 -‘TF{?; A% - {?E{?f{??{?{‘q?

Max rows Max columns

The selection Chart is simply a window showing all selected profiles for a dataset. To
see the selected genes in a chart, just keep this window open. To prevent locking J-
Express when drawing thousands of genes, the max rows and max columns prevent
too large datasets from showing too much data. If there are multiple annotation rows
or columns, select the annotation to include with the top combo boxes.
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3.29Scripting

With the scripting feature of J-Express Pro, you can automate your microarray data
analysis and create new methods and visualizations. The script interface can help you save
time when performing repetitive operations on your dataset(s). You have access to the data
objects, and may manipulate your data matrices by using some of J-Express' native
methods, or manipulate completely on your own. You can also use the script interface to
connect data from J-Express with your own java classes.

Two different types of scripting exist in J-Express from version 2.7:

Jython script (a hybrid between python and java)
Java script

Jython scripting enables full support for python, but also lets you use java objects directly
in the scripts. It is strongly encouraged to use this type of scripts as the java script can
be quite difficult to use. See example scripts for code examples and use the scripting forum
at www.molmineus.com/forum for support and help.

Jython scripting is also available for low-level data preparation and enables scripting in the
array processing step. See examples.

Information about the JavaScript standard and additional documentation can be found at

the web site: http:/www.mozilla.org/rhino/doc.html

Internal J-Express Objects

Some classes exist in J-Express that gives access to various framework objects such
as the internal desktop and the project tree. Most structures used in J-Express are
available from the main object. The other central object is the data object which
contains all available information about the selected dataset.

Here are the most important fields in the two framework classes and the Group class
for group information:

Main (the main class)

Fileld HType \bescription
r\/IW.JDesktopPanel FDesktopPane Ehe main desktoppane containing
1l InternalFrames
ﬁddNode(TreeNode rroid ﬁdds a project node (for instance a
hild, TreeNode parent) ataset) to the parent node
getProjectTree() JTree The main project tree |
etProperties() ashtable ettings that are saved when J-

xpress closes and loaded at startup
emember that objects put into this
able must be serializable.

getSelected() Object The selected object (node) in the |
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project tree. Are usually casted to
DataSet (This is done automatically
in jython: for instance

Dat = main.getSelected() where Dat
is used a DataSet object)

getTreeModel() DefaultTreeModel The project tree TreeModel |
éetTreeRoot() HTreeNode (DataSet) HThe root of the project tree \
numFormat java.text.DecimalFormat The decimalformatter used in all
objects
Example:

#Create a JInternalFrame and put it into the main desktop
dialog = JInternalFrame("Script")
dialog.getContentPane().add(new JLabel("test"))

dialog.setLocation(300,300)
dialog.pack()

dialog.setClosable(1)
dialog.setResizable(1
dialog.setlconifiable(1

)
)

main.MW.JDesktopPane1.add(dialog)

dialog.setVisible(1)

#store some values in the Hashtable storage

Hashtable hash = main.getProp

erties()

hash.put("aninteger”,new Integer(3))
hash.put("aString","this is a string")

#Next time J-Express starts, the following script is valid:

Hashtable hash = main.getProp

erties()

Integer aninteger = hash.get("aninteger")
aString astr = hash.get("aString")

print astr

Data (The data containing class, always the dataset selected in the project tree)

Fileld

Type Description

DataSet(double[][] data,String[][] infos,String[][]
colinfos)

Creator Creates a new dataset
from a double[][]
array of data, a
String[][] array of
row(gene) annotation
and a String[][] array
of column annotation.

addColumnGroup(Group gr,boolean last)

void Add a group of
samples (columns) to
the dataset, see
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E‘:escription for the
roup Object below

addGroup(Group gr,boolean last) void dd a group of genes
rows) to the dataset,
ee description for the
roup Object below
extract(Vector members) DataSet The main method for

creating subsets of
data. The members
Vector should contain
Integers where each
integer is a row that
should be in the result
dataset.

This dataset is initially
linked (contains only
pointers to data from
the parent dataset). To
unlink the dataset
create its own data/]
[] vector) call the
setParentDataSet( Da
taSet parent ) first and
then unLink(0). To
connect it to a dataset
int the project tree,
call main.
addNode(TreeNode
child TreeNode
parent)

extractColumns(Vector members)

FataSet

ame as above for
olumns.

fireSelectionChangeEvent (Object source)

void

ires a change event
o that all listener
istening for selection
hanges are updated.
se this together with
etSelectedRows(int/[]
electedRows) or
etSelectedColumns(in

[] selectedCols)

FetColInfos()

Ftring[][]

t.nnotation for all
amples

etColumnGroups()

ector of
roup

bjects

11 sample groups (see
roup object)

getData()

‘Houble[] Hl"he actual expression ‘
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Hnatrix \

etDatal.ength()

umber of rows
genes) in the dataset

etDataWidth()

Samples) in the

umber of Columns
ataset

Ftring

ataset (appears in the

E‘he name of the
roject tree)

F
—
fe ile()
|
i

etGroups() ector of All gene groups (see
roup roup object)
bjects
etlconlmage() ageIco Fhe icon of the dataset
getlnfo() \Strlng Hl“he info field \
FetlnfoHeaders() Ftrmg[] t‘(ow annotation
eaders
Fetlnfos() Ftrlng[] [] Ehe gene (row)
nnotation
éetSelectedColumns() in Hl“he column selection \
getSelectedRows() int[] The row selection |
etStructures() ashtable A hastable to store
nything together with
he dataset. Remember
hat object in this hash
ust be serializable
Fetnulls() Foolean [Fhe missing values in
] his dataset
rasNaN() Foolean rue if there is any
aN values in the data
inked() boolean True if this dataset
oes not contain data
fit’s own, but only
as indices to the
arent dataset
eLink(boolean showWarnings) void emoves data and
inks to the parent
ataset
setCollnfoHeaders(String[] colinfoHeaders) Void Eet the headers for
olumn annotation
JsetColInfos(String[][] colinfos) HVoid \Set column annotation\
setColumnGroups(Vector classes) Void eset all column
roups (Vector of
roup)

setData(double[][] data)

Void

\Set the data \

setFile(String file)

Void

\F ile is the name of the\
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dataset |

setGroups(Vector classes) Void Eeset all row (gene)
roups

setlcon(Imagelcon icn) Void Eet the icon for this
ataset

Eetlnfo(String info) HVoid \Set the info field \

setinfoHeaders(String[ ] headers) Void Eet headers for row
gene) annotation

setInfos(String[][] infos) Void et row (gene)

nnotation

nfoList MetaList)

EetMetaList(expresscomponents.Documentation.Meta Void

eta list is the list of
eta info

setStructures(Hashtable structures)

Void

ith the dataset. It can
e used to store any
ind of serializable

tructures is a
ashtable that is saved
bject

setnulls(boolean[][] nulls)

Void

et a matrix of

issing values (true
epresents a missing
alue)

unLink(boolean showWarnings)

Void

nlink the dataset
rom its parent dataset.
his will copy all data
verlapping between
his dataset and its
arent to this dataset.

Group (the grouping information, both on rows and columns (see DataSet))

Fileld Type Description |
Group() \breator ‘breates a new empty group ‘
roup( boolean active, String Creator reates a new group. The members are

ame,Color color,boolean(]

embers, LineMark

ineMark, String description)

epresenting the row or columns
ncluded in this group. This number must
e the same dimension as the number of
ows or columns.

ataSet.addGroup(Group group,

oolean last) or DataSet.
ddColumnGroup(Group group, Boolean
ast) can be used to add the group to a

ataset.
setActive(boolean active) Void Turn this group on or of |
getColor() Color The group Color |
JsetColor(Color color) HVoid \Set the group Color \
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EetDescription(String Void Fet the group description
escription)
EftMembers(boolean[] Void the rows or columns that should be a
embers) ember of this group.
tetName(j ava.lang.String Void Fet the name of the group

ame)
getCopy() Group Get a clone of this group |
EetDescription() \String \bet the description n of this group \
éetGroupCount() \String HThe number of members in this group \
getMembers() ‘boolean([] The group members |
getName() String The name of the group |
isActive() boolean True if this group is active |
isMember(int row) boolean True if “row” is a member of this group |

Importing objects
Objects that are already in the J-Express classpath can be created by including their
package in an import statement like:

from myclasses import myclass

Adding new libraries

By putting a jar-file in the J-Express lib-folder, the library will automatically be
included in the class path. Objects can then be created by including them in import
statements.

Example:

A library called mylib.jar has a class called myclass in package myclasses with a
constructor myclass(String str) and method String mymethod(int anint).

We can use the library by putting it into the J-Express lib-folder. The following script
is then valid:

from myclasses import myclass

aclass = myclass("a string")
anotherstring = aclass(55)

print anotherstring
For instance, the jFreeChart library is already present in the J-Express lib folder. New

charts can be generated in the following way (for complete reference of the JFreechart
API, please refer to http://www.jfree.org/jfreechart/javadoc):
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This script calculates the 3 first principal components using the Jama library and plots
them in a JFreechart line chart. (The script is available as an example script in the J-
Express script folder).

from java.lang import *

from org.jfree.chart import *

from org.jfree.chart.plot import *

from Jama import *

from expresscomponents import JDoubleSorter
from org.jfree.chart.renderer.category import *
from org.jfree.chart.axis import *

from org.jfree.data.category import *

from java.awt import Rectangle

from javax.swing import JInternalFrame

sel =[4,5,6,7,90,12,44,43,43,22,11]
dat = data.getData()
m=data.getDataWidth()

colinfos = data.getColInfos()
rowinfos = data.getInfos()

A = Matrix(dat);
SVD =SingularValueDecomposition(A)

R = SVD.getSingularValues()

m2 = len(R)

dataset = DefaultCategoryDataset();
M=SVD.getV()

ARR = M.getArray()
r1 = M.getRowDimension()
c1 = M.getColumnDimension()

princ1=[]

#This is the principal component containing most of the variance
for j in range(0,m):

#princ1=princ1+[ARR([j][0]]

princ1=princ1+[ARR[j][2]]
dataset.addValue(ARR([j][0],String("PC1"),String(String.valueOf(j)))
dataset.addValue(ARR([j][1],String("PC2"),String(String.valueOf(j)))
dataset.addValue(ARR([j][2],String("PC3"),String(String.valueOf(j)))

chr = ChartFactory.createLineChart( "", ", ", dataset,
PlotOrientation.VERTICAL, 1,0,0 );
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plot = chr.getCategoryPlot()

domainAxis = plot.getDomainAxis()
domainAxis.setCategoryLabelPositions(
CategoryLabelPositions.createUpRotationLabelPositions(Math.Pl / 6.0)

);

data.setSelectedRows(sel)
data.fireSelectionChangeEvent(data)

rend = plot.getRenderer()
rend.setShapesVisible(1);

#Create the panel
panel = ChartPanel(chr)

#Create the dialog frame

dialog = JInternalFrame("Script")
dialog.getContentPane().add(panel)
dialog.setlLocation(300,300)
dialog.pack()

dialog.setClosable(1)
dialog.setResizable(1)
dialog.setlconifiable(1)

main.MW.JDesktopPane1.add(dialog)
dialog.setVisible(1)

3.29.1 Basics about the java script interface.

The script interface uses a JavaScript interpreter to execute the scripts. So the
language the scripts must be written in is JavaScript. You can use all the native
JavaScript features, and use them to manipulate your data.

Using the script interface in combination with J-Express' own classes will eliminate a
lot of "clicking" on buttons, parameter settings, and move these operations into the
script. The script can be saved and re-loaded. So if you wish to repeat an earlier
performed task, simply reload the script, and run it.

The way of accessing a DataSet in the project tre, is to select it. Then it will be
available in the script window as the variable "active". When you wish to perform
scripting on another dataset, simply select another dataset, and the "active" variable
will be updated.
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When initializing objects in JavaScript, it is necessary to write "Package" prior to the
full package name of the object you are initializing. An exception is when you are
using native java classes like:

java.lang.System.out.printin("Hello");
new java.util. Vector();

But when using for example a J-Express class:
new Packages.expresscomponents.Scripting. Launch(master,0);

An alternative to writing the package name, for example if you use the same class
several times, is to use the importPackage(Packages.etc....) or the
importClass(Packages.etc.....MyClass) statement.

3.29.2 The Examples - getting started.

Some useful examples are included, covering normalization of one and two channel
data, standard task like different clustering methods etc.

3.29.3 The class expresscomponents.Scripting.Launch

The "Launch" class - as the name implies is a "helping" class to initialize the most
common features. The methods are simply wraps some of the native J-Express class
constructors into a collection. The constructor takes as parameter the main window, in
the script interface called master and an integer number, referring to the distance
measure to be used by the launch object.

In general, the Launch class has two methods for each of the main procedures in J-
Express. One that only takes a single DataSet variable as input, and returns the object
in question, for example a pca analysis. The second method is a more comprehensive
that takes as input all the different settings that you would have been able to set in the
settings window.

Please inspect the API of the Launch class for further information.

3.29.4 Using J-Express classes directly.

All the java classes in J-Express can be used from the script interface. Even though,
some of the classes are not very well suited for use with the script interface. A more
script-friendly version of the J-Express API will be released later.

The class expresscomponents.DataSet is the class that contains all information about
the data, and has several methods for manipulating the data.
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An example:
subsetVector=new java.lang.Vector(10),

subsetVector.add(3);
subsetVector.add(55),

newDataSet=active.extract(subsetVector),

pca = new Packages.jexpress.mainPCA2(master, newDataSet);

These lines of code does the following: First note that the variable master and active
are accessible when you start the script-interface. The master variable is a reference to
the main window of J-Express, and active is a reference to the dataset that is selected
in the project tree.

First, a vector is initialized. Then som integers are added (3, 55, ...). They correspond
to indices in the DataSet. The newDataSet - a new dataset consisting only of the rows
(3, 55, ...) in the original active dataset. Last, a new mainPCA2 object is initialized,
with the new dataset as parameter.

This will show a standard PCA window of the new dataset.

Using the Launch class instead, the code would be:

launcher=new Packages.expresscomponents.Scripting. Launch(master, 0),;
subsetVector=new java.lang.Vector(10),

subsetVector.add(3);
subsetVector.add(55),

newDataSet=active.extract(subsetVector),
pca = launcher.newPCA(newDataSet);

Note that when using the Launch class, the master object is only used when the
Launch object is initialized.

Similar examples are included in the example scripts.
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3.30DataSet repository

The J-Express DataSet server and client framework has been replaced with a DataSet
repository.

L [ERES

Server |

Disclaimer

IMPORTARNT: The Molmine server has a quota limit of 100WB per user, 1
user pr person. Mote that Molmine is not responsible for the security or
safety of the data you choose to save to the Molmine respository.

Server and account settings

[m] Existing user | Log in

[] New user

User name: [harve |

Password: |~ |
Server url: |hitpiimalminebb:g0
Full name:

Group memberships

Your are currently a memhber of: N/A
Group name:
Group password:

The JExpress client can access a server-based repository to store complete datasets.
Stored data includes raw data and associated information (description, processes,
meta-data etc). This information can then be shared with other users. Unauthorized
access is prevented by placing each dataset in a folder which only specific groups
have access to.

Corporate customers can set up their private repository server, see last section for
details regarding this.

All JExpress registered users can gain free access to the Molmine public repository.
To to this, users must register their account (see next section). After registration, the
users can save their data to the server, share it with colleagues and co-researches, and
access those data from every computer connected to the Internet. The server url of the
public repository is http://katsura.bccs.uib.no:8088/molmine/ (which is the default
when you start the repository browser for the first time).

Disclaimer: The Molmine server has a quota limit of S00MB per user, 1 user pr
person. Note that Molmine is not responsible for the security or safety of the data
you choose to save to the Molmine respository.
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3.30.1 Starting the repository browser and registering an account

To start the repository browser, choose "Browse server repository" from the "File"
menu, or press Ctrl-Q.

The window that opens initially have only one tab called "Server". The first step is to
create your account on the Molmine server. Select the "New user" box, choose a user
name and password, fill inn "Full name" and click "Create new user". The user
account is then created. For security reasons, initially the user account will be marked
as "Inactive". It will then be activated by the repository administrators. When the
account is activated, you are ready to login (see next section).

3.30.2 Server settings and logging in

Start the repository browser by pressing Ctrl-Q. Leave the field "Server url"
unchanged unless you are using another repository and have that address provided to
you by the repository administrator. Fill in user name and password and click "Log
in". If the login is successful, another tab called "Data sets" should be opened. The
last used server url, user name and password is stored for your convenience.

3.30.3 Viewing and editing datasets and folders

The folder list on the left will show you a tree view of the folders you have access to.
Double-click on the folders to expand them. Click on an data set to view information
on that particular dataset, including description, who submitted it, date of submition
etc. If you want to load that particular data set, click "Load". Note that this may take
some time, depending on the size of the data set. The size of the dataset is shown (in
megabytes) in the details panel.

If you want to move a dataset from one folder to another, you can do so by dragging
them in the folder tree: Press the left mouse button on the dataset you want to
reorganize, move the mouse pointer to the new folder and release the mouse button.

You can edit the name of the data set and the description. After finishing editing, click
"Update dataset details" to save your changes.

To change the name of a folder, click on the name and wait a second or two. You can
then edit the folder name. Hit ENTER when finished (otherwise your editing will be
lost).

If a folder is empty, you can delete it by choosing "Delete" from the right-click menu.
To delete a non-empty folder, first delete or move all data sets and subfolders.

To create a new folder, right click on the folder in which you want to place the new
folder. Choose "New folder" from the right-click menu. After the folder has been
created you can rename it to a more descriptive name.

Note: If you know a data set has been uploaed but you are unable to find it, it can be
in a folder that you don't have access to. Contact the repository administrator to get
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the necessary permissions, or tell the person who uploaded that data set to move it to a
folder you have access to.

3.30.4 Saving new datasets to a repository

To save a data set that you have loaded into the JExpress client, right-click on the data
set node in the project tree and choose "Copy dataset". Then go to the repository
browser, find the correct folder in which to place the data, and select "Save dataset"
from the right-click menu. Note that this may take some time, depending on the size
of the data set.

3.30.5 Trouble shooting: Network settings and firewalls

The JExpress client must be able to initiate outgoing HTTP connections on port 8088.
If the client is unable to connect, verify that this port is open in your network by
opening the server url (e.g. http://katsura.bccs.uib.no:8088/molmine/) in your web
browser. Contact your network administrator if you are unable to resolve the issue.

3.30.6 Setting up a dedicated server

By special agreement only. Contact Molmine for details.
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3.31Plugins
3.31.1 Creating Plugins

J-Express polugins no longer need to be subclasses of the plugin classes. Instead, they
are initiated from a jython script. All jar-files placed in the J-Express plugins folder at
startup will be included in the classpath. Starting the plugin must be done by passing
the correct parameters to your plugin class from the script interface. A couple of test
scripts are included in the main J-Express installation.

A plugin becomes available from the J-Express framework when an XML file with
the below parameters are found either in the plugins folder or within a jar file located
in the plugins folder.

Example:

<?xml version="1.0" encoding="UTF-8"?>
<java version="1.5.0_06" class="java.beans.XMLDecoder">
<object class="expresscomponents.plugins.Settings">
<void property="buttonimage">
<string>/plugins/stat1.gif</string>
</void>
<void property="launchScript">
<string>

from javax.swing import JOptionPane
from plugins import *

if data==None or data.getDataLength()==0:
JOptionPane.showMessageDialog(main.MW, "No Data Set
Selected", "Missing Data", JOptionPane.ERROR_MESSAGE)
else:
st = Stat1(main,data)

</string>
</void>
<void property="pluginName">
<string>Statistics tutorial Plugin</string>
</void>
<void property="Description">
<string>A Statistics tutorial Plugin for calculating t-score and
regularized t-score</string>
</void>
</object>
</java>

The script is launched whenever a plugin is started by clicking the plugin button or

menu in J-Express. “/plugins/statl.gif” is the icon of the plugin and is in this case located in a jar-
file.

Stat1 is the plugin class and is in this case started with Statl(main,data).

If this plugin was an internal frame it could be added to the main J-Express frame with for instance:

main.MW.JDesktopPane1.add(st)
st.setVisible(1)
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For more examples, see the plugins folder.

Join the J.Express forum at www.molmine.com/forum to share your scripts or plugins
with the J-Express community or ask questions.
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4 Method and Algorithm Description

4.1 Distance measures

Some of the methods described in this chapter take a high dimensional data matrix as input
and give the results as a “rearrangement” of this input. The rearrangement is usually
performed with regard to some similarity or dissimilarity measure. In clustering
algorithms, two relatively similar objects should be placed in the same cluster. In
projection algorithms, they should be placed in the vicinity of each other in the projected
space.

Input to our algorithms is an n x m dimensional matrix with n vectors of length m. We
assume that all vectors are of the same length. When we refer to vector x in state k, it is
generally element (x,k) in the input matrix. We refer to the distance between vector x and
vector y as d(x,y).

If the input matrix consists of n vectors in 1 state (nx1 dimensional input matrix) the
similarity decision is simple: d(x,y)=|x;-y|. If vector x has a value of 3.0 and vector y has a
value of 1.0 the distance between them is d(x,y)=3.0 —1.0 = 2.0. The distance from x to y
should be the same as the distance from y to x (symmetric distance), so we define a
mathematical equation for the distance (1):

d(x,y) = y/(x, - yl)z (1)

Camberra : Euclidean :
[xi- v @) e )
d(X Y) Z |X + y1| d(XaY)' Zl(xi_ YI)
Minkowsky : Manhattan / city - block :
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The most commonly used proximity measure, at least for ratio scales (scales with an
absolute 0) is the Minkowski metric (3), which is a generalization of the distance between
points in Euclidean space.




The following is a list of the common Minkowski distances for specific values of r:

r=1. Manhattan /City block distance. A common example of this is the Hamming
distance, which is just the number of bits that are different between two binary vectors.

r = 2. Euclidean distance. The most common measure of the distance between two

points.

Vy — 00,

“supremum’” (Lmax norm, L., norm) distance. This is the maximum difference

between any component of the vectors.

The distance functions implemented in J-Express:
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Euclidean Same as Euclidean, but only the indexes where both x and y have a
Nullweighte | value (not NULL) are used, and the result is weighted by the number
d of values calculated. Nulls must be replaced by the missing value
calculator (in dataloader).

A weakness of the standard Minkowsky distance measure is that if one of the input
attributes has a relatively large range, then it can overpower the other attributes. For
example, if Xo has a value range of 0-100, and x; has a value range from 0 to 10, then x¢’s




influence on the distance function will usually be overpowered by x1’s influence. This is
normally not a problem in microarray experiments, as all attributes generally have the
same value span. However, to prevent overpowering, the data is often normalized. A
simple way of normalizing the vectors is variance and mean normalization, (EQN 7).

Variance and mean normalization

_ (xi_ :ui)
Z, = T, @)

i

It is very important to understand the effect that normalization has on the data. In the case
of equation (7), vectors with very small absolute values will be scaled to have the same
variation as vectors with initially very large values (4.1). Sometimes this is not desirable.

Figure 1. The effect of variance and mean normalization

Before normalization * | After normalization

If we are just looking for profile similarity, that is the shape of the lines, normalization
prior to distance calculation is appropriate and allows a simple distance measure (e.g
Euclidean) to be used. However, if the absolute value of the vector has some meaning, this
will be lost after variance normalization.

Typically, the different distance measures falls into one of two classes: metric and semi-
metric. To be classified as ‘metric’, a distance between two vectors x and y must obey
several rules:

1. The distance must be positive definite.

2. The distance must be symmetric, so that the distance from x to y is the same as the
distance from y to x. This is sometimes called the symmetry rule.

3. An object has a distance 0 from itself.

4. When considering three objects, x, y and z, the distance from x to z is always less
than or equal to the sum of the distance from x to y and the distance from y to z.
This is sometimes called the triangle rule.




Distance measures that obey the first three rules, but fail to obey rule 4 are referred to as
semi-metric.




4.2 Clustering

When working with datasets containing tens and hundreds of thousands elements and even
more, it can be hard to find any useful information without doing some sort of grouping in
advance. This is what clustering theory is all about. The basic idea is to group similar
elements together. The criteria by which the groups are formed are an essential part of the
clustering techniques. For instance, if our experiment is an analysis of body-weight in a
group of persons, it would probably be a waste of time doing cluster analysis with respect
to the color of their clothes. However, if we want to see if there is any connection between
body-weight and cholesterol level, we can divide the data into groups with respect to
body-weight and “zoom in” on one group at the time. We could also make a bar diagram
with the different weight-groups along the x-axis and the average cholesterol level in the
groups as the height of the bars.

The methods presented in this chapter all belong to a group of methods known as
unsupervised data analysis methods. Generally this means that analysis is done without
any a priori knowledge of the input. Supervised methods on the other hand analyses the
data with respect to known properties. Clustering algorithms exists for both unsupervised
and supervised data analysis, but only those for unsupervised analysis are discussed here.

A problem with most of the clustering methods is that some input data are often forced
into clusters even though they in reality do not share any similarities. Thus it can be
important to analyze whether the data set exhibits a clustering tendency. Also, in some
cases, the results of a cluster analysis need to be validated. However, these problems will
not be discussed in this chapter. Readers interested in this field can for example consult the
book “Algorithms for Clustering Data”, by Jain and Dubes.

Figure 2. Clustering Example.
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4.2.1 K-means clustering

K-Means is one of the simplest ways of doing cluster analysis. It simply creates £ number
of “boxes” (centroids) and assigns the input to them based on similarity. If two objects are
relatively alike, they will be put in the same box, and the likelihood criteria will be updated
according to the now new set of objects. The input can be in form of vectors, and each box
is initially assigned one of these vectors randomly. In each step of the algorithm, all the
input vectors are compared to the value of each of the boxes. The input vector that has the
smallest distance to a box is then put in this box, and this box’s centroid value (mean) is
recalculated. A general k-means algorithm can be described in the following way:

1. Initially the input is arbitrarily divided into k centroids, and the reference vector
(location) for each centroid is recalculated.

2. The input is rearranged so that each element is associated with the closest centroid
according to some distance measure (e. g. (5)).

3. The new centroid location is recomputed for each subset.

4. Step 2 and 3 are repeated until no input point changes its association with a
centroid, or an iteration threshold has been reached (the algorithm may not
converge).

The k-means algorithm is very simple and fast, but it has some limitations. First of all, the
number of clusters, k, must be given in advance. This can be a major disadvantage,
because in some cases, this is exactly what we are looking for. To overcome this problem,
the algorithm is often run multiple times with different k values, and the best results are
kept. Another problem is the initialization of the algorithm where the different centroids
are given a start value. As an iterative approach, the result of the algorithm is dependent on
where the centroids are initially located. Some initialization approaches are listed below:

1. The Random approach: Divide the input into partitions of k clusters at
random. This is the most used initialization method.

2. The Forgy approach: Choose k input at random as centroids and assign the
rest of the input to the closest centroid.

3. The Macqueen approach: Choose k input at random as centroids and
assign the rest of the input to the closest centroid, following the instance
order. Recalculate the centroids after each assignment.

4. The Kaufman approach: Initial clustering is obtained by the successive
selection of representative input until k initial centroids have been found.
The first representative is the most central input point. The rest of the
representatives are selected according to the heuristic rule of choosing the
instances that promise to have around them a higher number of the rest of
the instances, and have a relatively large distance from already chosen
representatives.

4.2.2 Hierarchical clustering

There are generally two ways of performing this type of clustering, agglomerative and
divisive. The divisive approach starts by defining the complete set as one cluster and




dividing it until each input element is the only member of a cluster. An agglomerative
approach starts in the other end, with each input element as a cluster with a single member,
and merges in each step two clusters until all are in the same cluster. J-Express Pro uses an
agglomerative approach.

The result of a hierarchical clustering is normally a tree, also called a dendrogram. A
dendrogram is a tree diagram displaying how the clusters are related. The leaves of the
dendrogram is the input elements, and the root node is the final result of the clustering,
containing all the leaves. A branch in this tree is a point where two clusters have been
merged (or one cluster is split into two for divisive clustering). By cutting the dendrogram
at a desired level, we get a set of disjoint groups (4.2.2).

Figure 3. Producing non-overlapping clusters by cutting the dendrogram.

—————————————————————————————————— Cut line

Subtrees

Input (grouped)

Hierarchical clustering is done according to some similarity measure (4.1). Initially, a
distance matrix that contains a similarity score for all pairs of clusters (table 1 in 4.2.2) is
created. If the input is in form of a set of vectors in a multidimensional space, this score is
often based on the Euclidian distance (5) between two vectors containing values of
similarities across multiple fields. By using a Euclidian distance (or another distance
measure), a small value in the distance matrix implies that these two clusters/objects
(defined by row and column number) are more similar than clusters/objects with greater
value. When performing agglomerative clustering, the same matrix is scanned for the
lowest value, which should be the smallest distance between two clusters. The cluster
defined by the row (i) of the smallest element d(i,j), and the one defined by the column (j)
are then merged. The result of such merge is a new cluster containing both of the merged
elements. The two merged clusters are then removed from the distance matrix and the new
cluster is added. We now need some way of defining the distance from each of the
elements already in the matrix to the new cluster. The three most used methods of doing
this are called single linkage, complete linkage and average linkage (referred to in some
contexts as nearest neighbor, furthest neighbor and centroid method respectively). Other
methods can be defined by using different combinations of the distances involved in a
clustering iteration.

Snglelinkage:
The distance between two objects is defined to be the smallest distance possible between
them. If both objects are clusters, the distance between the two closest members are used.




This calculation is done by equation (8). Single linkage often produces a very skewed
hierarchy (called the chaining problem) and is therefore not very useful for summarizing
data. However, outlying objects are easily identified by this method, as they will be the last
to be merged.

Figure 4. Single linkage

Single linkage
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The chaining problem:

In this example, new members are added to the cluster by the nearest neighbor function.
We can see that the shape of the cluster is skewed.

Complete linkage:

This method is much like the single linkage, but instead of using the minimum of the
distances, we use the maximum. Complete linkage tends to be less desirable when there is
a considerable amount of noise present in the data. Not surprisingly, complete linkage
tends to produce very compact clusters.
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Average linkage:

This method takes the mean between all the objects in cluster 1 to all the objects in cluster
J- There are several different ways of defining the average distance. In literature some of
these are referred to as WPGMA (weighted pair group method with arithmetic mean),
UPGMA (un-weighted pair group method with arithmetic mean), UPGMC (un-weighted
pair group method centroid) and WPGMC (weighted pair group method centroid).

Average linkage (un-weighted average UPGMA)
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A Hierarchical clustering Example

Figure 7. A simple hierarchical clustering example.

Table 1, The first merge

Elml | Elm2 | Elm 3 | Elm4
Elm1 |0
Elm2 | 6 0
Elm3 | 3 5 0
Elm4 | 4 4 2 0

Table 2, The second merge

Elml | Elm2 Elm (3 & 4)

Elm 1 0

Elm 2 6 0

Elm (3 & 4) 3 4 0

Table 3, The third merge
Elm2 Eim((3&4) &)

Elm 2 0

Elm (3 &4)&1) 4 0

Table 4, All elements are merged, clusterirﬁ complete
Im

(B&H&1D&2)

Em(3&4) & 1)&2) |0

Dendrogram for this example.

First merge Second merge Third merge

This figure gives a small example of how to perform a hierarchical clustering with
single linkage. There are four elements we want to cluster, and the numbers in the
table is a measure of similarity (distance matrix). Note that we only use the lower
triangular part of the matrix. (The details on the design and implementation of the
distance matrix are further explained in their respective chapters). The initial data is as
shown in table 1. In the first iteration, we search the matrix for the smallest element
and find that this is the combination of element 3 and 4 (written in grey text). These
two elements are merged in table 2, and because of our selection of linkage (single)
the distances that are smallest to the other elements are kept. For example, the
distance between our new cluster and element 1 is the smallest of the values 3 (Elm 1-
Elm 3) and 4 (Elm 1-Elm4), which are 3. This operation is repeated in table 3, where




the merged element from the last iteration is merged with element 1. This procedure
continues until all elements are merged into one cluster. When drawing the
dendrogram, this final cluster will be the root of the tree.




4.3 Projection methods

Clustering methods reduces the amount of data items by grouping them. There exist also
methods that can be used to reduce the dimensionality of the data, and present the data in a
lower-dimensional system while preserving most of the variance. Examples of such
methods are Multidimensional scaling MDA, Principal Component Analysis (PCA) and
Factor Analysis. PCA will be further described below.

4.3.1 Principal Component Analysis (PCA)

The central concept in PCA is representation or summarization. In short, we want to
reduce a set of variables to a set of linear functions that best summarize the original
variables. However, there seems to be an infinitely number of linear functions that provide
equally good summaries. In order to reach one unique solution, three conditions are
introduced:

1. The derived linear functions must be mutually uncorrelated (orthogonal).

2. Any set of linear functions must include the functions of a smaller set (The best 4
functions must include the best 3 functions etc.).

3. The squared weights defining each linear function must sum to 1.

With these conditions, a set of principal components declining in importance can usually
be found. By using all these components, a perfect representation of the data can be
reconstructed. Using fewer will result in the best representation possible for that number of
components. Each principal component is defined by an eigenvector (also called
characteristic vector or latent vector) that defines this component as a linear combination
of the original variables. Each eigenvector has a corresponding eigenvalue (Definition 1).
If the original matrix is a correlation matrix, the eigenvalue of each component is its sum
of squared correlations with the original variables. Each component’s eigenvalue
represents the amount of variance it will express.

PCA is also knows as eigen analysis. The data matrix is transformed into a set of vectors
that span the same subspace as the original columns of the data. However, they are now
characterized by a set of eigenvalues and eigenvectors. The transformation is done in form
of a projection onto the selected eigenvectors.

Definition 1.

If A is an nxn matrix, then a nonzero vector x in the space R" is called an eigenvector of
A if Ax is a scalar multiple of x; that is,

Ax= Ax (12)

For some scalar A. The scalar A is called an eigenvalue of A, and x is said to be an
eigenvector of A corresponding to A.




The principal components for a matrix B are usually calculated from either the covariance
matrix or the correlation matrix A (See EQN. 12). There is however no relationship
between principal components obtained from a correlation matrix and those obtained from
the corresponding covariance matrix. The covariance matrix of B is a matrix whose (i,j)th
element is the known covariance between the i’th and the j’th element of the dataset. The
correlation matrix is much like the covariance matrix, only with the correlation between
the i’th and j’th element.

Algebra of an eigenvector projection

The eigenvectors of a covariance matrix R is a square n x n positive matrix. Its eigenvalues
can be ordered as described above in the following way:

A2A,2...21, 20 (13)

n

The corresponding eigenvectors, defined as ¢, ¢c,,.. ., ¢q are ordered accordingly. The m x
d matrix of transformation is defined from the eigenvectors (principal components) of the
covariance matrix as follows:
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The rows of H,, are eigenvectors. This matrix projects the original space into an m-
dimensional subspace where the axes are in the direction of the largest eigenvalues as:

v,= H x, fori=1,.,n 15

The projected data can be written as:
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Where x; is the original data, y; is the corresponding projected data and A is the original
data matrix.

The sum of the eigenvalues is the total variance in the original data, while the sum of the
first m eigenvalues is the variance retained in the new space. Since the eigenvectors are
ordered largest first, m could be chosen according to (17).

17)

This will assure that 95% of the total variance is retained in the new space. Choosing the
number of components to use can be difficult, and the equation above would in most cases
resulted in a projection consisting of more dimensions than we are able to plot in a two or
three-dimensional diagram.

Number of principal components

If a set of d principal components is found for a data set, it is actually possible to use less
that d components and still retain all the variance. This is however very rare. If we for any
data set plot a curve with number of principal components used on the x-axis by the
amount of variance explained on the y-axis, we usually get a plot like the one in. The
principal components are usually sorted by their decreasing eigenvalues, and the
components with the highest values are chosen. Again, plotting the amount of variance
expressed by the eigenvectors sorted by their eigenvalue, will mostly result in a curve like
the one in, although there are no direct relations between the two.

A PCA example

4.3.1 shows how a set of two-dimensional elements (circles) has been plotted in a two-
dimensional coordinate system. The blue line represents the principal component for this
set that expresses the most variance. When projecting the elements onto this component,
we get the one-dimensional layout to the right in this figure. The arrows from the points to
the principal component show how the projection is done.




The objects (circles) in two dimensions (left) are projected onto the first principal
component in blue (right).




4.4 Self-Organizing maps:
4.4.1 Principle

There are several different versions of the Kohonen Self-Organizing Map, but the
principle is the same for all of them. Two different layers are described as the input layer
and the neuron layer. The input layer is the data for which we want to find some pattern or
groupings, and the neuron layer is a collection of neurons with relations both to other
neurons in the layer and the data in the input layer. The idea behind SOMs is that the
neuron layer through iteration steps called learning will adapt to the input layer in a way
that reduces the complexity and makes it easier for humans to analyze.

The logical form of the neuron layer is often defined as a two dimensional grid. Each
neuron has an x coordinate and a y coordinate relative to the other neurons in the net. This
grid, called lattice, is usually a quadratic or a hexagonal net.

The neurons represent the inputs with reference vectors m;. One reference vector is
associated with each neuron (1).

The SOM algorithm is based on iterations called learning. It starts by placing each neuron
randomly in the input space by giving each neuron a reference vector equal to an arbitrary
input. For each step in the learning process, a random input/value/point is selected and the
best matching neuron (also called Best Matching Unit, BMU) from the neuron layer is
found by calculating the distances from each neuron to the input value and return the one
with the smallest distance (18).

The best matching neuron ¢ to input x is defined as (by Euclidian distance measure

%)):
¢= ¢(x)= argmin{x- m|’} (18)

Where mi; is the vector of the 1°’th neuron in the neuron layer.

A “neighborhood kernel” (4.4.2) then decides how much each neuron (relative to the best
matching neuron) will be moved in the direction of the input vector. Note that the
algorithm actually operates on two different layers: a neuron layer and an input layer. The
search for the closest neuron is done in the input layer. That is each neuron has a vector
that is compared to the input (which has the same dimensionality). However, when
deciding how much the closest neuron or its neighbors are to be moved, we calculate the
distance from a neighbor to the closest neuron in the neuron layer. If the neuron network is
defined as a two-dimensional lattice, this calculation is done in two dimensions.

This approach makes the lattice into an "elastic surface" that is stretched over the input,
and only those neurons in the neuron layer that are topographically close to each other will
learn from the same input.

* This section is mainly based on the theory behind Kohonen self-organizing feature maps.




The learning process:

m(t+ 1) = m(6)+ b, ()| x(t) - m,(2) 19)

Where ¢ denotes time, m; is the vector of the i’th neuron,x(?) is the input at time ¢ and
he(t) is the neighborhood kernel.

4.4.2 The neighborhood kernel

The neighbor kernel 4.(?) s a function defined over the neuron layer (the lattice points). It
usually has the form hi= A(||r.-ri|,f) where r. 0 0% and r, O O are the radius vectors of
nodes c and 1, respectively, in the array. When ||7.-7;|| increases, the magnitude of the
function A, — 0

The form of the neighborhood kernel can vary widely. Four possible versions will be
described below. These are the bubble kernel, the Gaussian kernel, the cut-Gaussian kernel
and the Epanechnikov kernel.

Bubble kernel

This is a very simple version of the neighbor kernel. It defines a width, or a radius from the
best matching neuron and only those neurons in the reach of this radius is allowed to learn
from the input. Another property of this version is that all the neurons within the radius are
moved equally independent of their individual distances from the winning neuron. For a
set of neurons Nc satisfying this criteria, we can write the function as:

The bubble kernel function.
h,=a(¢)if il N andh, = 0if il N, (20)

where 0(t) is a decreasing function of time and N is the group of neurons that are close
enough to learn from the input.

Gaussian kernel
The Gaussian kernel is the most used one, and it can be described as:

The Gaussian kernel function.

2
r.-n H

hci = (Z)X eXpE' 20'—2(1‘)H (21)

where 0(t) and 0(t) are decreasing functions of time, and 0 defines the width of the
kernel




An important property of this function is that the amount of movement towards the input
will decrease as the distance to it increases. Thus, a neuron close to the input will be
moved more than a neuron further away.

Cut-Gaussian

This is a combination of the two functions above. If the distance from a given neuron to
the best matching one is within a given value (radius), it will be updated with the Gaussian
kernel. If not, it will not be updated at all.

The cut-Gaussian kernel function.

h, =< Gaussian> 1f il N and i, = 0if il N, 22)

where N is the group of neurons that are close enough to learn from the input.

Epanechnikov

This is a kernel that looks and works much like the Gaussian one, only the rate of
movement decreases more as the distance from the input increases.

The Epanechnikov kernel function.

N A
h, =0 (1)x H1 70 | (23)

where a(t) is a decreasing function of time, and O is the width of the kernel.

4.4.3 The Elastic surface.

The form of the neighborhood function defines the stiffness on the elastic surface spanned
by the neuron layer. Even if the neurons are initialized with random values, the form and
“elasticity” of the neighborhood kernel will try to order the neurons in their respective
locations in the lattice.




Figure 9. The form of the four neighborhood kernels described here.
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Figure 10. Examples of how the neighborhood functions work
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The dots are neurons in a square neuron net and the gray intensity corresponds to the
amount of “pulling” towards the best matching neuron in solid black.

4.4.4 An example of the SOM algorithm

In this small example we shall see how the neurons are organized in a small self-
organizing map of 3x3 neurons and a bubble kernel with width 1.




Figure 11. A SOM example.

The net has been initialized and run so that the
neurons are ordered in the way they are to the
left. Another input is read from the input layer
and the algorithm finds the lower right neuron
[2,2] to be the closest one. This neuron will be
moved towards the input. The neighborhood
function will now calculate the distances from
every other node to node [2,2] in the lattice,
and it finds that only two other neurons are
close enough to be allowed to learn from this
input.

The formula to the right shows the
Euclidean distance calculation from
neuron [1,1] to neuron [2,2]. The
value returned is greater than 1.0,
which is the limit in this step (using a
bubble kernel). Therefore, this neuron
will not be moved.

AL, n[2,2)) = J@2- 17+ 2- 1) = 14> 1

0,0 0,1 0,2

hE

Input

After this iteration, we can se that node 2,2 and
its two closest neighbors are moved closer to
the input. Note that this choice of
neighborhood kernel will move all the three
neurons the same distance.
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5 Regular Expressions

Many of the search options in J-Express takes regular expressions as input. This enables
the use of advanced search for more than one target at the time. In the beginning it may be
a bit difficult to comprehend, but as you have used it a couple of times you will start to see
the “endless” possibilities.

Regular expressions are created the following way:
5.1.1 Regular-expression constructs
Quick Examples

To find ID YAL120W use expression: YAL120W
To find all IDs starting with YAL use expression YAL.*
To find all IDs ending with W use expression .*W

To find all IDs with 22 somewhere in the text use expression: .*22.*
To find all IDs with a number somewhere in the text use expression: .*[/d]*.*

Usage

Construet  Mathees

Character

X The character x

N\ The backslash character

\on The character with octal value on (0 <=n <=7)

\onn The character with octal value onn (0 <= n <= 7)

\omnn The character with octal value omnn (0 <= m <=3,
0<=n<=7)

\xhh The character with hexadecimal value 0xAh

\uhhhh The character with hexadecimal value 0xhhhh

\t The tab character (*\u0009")

\n The newline (line feed) character (' \uooo0a")

\r The carriage-return character (' \u000D")

\f The form-feed character (' \uoooc"')

\a The alert (bell) character (' \u0007")

\e The escape character (' \u001B")

\cx The control character corresponding to x

Character classes

[abc] a, b, or ¢ (simple class)

[“abc] Any character except a, b, or ¢ (negation)

[a-zA-2] a through z or a through z, inclusive (range)

(a-dim-p]] a through 4, or m through p: [a-dm-p] (union)

[a-z&& [def]] d, e, or f (intersection)

[a-z&&["bc]]

a through z, except for b and c: [ad-z] (subtraction)
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[a-z&& ["m-p]]

\d

a through z, and not m through p: [a-1g-z](subtraction)
Predefined character classes
Any character (may or may not match line terminators)

A digit: [0-9]

\D A non-digit: [~0-9]
\s A whitespace character: [ \t\n\x0B\f\r]
\S A non-whitespace character: ["\s]
\w A word character: [a-zA-7Z 0-9]
\W A non-word character: [~\w]

POSIX character classes (US-ASCII only)
\p{Lower} A lower-case alphabetic character: [a-z]
\p{Upper} An upper-case alphabetic character: [A-7]
\p{ASCII} All ASCII: [\x00-\x7F]
\p{Alpha} An alphabetic character: [ \p{Lower}\p{Upper} ]
\p{Digit} A decimal digit: [0-9]
\p{Alnum} An alphanumeric character: [\p{2Alpha}\p{Digit}]
\p{Punct} Punctuation: One of ! "#3%s"' () *+,-./:;<=>2@[\1"_"{[|}~
\p{Graph} A visible character: [\p{Alnum}\p{Punct}]
\p{Print} A printable character: [\p{Graph}]
\p{Blank} A space or a tab: [ \t]
\p{Cntrl} A control character: [\x00-\x1F\x7F]
\p{XDigit} A hexadecimal digit: [0-9a-fA-F]
\p{Space} A whitespace character: [ \t\n\x0B\f\r]

Classes for Unicode blocks and categories
A character in the Greek block (simple block)
\p{Lu} An uppercase letter (simple category)
\p{Sc} A currency symbol
\P{InGreek} Any character except one in the Greek block (negation)
(\p{L}&&["\p{Lu}l]l Any letter except an uppercase letter (subtraction)
Boundary matchers
The beginning of a line

\p{InGreek}

$ The end of a line
\b A word boundary
\B A non-word boundary
\A The beginning of the input
\G The end of the previous match
\Z The end of the input but for the final terminator, if any
\z The end of the input
Greedy quantifiers
X? X, once or not at all
X X, zero or more times
X+ X, one or more times
Xin} X, exactly n times

Xn,} X, at least n times




X{n,m} X, at least n but not more than m times
Reluctant quantifiers

Xz2 X, once or not at all
X*2 X, zero or more times
X+2 X, one or more times
Xi{ny» X, exactly n times
Xin, 12 X, at least n times
X{n,my? X, at least n but not more than m times
Possessive quantifiers
X2+ X, once or not at all
X*+ X, zero or more times
X+ X, one or more times
Xiny+ X, exactly n times
X{n, 1+ X, at least n times
X{n,my+ X, at least n but not more than m times
Logical operators
XY X followed by Y
XY Either Xor Y
X) X, as a capturing group
Back references
\n Whatever the n™ capturing group matched
Quotation

\ Nothing, but quotes the following character
\Q Nothing, but quotes all characters until \E
\E Nothing, but ends quoting started by \0

Special constructs (non-capturing)
(2:X) X, as a non-capturing group
(?idmsux-idmsux)  Nothing, but turns match flags on - off
(?idmsux-idmsux:X) X, as a non-capturing group with the given flags on - off
(2=X) X, via zero-width positive lookahead
(21X) X, via zero-width negative lookahead
(2<=X) X, via zero-width positive lookbehind
(2<!X) X, via zero-width negative lookbehind
(2>X) X, as an independent, non-capturing group

Backslashes, escapes, and quoting

The backslash character (' \ ') serves to introduce escaped constructs, as defined in
the table above, as well as to quote characters that otherwise would be interpreted as
unescaped constructs. Thus the expression \\ matches a single backslash and \

{ matches a left brace.

It is an error to use a backslash prior to any alphabetic character that does not denote
an escaped construct; these are reserved for future extensions to the regular-




expression language. A backslash may be used prior to a non-alphabetic character
regardless of whether that character is part of an unescaped construct.

Backslashes within string literals in Java source code are interpreted as required by
the Java Language Specification as either Unicode escapes or other character escapes.
It is therefore necessary to double backslashes in string literals that represent regular
expressions to protect them from interpretation by the Java bytecode compiler. The
string literal "\b", for example, matches a single backspace character when
interpreted as a regular expression, while "\ \b" matches a word boundary. The string
literal "\ (hel1lo\) " is illegal and leads to a compile-time error; in order to match the
string (hello) the string literal "\\ (hello\\)" must be used.

Character Classes

Character classes may appear within other character classes, and may be composed by
the union operator (implicit) and the intersection operator (ss). The union operator
denotes a class that contains every character that is in at least one of its operand
classes. The intersection operator denotes a class that contains every character that is
in both of its operand classes.

The precedence of character-class operators is as follows, from highest to lowest:

1 Literal escape \x

2 Grouping [...]

3 Range a-z

4 Union [a-e] [1-u]

5 Intersection [a-z&&[aeioul]

Note that a different set of metacharacters are in effect inside a character class than
outside a character class. For instance, the regular expression . loses its special
meaning inside a character class, while the expression - becomes a range forming
metacharacter.

Line terminators

A line terminator is a one- or two-character sequence that marks the end of a line of
the input character sequence. The following are recognized as line terminators:

« A newline (line feed) character (' \n"),

« A carriage-return character followed immediately by a newline
character ("\r\n"),

« A standalone carriage-return character ('\r"),

« A next-line character (' \u0085"),

» A line-separator character ('\u2028"), or

« A paragraph-separator character (' \u2029).

If unix LINES mode is activated, then the only line terminators recognized are
newline characters.




The regular expression . matches any character except a line terminator unless the
poTALL flag is specified.

By default, the regular expressions ~ and $ ignore line terminators and only match at
the beginning and the end, respectively, of the entire input sequence. If MULTILINE
mode is activated then ~ matches at the beginning of input and after any line
terminator except at the end of input. When in MULTILINE mode $ matches just before
a line terminator or the end of the input sequence.

Groups and capturing

Capturing groups are numbered by counting their opening parentheses from left to

right. In the expression ( (a) (B (C))), for example, there are four such groups:
1 ((2)(B(C)))

2 (n)

3 (B(Q)

4 (C)

Group zero always stands for the entire expression.

Capturing groups are so named because, during a match, each subsequence of the
input sequence that matches such a group is saved. The captured subsequence may be
used later in the expression, via a back reference, and may also be retrieved from the
matcher once the match operation is complete.

The captured input associated with a group is always the subsequence that the group
most recently matched. If a group is evaluated a second time because of quantification
then its previously-captured value, if any, will be retained if the second evaluation
fails. Matching the string "aba" against the expression (a (b) ?) +, for example, leaves
group two set to "b". All captured input is discarded at the beginning of each match.

Groups beginning with (? are pure, non-capturing groups that do not capture text and
do not count towards the group total.
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