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Introduction to MOLPRO

MoOLPRoOis a complete system aib initio programs for molecular electronic structure calcula-
tions, designed and maintained by H.-J. Werner and P. J. Knowles, and containing contributions
from a number of other authors. As distinct from other commonly used quantum chemistry
packages, the emphasis is on highly accurate computations, with extensive treatment of the
electron correlation problem through the multiconfiguration-reference ClI, coupled cluster and
associated methods. Using recently developed integral-direct local electron correlation methods,
which significantly reduce the increase of the computational cost with molecular size, accurate
ab initio calculations can be performed for much larger molecules than with most other pro-
grams.

The heart of the program consists of the multiconfiguration SCF, multireference CI, and coupled-
cluster routines, and these are accompanied by a full set of supporting features. The package
comprises

¢ Integral generation for generally contracted symmetry adapted gaussian basis functions
(spdfgh). There are two programs with identical functionality: the preferred code is
SEWARD (R. Lindh) which is the best on most machine@os(R. M. Pitzer) is avail-
able as an alternative, and in some cases is optimum for small memory scalar machines.
Also two different gradient integral codes, hamelgdPAC (R. Amos) and AASKA (R.
Lindh) are available. Only the latter allows the use of generally contracted symmetry
adapted gaussian basis functions.

e Effective Core Potentials (contributions from H. Stoll).

e Many one-electron properties.

e Some two-electron properties, eld, L2, L2, LyL, etc..

e Closed-shell and open-shell (spin restricted and unrestricted) self consistent field.

e Density-functional theory in the Kohn-Sham framework with various gradient corrected
exchange and correlation potentials.

e Multiconfiguration self consistent field. This is the quadratically convergent MCSCF
procedure described in J. Chem. Phys. 82 (1985) 5053. The program can optimize a
weighted energy average of several states, and is capable of treating both completely gen-
eral configuration expansions and also long CASSCF expansions as described in Chem.
Phys. Letters 115 (1985) 259.

e Multireference CI. As well as the usual single reference function approaches (MP2, SDCI,
CEPA), this module implements the internally contracted multireference Cl method as
described in J. Chem. Phys. 89 (1988) 5803 and Chem. Phys. Lett. 145 (1988) 514. Non
variational variants (e.g. MR-ACPF), as described in Theor. Chim. Acta 78 (1990) 175,
are also available. Electronically excited states can be computed as described in Theor.
Chim. Acta,84 95 (1992).

e Multireference second-order and third-order perturbation theory (MR-PT2, MR-PT3) as
described in Mol. Phys89, 645 (1996) and J. Chem. Phyisl2, 5546 (2000).

e Mgller-Plesset perturbation theory (MPPT), Coupled-Cluster (CCSD), Quadratic config-
uration interaction (QCISD), and Brueckner Coupled-Cluster (BCCD) for closed shell
systems, as described in Chem. Phys. Lett. 190 (1992) 1. Perturbative corrections for
triple excitations can also be calculated (Chem. Phys. Le2#r$1994) 321).



e Open-shell coupled cluster theories as described in J. Chem. Phys. 99 (1993) 5219,
Chem. Phys. Letterd27(1994) 321.

e Full Configuration Interaction. This is the determinant based benchmarking program de-
scribed in Comp. Phys. Commun. 54 (1989) 75.

¢ Analytical energy gradients for SCF, DFT, state-averaged MCSCF/CASSCF, MP2 and
QCISD methods.

e Analytical non-adiabatic coupling matrix elements for MCSCF.

e Valence-Bond analysis of CASSCF wavefunction, and energy-optimized valence bond
wavefunctions as described in Int. J. Quant. Ché5 439 (1997).

e One-electron transition properties for MCSCF and MRCI wavefunctions.

e Spin-orbit coupling, as described in Mol. Phy&8, 1823 (2000).

e Some two-electron transition properties for MCSCF wavefunctions (£@ic.).

e Population analysis.

e Orbital localization.

e Distributed Multipole Analysis (A. J. Stone).

e Automatic geometry optimization as described in J. Comp. CH&(1997), 1473.

e Automatic calculation of vibrational frequencies, intensities, and thermodynamic proper-
ties.

¢ Reaction path following, as described in Theor. Chem. A€f (1998), 21.

e Various utilities allowing other more general optimizations, looping and branching (e.g.,
for automatic generation of complete potential energy surfaces), general housekeeping
operations.

e Geometry output in XYZ, MOLDEN and Gaussian formats; molecular orbital and
frequency outputin MOLDEN format.

¢ Integral-directimplementation of all Hartree-Fock, DFT and pair-correlated methods (MP,
CCSD, MRCI etc.), as described in Mol. Phy86, (1999), 719. At present, perturbative
triple excitation methods are not implemented.

e Local second-order Mgller-Plesset perturbation theory (LMP2) as in Chem. Phys. Lett.
290, 143 (1998), J. Chem. Phy%11, 5691 (1999), and J. Chem. Phy4.3 9443 (2000),
(and references therein).

e Analytical energy gradients for LMP2, as described in J. Chem. P98 .(1998), 5185.

e Parallel execution on distributed memory machines, as described in J. Comp. Chem.
19, (1998), 1215. At present, SCF, DFT, MRCI, MP2, LMP2, CCSD(T) energies and
SCF, DFT gradients are parallelized when running with conventional integral evaluation;
integral-direct SCF, DFT and LMP2 are also parallel.

The program is written mostly in standard Fortran—90. Those parts which are machine depen-
dent are maintained through the use of a supplied preprocessor, which allows easy intercon-
version between versions for different machines. Each release of the program is ported and
tested on a number of IBM RS/6000, Hewlett-Packard, Silicon Graphics, Compaq, and Linux



systems. A fuller description of the hardware and operating systems of these machines can be
found at http://www.molpro.net/machines.html . The program additionally runs

on Cray, Sun, Convex, Fujitsu and NEC SX4 platforms, as well as older architectures and/or
operating systems from the primary list; however, testing is not carried out regularly on these
systems, and hand-tuning of code may be necessary on porting. A large library of commonly
used orbital basis sets is available, which can be extended as required. There is a comprehensive
users’ manual, which includes installation instructions. The manual is available in PostScript,
PDF and also in HTML for mounting on a Worldwide Web server.

Future enhancements presently under development include

e Local coupled cluster theory (LCCSD) as described in J. Chem. RIBys(1996), 6286
and J. Chem. Phyd.14, 661 (2001), with perturbative treatment of triple excitations, as
described in Chem. Phys. Lette3%8 370 (2000) and J. Chem. Phyisl3 9986 (2000).

e Enhancements to the efficiency of the DFT integration.

e Analytical energy gradients for CCSD, LCCSD, and CAS-PT2.
¢ Analytical second derivatives for SCF/MCSCF.

e Efficiency improvements for open-shell coupled cluster.

e Further parallelization.

e Open-shell MP2, LMP2 and LCCSD.

Some of these features will be included in the base version, whereas others will be available
only as optional modules. The above list is for information only, and no representation is made
that any of the above will be available within any particular time.

MOLPRO on the WWW

The latest information on MLPRO, including program updates, can be found on the worldwide
web at locatiorhttp://www.molpro.net/
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1 HOW TO READ THIS MANUAL

This manual is organized as follows: The next chapter gives an overview of the general structure
of MoOLPRO. It is essential for the new user to read this chapter, in order to understand the
conventions used to define the symmetry, records and files, orbital spaces and so on. The later
chapters, which describe the input of the individual program modules in detail, assume that you
are familiar with these concepts. The appendices describe details of running the program, and
the installation procedure.

Throughout this manual, words Trypewriter Font denote keywords recognized bydy-

PRO. In the input, these have to be typed as shown, but may be in upper or lower case. Numbers
or options which must be supplied by the user aréatic. In some cases, various different
forms of an input record are possible. This is indicatefbptiong, and the possible options are
described individually in subsequent subsections.

2 GENERAL PROGRAM STRUCTURE

This chapter gives an overview of the most important features@fMRO. For the new user, it

is essential to understand the strategies and conventions described in this section, in particular
the meaning ofiles andrecords and the use afymmetry This chapter will focus on general
aspects; detailed information about each command will be given in later chapters. Information
about commands and parameters can also be obtained usingaherd help facility (see

sectior] 2.1IP).

2.1 Running MOLPRO

On Unix systems, MLPROIs accessed using timolprounix command. The syntax is
molpro  [optiond [datafild

MoLPRds execution is controlled by user-prepared datdatiafileis not given on the command

line, the data is read from standard input, and program results go to standard output. Otherwise,
data is taken frondatafile,and the output is written to a file whose name is generated from
datafileby removing any trailing suffix, and appendirgut . If the output file already exists,

then the old file is appended to the same name with suftik 1 , and then deleted. This pro-
vides a mechanism for saving old output files from overwriting. Note that the above behaviour
can be modified with theo or-s options.

Unless disabled by options, the user data file is prepended by one or more default procedure files,
if these files exist. These are, in order of execution, theniitdproi.rc in the system direc-
tory containing the molpro command itselHOME/.molproirc ~ and./molproi.rc

2.1.1 Options

Most options are not required, since sensible system defaults are usually set. Options as detailed
below may be given, in order of decreasing priority, on the command line, in the environment
variable MOLPRO, or in the filegmolpro.rc , BHOME/.molprorc , andmolpro.rc in

the system directory.

-0 |--output  outfile specifies a different output file.
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-X |--executable  executablespecifies an alternative ®. PROexecutable file.

-d |--directory directoryl directory2.. specifies a list of directories in which the pro-
gram will place scratch files. For detailed discussion of optimal
specification, see the installation guide.

-s | --nobackup disables the mechanism whereby an existing output file is saved.
--backup switches it on again.

-v |--verbose causes the procedure to echo debugging informatiooyerbose
selects quiet operation (default).

-e |--echo-procedures causes the contents of the default procedure files to be echoed
at run time. --noecho-procedures selects quiet operation
(default).

-f |--procedures enables the automatic inclusion of default procedure files (the de-

fault); --noprocedures disables such inclusion.

-g |--use-logfile causes some long parts of the program output, for example dur-
ing geometry optimizations and finite-difference frequency calcu-
lations, to be diverted to an auxiliary output file whose name is
derived from the output file by replacing its suffix (usualyt )
by .log . --nouse-logfile disables this facility, causing all
output to appear in the normal output file.

-m |--memory memory specifies the working memory to be assigned to the program, in 8-
byte words. The memory may also be given in units of 1000 words
by appending the lettde to the value, or in units of 2000000 with
the keym or 1@ with g. K, B, G stand for 20, 20 and 20.

-l | --main-file-repository directory specifies the directory where the permanent copy
of any integral file (file 1) resides. This may be a pathname which
is absolute or relative to the current directory (e.g., ‘would
specify the current directory). Normally, thk directory should
be equal to thed working directory to avoid copying of large

integral files.

-W | --wavefunction-file-repository is similar to--wavefunction-file-repository
except that it refers to the directory for the wavefunction files (2,3
and 4).

-L |--library directory specifies the directory where the basis set library filéBOL*)
are found.

-1 | --file-1-directory directory:directory: .. specifies the directory where the run-
time file 1 will be placed, overriding-directory for this file

only.-2,-3,-4,-5,-6,-7,-8 and-9 may be used similarly.
Normally these options should not be given, since the program
tries to use what is given id to optimally distribute the 1/O.

There are a number of other options for tuning and system parameters, but these do not concern
the general user.

Itis not usually necessary to specify any of these options; the defaults are installation dependent
and can be found in the system configuration filelpro.rc  in the same directory as the
molpro command itself.
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2.1.2 Running MOLPRO on parallel computers

MoLpProwill run on distributed-memory multiprocessor systems, including workstation clus-
ters, under the control of the Global Arrays parallel toolkit. There are also some parts of the
code that can take advantage of shared memory parallelism through the OpenMP protocol,
although these are somewhat limited, and this facility is not at present recommended. It should
be noted that there remain some parts of the code that are not, or only partly, parallelized, and
therefore run with replicated work. Additionally, some of those parts which have been par-
allelized rely on fast inter-node communications, and can be very inefficient across ordinary
networks. Therefore some caution and experimentation is needed to avoid waste of resources in
a multiuser environment.

Specifying parallel execution The following additional options for thenolpro command
may be used to specify and control parallel execution.

-n |--tasks tasks/tasks per_node:smp_threads tagecifies the number of Global Array
processes to be set up, and defaults ttatks_per_nodsets the
number of GA processes to run on each node, where appropriate.
The default is installation dependent. In some environments (e.g.,
IBM running under Loadleveler; PBS batch job), the value given
by -n is capped to the maximum allowed by the environment; in
such circumstances it can be useful to give a very large number as
the value for-n so that the control of the number of processes is
by the batch job specificatiorsmp_threadselates to the use of
OpenMP shared-memory parallelism, and specifies the maximum
number of OpenMP threads that will be opened, and defaults to 1.
Any of these three components may be omitted, and appropriate
combinations will allow GA-only, OpenMP-only, or mixed paral-
lelism.

-N | --task-specification userl:nodel:tasksl,user2:node2:taskshodel, nodegtc.
specify the host names of the nodes on which to run. On most par-
allel systems, nodel defaults to the local host name, and there is no
default for node2 and higher. On Cray T3E and IBM SP systems,
and on systems running under the PBS batch system, if -N is not
specified, nodes are obtained from the system in the standard way.
tasksl, tasks2tc. may be used to control the number of tasks on
each node as a more flexible alternativerio/ tasks_per_node
If omitted, they are each set equal-to / tasks_per_nodeuserl,
user2etc. give the username under which processes are to be cre-
ated. Most of these parameters may be omitted in favour of the
usually sensible default values.

-G | --global-memory memory Some parts of the program make use of Global Arrays for
holding and communicating temporary data structures. This op-
tion sets the amount of memory to allocate in total across all pro-
cessors for such activities.

2.2 Input format

MoLPROs execution is controlled by an input file. In general, each input record begins with a
keyword, which may be followed by data or other keywords. The input is read sequentially by
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a controlling program; when the controlling program calls a program module, this module con-
tinues to read the input file until it finds an unknown keyword. After the module has performed
its function, control is returned to the controller.

The input file can be written in free format. The following conversions take place:

, (comma) move to next tab stop, i.e. this delimits input fields
; (semicolon) end of record, i.e. a new record is started

I (exclamation mark) ignore rest of input line (useful for comments)

---  (three dashes) end of file (rest of input is ignored)

You may type your input upper or lower case. The input processor will convert all characters
to upper case. All integers are appended with “.” (only floating point numbers are read by the
program).

Several logical input records can actually be typed on one line and separated by semicolons, i.e.,
a given input line may contain many actual commands (separated by semicolons), or just one,
as you prefer. These basic command units (records) delimited by semicolons are also frequently
referred to agardsthroughout this manual.

Exception to these general rules are:

*rk first data line always
INCLUDE include other input file

FILE definition of named files

TEXT prints text

TITLE defines a title for the run

CON specifies orbital configurations

last line of input

These commands always occupy a whole line. UBN@LUDE:t is possible to open secondary
input files. If aniINCLUDEcommand is encountered, the new input file is opened and read until
its end. Input is then continued after the include card in the firstifl€LUDESs may be nested.

A MoLPROinput record (card) contains a number of infieids Input fields may be up to

256 characters wide and contain either expressions or strings. The fields can be separated by
commas or blanks. However, commas are required in certain cases to make the meaning unique.
For instance, typin@ +4 evaluates to one field with valug, but3, +4 is the input for

two fields with values 3 and 4. We recommend the general use of commas in order to avoid
unexpected results.

Each line may start with a label. A label is separated from the body of the line by a colon (}).
The colon is part of the label. The length of the label must not exceed 6 characters (including the
colon) and the labels must be unique. Labels may be useful®@fiCGommands. Example:

GOTO,START:

START: CCSD(T)
HereSTART: is a label, andCCSD(T) is a command.

Strings containing blanks can be entered using quotes. For instéhise,is a string’
is interpreted as one string, blihis is a string is a sequence of four strings in four
subsequent fields. Strings in quotes are not converted to upper case.
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Input lines may be concatenated usinpgt the end of the line(s) to be continued. Any number
of lines may be concatenated up to a total length of 1024 characters (only 500 characters are
possible on older IBM systems).

Filenames may be up to 31 characters long, provided that long filenames are supported by the
Unix system used. An exception are older CRAY systems, which allow only 8 characters for
the names of binary MLPROfiles.
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2.3 Input structure

A typical MOLPRO input has the following structure:

*** title Iltitle (optional)

memory,4,m Imemory specification (optional)

file,1,name.int Ipermanent named integral file (optional)
file,2,name.wfu Ipermanent named wavefunction file (optional)
gprint,options Iglobal print options (optional)

gthresh,options Iglobal thresholds (optional)

gdirect[,options] Iglobal direct (optional)

gexpec,opnames Iglobal definition of one-electron operators
basis=basisname Ibasis specification. If not present, cc-pvVDZ is used
varl=value,var2=value,... Isetting variables for geometry and/or wavefunction definitions
geometry={...} lgeometry specification

program Iprogram or procedure name

- lend of input (optional)

If the memory card is given, it should be the first card (after the optional title card). If any file
cards are given, they should follow immediately. The ordebadis , geometry , gprint

gdirect , gthresh , gexpec , and variable definitions is arbitrary. It is possible to call sev-

eral programs one after each other. It is also possible to redefine basis set and/or geometry
between the call to programs; the program will recognize automatically if the integrals have to
be recomputed.

2.4 Expressions

In any input field, data can be entered in the form of expressions. Numbers and variables are
special cases of expressions. An expression is typed in Fortran style and may contain any num-
ber of nested parenthesis. The standard intrinsic functions are also available (see next section).
MoLPRrounderstands both arithmetic and logical expressions. The result of an arithmetic ex-
pression is aeal (double precision) number. Internally, all integers are also convertezhto
numbers. The result of a logical expression is eith&UE. or.FALSE. . Internally,. TRUE.

is stored as a one (1.0), arldALSE. as zero (0.0). Expressions may contain any number of
variables.

The following standard operations can be performed :

expr + expr Addition
expr - expr Subtraction
expr * expr Multiplication
expr / expr Division
expr .OR. expr Logical OR

expr .AND. expr Logical AND
expr .XOR. expr ExclusiveOR

.NOT. expr Logical NOT
expr .GT. expr Greater Than
expr .EQ. expr Equal

expr .LT. expr Less Than

expr .GE. expr Greater Equal
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expr .LE. expr
expr .NE. expr
expr ** expr
expr = expr
(‘expy

- expr

+expr

Less Equal

Not Equal
Exponentiation
Exponentiation
Parenthesis (no effect)
Change sign

Keep sign (no effect)

2.5 Intrinsic functions

Expressions may contain the following intrinsic functions:

ABS(expn

MAX(expr.expr ...)
MIN( expr.expr ...)

EXP(expi
LOG(expn
LOG10(expn
SQRT(Eexpn
NINT( expi)
INT( expn
SIN( expy
COS(expy
TAN(expn
ASIN( expn
ACOSExpy
ATAN(expn
COSHexpn
SINH( expn
TANH(expn

MODExprl , expr2)

Absolute value

Largest value of arbitrary number of numbers or expressions
Smallest value of arbitrary number of numbers of expressions
Exponential

Natural Logarithm

Common Logarithm

Square Root

Next nearest integer

Truncate to integer

Sine

Cosine

Tangent

Arcsine

Arccosine

Arctangent

Hyperbolic cosine

Hyperbolic sine

Hyperbolic tangent
Remainderexprl-INT(exprl/expr2)*expr2

Note: all trigonometric functions use or produce angles in degrees.

2.6 Files

MoOLPRO uses three sequential text files, namely ith@ut file, the output file and thepunch

file. The punch file is a short form of the output which contains the most important data and
results, such as geometries, energies, dipole moments, etc. The punch file can be processed
by the separate prograREADPUN which selects specific results by keywords and is able to
produce ordered tables in user supplied format. Furthermore, there are up to 9 bimaPrM

files available, each one known to the program simply by its number (1 to 9). By default, they
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are temporary files, usually allocated dynamically by the program, but they can be connected
to permanent files with thEILE command. Each file is direct access, and word addressable
(word=64 bit usually), but is organised iecordsof any length. The name, address and length

of each record is held in a directory at the start of the file.

File 1 is themain filg holding basis set, geometry, and the one and two electron integrals. By
default, file 2 is thedump fileand used to store the wavefunction information, i.e. orbitals, ClI
coefficients, and density matrices. File 3 is an auxiliary file which can be used in addition to file

2 for restart purposes. Often files 1 and 2 (and 3) are declared as permanent fild& st

enable restarts. Storing the wavefunction information on file 2 is useful, since the integral file is
overwritten at each new geometry, while the orbitals and CI coefficients of one calculation can
be used as a starting guess for the next calculation at a neighbouring geometry. Files 4 to 8 are
used as scratch space, e.g., for sorting the integrals, storage of transformed integrals and of the
Cl vectors. These files should normally not be made permanent.

2.7 Records

Record names are positive integers, and are usually referred to in the fecoad.filg e.g.,

2100.2 means the record called 2100 on file 2. Note that these names are quite arbitrary, and
their numerical values have nothing to do with the order of the records in the file. Record names
< 2000 are reserved for standard quantities (e.g. integrals, properties etc.) and you should never
use these in an input, unless you know exactly what you are doing. Some important default
records to remember are

2100 RHF dump record (closed and open-shell)
2200 UHF dump record

2140 MCSCF dump record

5000 MCSCF gradient information

5100 CP-MCSCF gradient information

5200 MP2 gradient information

5300 Frequencies restart information

If an input contains several wavefunction calculations of the same type, e.g., several MCSCF
calculations with different active spaces, the record number will be increased by 1 for each
calculation of the same type. Thus, the results of the first SCF calculation in an input are stored
in dump record 2100.2, the second SCF in record 2101.2, the first MCSCF in 2140.2, the second
MCSCF in 2141.2 and so on. Note that these numbers refer to the occurrence in the input and
not on the order in which the calculations are performed in the actual run. If an input or part of
it is repeated usin@®Oloops, this ensures that each calculation will start with the orbitals from
the corresponding orbitals from the previous cycle, as long as the order of the commands in the
input remains unchanged. If for instance the first SCF would be skipped in the second cycle
using somdF / ENDIF structure, the second SCF would still use record 2101.2. Thus, under
most circumstances the program defaults are appropriate, and the user does not have to specify
the records.

After a restart this logic will still work correctly if the number and sequenc8@FandMCSCF
commands is kept unchanged. Thus, if you want to skip certain parts of the input after a restart,
it is recommended to ud€é / ENDIF structures or th6&OTGrommand rather than to delete or
comment certain commands. If for some reason this is not possibl8TARTandORBITAL
directives can be used to specify explicitely the records to be used.
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In general we recommend the use of program defaults whenever possible, since this minimizes
the probability of input errors and frustration!

After completion of each program step,dMPRO prints a summary of the records on each file.

2.8 Restart

Information from the permanent files is automatically recovered in subsequent calculations.
This can be controlled using tiRESTARTdirective.

2.9 Data set manipulation

It is possible to truncate files and rename or copy records usin@#&¥Acommand. Sev-
eral standard matrix operations can be performed M#8TROPe.g., printing records, linearly
combining or multiplying matrices, or forming the trace of a product of two matrices.

2.10 Memory allocation

MoLpPRoallocates memory dynamically as required by the user oMBBIORYard. Thus it is

not necessary to maintain different versions of the program with different memory sizes. If the
MEMOR¥ommand is omitted, the program will use a default memory size, which depends on
the hardware used and how the program was installed. Note that, on Unix machines, the default
memory can be set on tlmolpro command line using the flagn.

2.11 Variables

The program maintains a set of internakiables These may be used in place of floating point
numbers anywhere in the input. Before their use, variables must be defined as described in detail
in Section[ 6. Variables are useful for running the same input with different actual parameters
(e.g. geometries or basis function exponents), and to store and manipulate the results. They
can also be used to change record names automatically when several geometries are calculated
in one run. Itis thus possible to save the information for each geometry separately in different
records and variablesArrays are variables with an index in parenthesis, evgr(1). The
number of elements in an arragr is #var. The array length can be reset to zero by@d&=AR
directive or simply by modifyingtvar. Variables and variable arrays may be displayed at any
place in the output by thEHOWommand, and whole tables of variables can be generated using
the TABLEcommand. For more details about variables see sddtion 6.

Variables can also be used for passing input parameters to the program. This is useful for
procedureswhich are described in Sectipn }4.8.

2.12 Multiple passes through the input

It is possible to perform loops over parts of the input us@oops, very much as iRORTRAN
programsDOloops may be nested to any reasonable depth. This can be conveniently used, for
instance, to compute automatically whole potential energy surfaces.
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Table 1: The symmetry generators for the point groups

Generators Point group

(null card) C; (i.e. no point group symmetry)
X(orYorz) GCs

XY G
XYZ G
XY Cov
XY,Z Con
XZYZ D>
X,Y,Z Don

2.13 Symmetry

MoLPROcan use Abelian point group symmetry only. For molecules with degenerate symme-
try, an Abelian subgroup must be used — ey, or Dy, for linear molecules. The symmetry
group which is used is defined in the integral input by combinations of the symmetry elements
X, ¥, andz, which specify which coordinate axes change sign under the corresponding generat-
ing symmetry operation. It is usually wise to choage be the unique axis where appropriate
(essential foC, andCyh). The possibilities in this case are shown in Tgble 1.

Normally, MoLPRO determines the symmetry automatically, and rotates and translates the
molecule accordingly. However, explicit symmetry specification is sometimes useful to fix the
orientation of the molecule or to use lower symmetries.

The irreducible representations of each group are numbered 1 to 8. Their ordering is important
and given in Tablgs|2[H 4. Also shown in the tables are the transformation properties of products
of X, y, andz. s stands for an isotropic function, e.g.grbital, and for these groups, this gives
also the transformation properties x#, y?, andz. Orbitals or basis functions are generally
referred to in the formatumber.irrep i.e. 3.2 means the third orbital in the second irreducible
representation of the point group used.

2.14 Defining the wavefunction

In all program modules where such information is required, the total symmetry Nféiectron
wavefunction is defined owHwavefunction) cards in the following way:

WEnelec,irrep,spin
or, alternatively
WEINELEC=eled,[ SYM[METRY]4rrep],[spin= spin,| CHARGEechargg

wherenelecis the total number of electrorisiep is the number of the irreducible representation,
andspinequals 2< S, whereSis the total spin quantum number. Insteachefecalsocharge

can be given, which specifies the total charge of the molecule. For instance, for a calculation
in Cyy symmetry with 10 electrondVF,10,3,0 denotes aB, state, andVF,10,1,2 a3A;

state. The charge can also be defined by setting the vafiahdRGE
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Table 2: Numbering of the irreducible representation®4p

Don
No. Name Function

1 Ag S
2 Bsy X
3 BZu y
4 Big Xy
5 Blu Z
6 Bzg Xz
7 Bag yz
8 Ay Xyz

Table 3: Numbering of the irreducible representations in the four-dimensional groups

Cov Con D>
No. Name Function Name Function Name Function
1 A1 S,z Ay S, Xy A S
2 B, X, XZ A z Bs X,yzZ
3 B, Y,yz B, X,y B, Y, Xz
4 A Xy B Xz yz B Xy

Table 4: Numbering of the irreducible representations in the two-dimensional groups

GCs C G
No. Name Function Name Function Name Function

1 A S, X, Y, Xy A SZ,Xy Ay S, XY, Xz yz
2 A zxzyz B xyxzyz A X,Y,Z
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SET,CHARGEcharge

This charge will be used in all energy calculations following this input. Not$tE&Kis required,
sinceCHARGEHS a system variable (cf. sectipn b.3).

Although in principle each program unit require$\dccommand, in practice it is seldom nec-
essary to give it. The program remembers the information oWMtReard, and so one might
typically specify the information in an SCF calculation, but then not in subsequent MCSCF or
Cl calculations; this also applies across restarts. Furthermelecdefaults to the sum of the
nuclear charges;rep to 1 andspinto 0 or 1; thus in many cases, it is not necessary to specify a
WHcard at all.

2.15 Defining orbital subspaces

In the SCF, MCSCF, and CI programs it may be necessary to specify how many orbitals in each
symmetry areccupied(or internalin CI), and which of these amoreor closed shel{doubly
occupied in all CSFs). This information is provided on @&C COREandCLOSEDcards in

the following way:

OCQm,mp,...,mg; CORECOL,COy,...,cog; CLOSELXI,Clo, ..., Clg;

wherem is the number of occupied orbitals (including core and closed)the number of
core orbitals, andl; is the number of closed-shell orbitals (including the core orbitals) in the
irreducible representatidnIn generalm > cl;, andcl; > cg. It is assumed that these numbers
refer to the first orbitals in each irrep.

Note that theOCC CORE and CLOSEDcards have slightly different meanings in the SCF,
MCSCF and CI or CCSD programs. In SCF and MCS@tgupiedorbitals are those which
occur in any of the CSFs. In electron correlation methods (Cl, MPn, CCSD etc), how&er,
denotes the orbitals which are occupied in any of idferenceCSFs. In the MCSCR;ore
orbitals are doubly occupied in all CSFs ainozen(not optimized), whilecloseddenotes all
doubly occupied orbitals (frozen plus optimized). In the Cl and CCSD programnsorbitals
are those which are not correlated ardsedorbitals are those which are doubly occupied in
all reference CSFs.

OCCCORENdCLOSExommands are generally required in each program module where they
are relevant; however, the program remembers the most recently used values, and so the com-
mands may be omitted if the orbital spaces are not to be changed from their previous values.
Note that this information is also preserved across restarts. Note also, as withrithferma-

tion, sensible defaults are assumed for these orbital spaces. For full details, see the appropriate
program description.

2.16 Selecting orbitals and density matricesSRBITAL, DENSITY)

As outlined in sectiofi 2|7, the information for each SCF or MCSCF calculation is stored in

a dump record Dump records contain orbitals, density matrices, orbital energies, occupa-
tion numbers, fock matrices and other information as wavefunction symmetries etc. Subse-
guent calculation can access the orbitals and density matrices from a particular record using the
ORBITAL andDENSITY directives, respectively. These input cards have the same structure in
all programs. The general format of tieRBITAL andDENSITY directives is as follows.

ORBITAL[, [RECORDpecord [, [TYPESorbtypd [, STATE=statd [, SYM[METRY]=symmetry
[,SPIN= spin [,MS2=ms3 [,[NJELEC= neled [,SET=isef
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DENSITY], [RECORDiecord [, [TYPEddentypé[,STATE=statd [,SYM[METRY]=symmetry
[,SPIN= spin [,MS2=ms] [,[N]JELEC= neled [,SET=isef

where the (optional) specifications can be used to select specific orbitals, if several different
orbital sets are stored in the same record. The meaning of the individual specifications are as
follows:

orbtype Orbital type. This can be one of
CANONICAL canonical or pseudocanonical orbitals;
NATURALnatural orbitals;
LOCAL localized orbitals;
LOCAL(PM): localized Pipek-Mezey orbitals;
LOCAL(BOYS): localized Boys orbitals;
PROJECTEDprojected virtual orbitals used in local calculations.
Without further specification, the most recently computed orbitals of
the specified type are used. If the orbital type is not specified, the
program will try to find the most suitable orbitals automatically. For
instance, in MRCI calculationdATURALorbitals will be used pref-
erentially if available; MRPT (CASPT2) calculations will first search
for CANONICALorbitals, and local calculations will first look for
LOCALorbitals. Therefore, in most cases the orbital type needs not
to be specified.

state Specifies a particular state in the forstateisym For instance, 2.1
refers to the second state in symmetry 1. This can be used if density
matrices or natural orbitals have been computed for different states in
a state-averaged CASSCEF calculation. If not given, the state-averaged
orbitals are used. The specificationigfmis optional; it can also be
defined using th& YMMETRKey.

dentype Density type. This can be one of
CHARGEcharge density;
SPIN: UHF spin density;
TRANSITION: transition density matrix;
The default ixCHARGE

symmetry Specifies a particular state symmetry. Alternatively, the state symme-
try can be specified usifgTATE(see above).

spin Spin quantum number, i.e. O for singlet, 1/2 for doublet, 1 for triplet,
etc. AlternativelyMS2can be used.

ms2 2Ms, i.e. O for singlet, 1 for doublet, 2 for triplet etc. Alternatively,
SPIN can be used.

nelec Number of electrons.

iset Set number of orbitals. The orbital sets are numbered in the order they
are stored.

If any of the above options are given, they must be obeyed strictly, i.e., the program aborts if the
request cannot be fulfilled.

Examples:

ORBITAL,2100.2 lUse SCF orbitals

ORBITAL,2140.2 lUse (state-averaged) MCSCF orbitals
ORBITAL,2140.2,CANONICAL luse canonical MCSCF orbitals

ORBITAL,2140.2,NATURAL,STATE=2.1 luse natural MCSCF orbitals for second state in sym. 1
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2.17 Summary of keywords known to the controlling program

This is a summary of all keywords presently implemented in the controlling program. Each
module knows further keywords, which are described in the chapters about the individual pro-
grams. For detailed information about the use of the commands listed below, consult the fol-
lowing chapters.
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Program control:
-
MEMORY
PUNCI
[EILE]
[RESTART
NCLUDH
BASIS]
[GEOMETRY
ZMAT
PARALLEL

DALA

[DELETE [ERASE
MATROP

SPHERICAL
USER

/—
Variables:
SET

SETI

SETA
CLEAR

indicates start of a new calculation
allocates dynamic memory

opens a punch file

connects units to permanent files
recovers file information

includes other input files

can be used to define default basis sets
can be used to specify the geometry
can be used to define the Z-matrix

can be used to control parallelization
checks status of program steps
controls global print levels

controls global thresholds

flags direct computation of integrals and for setting direct options
controls computation of expectation values
prints text

stops execution

controls do loops

end of do loops

controls conditional actions

controls conditional actions

end ofIF block

used to skip part of input and for loops over input
no action

data set management

data set deletion

performs matrix operations

Define grid

Dump data to grid

Use cartesian basis functions

Use spherical harmonic basis functions
calls user-supplied subroutine

last line of input

sets variables (obsolete)

sets variables or numbers to their inverse (obsolete)
sets variable arrays (obsolete)

clears variables
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CLEARALL clears all variables

GETVAR recovers variables from file
SHOW displays the values of variables
TABLE pints tables

Wave function optimization:

INT calls the machine default integral program. This is optional and needs
not to be given.

INTS calls SEWARD integral program
INTE or INTEGRAL calls Pitzer’s integral program

INTD flags direct computation of integrals (obsolete, pleaseGRERECT
instead).

LSINT calls the spin-orbit integral program

SORT calls two-electron sorting program

CPP compute core polarization potential integrals

HF, RHE, HF-SCF, or RHF-SCF calls spin-restricted Hartree-Fock program (open or closed
shell)

UHFor UHF-SCF calls spin-unrestricted Hartree-Fock program

DFT calls the density functional program

KS, RKS call the Kohn-Sham spin restricted density functional program

UKS call the Kohn-Sham spin-unrestricted density functional program

MULTI, MCSCFor CASSCFcalls MCSCF/CASSCF program

CASVB calls the CASVB valence bond program

Cl, MRCI, orCI-PRO calls internally contracted MRCI program

ACPFE AQCC calls internally contracted MR-ACPF program

CEPA calls single-reference CEPA program (closed- or open-shell)

RS2 RS3 calls internally contracted multireference perturbation theory

MP2 calls closed-shell MP2 program

MP3 calls closed-shell MP3 program

MP4 calls closed-shell MP4 program

CISD calls closed-shell CISD program

CCsD calls closed-shell coupled cluster program

BCCD calls closed-shell Brueckner CCD program

QCI,QCsID calls closed-shell quadratic configuration interaction program

UCCSD calls spin-unrestricted open-shell coupled cluster program

RCCSD calls spin-restricted open-shell coupled cluster program

FCI or FULLCI calls determinant based full Cl program

Orbital manipulation:

LOCALI calls orbital localization program

MERGE calls orbital manipulation program

Properties and wavefunction analysis:
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POP calls population analysis program

DMA calls distributed multipole analysis program
PROPERTY calls properties program

DIP adds dipole field td

QUAD adds quadrupole field to

PLOT calls orbital and density plot program

IGLO, PIGLO, NMR  call magnetic property programs
Gradients and geometry optimization:

FORCES calls gradient program

OPT calls geometry optimization program

OPTG performs automatic geometry optimization

MIN performs energy minimization with respect to some parameters
PUT print or write geometry to a file

HESSIAN calculate hessian

FREQUENCY calculate vibrational frequencies

MASS define atomic masses

DDR evaluates approximate non-adiabatic coupling matrix elements

2.18 Default procedures

For convenience of use, MOLPRO provides a number of default procedures for standard ap-
plications. Each procedure performs a full calculation and prints a summary of the computed

energies at the end of the output. It is possible to call several procedures one after the other in
the same job.

The procedures are provided in the file molproi.rc, which is automatically included at the begin-
ning of each input when the unimolpro command is used. Inclusion of the procedures can
be avoided using tholpro -f ]option. The user can also define his own procedures in his
molproi.rc file. For details, see section}4.8.

2.18.1 Procedures for energy calculations

The wavefunction symmetry and spin can be modified using the vari&d&sMETRYNd
SPIN, respectively. The number of electrons can be modified using the vaN&il&C SCF
calculations are only done if no orbitals are available or if the symmetry or spin changed since
the last SCF optimization. In CASPT and MRCI calculations the CASSCF is only done if the
last optimized orbitals are not of MCSCF type.

runscf Performs SCF calculation.

rundft Performs DFT calculation. The functional can be specified using ei-
ther theFUNCTIONALor DFTNAMEariable (defaultB3LYP).

runmp?2 Performs SCF and MP2 calculations.

runmp3 Performs SCF, MP2 and MP3 calculations.

runmp4 Performs SCF and MP2-MP4 calculations.
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runmp4sdq
runccsd

runccsdt

runuccsd

runuccsdt

runbccd
runbccdt
runqcisd
rungcisdt
runcas

caspt2

caspt3
runcaspt2
runcaspt3
runmrci

runacpf

Same as runmp4, but without triples.

Performs SCF and CCSD calculations. Uses RCCSD in open-shell
cases.

Performs SCF and CCSD(T) calculations. Uses RCCSD(T) in open-
shell cases.

Performs SCF and CCSD calculations. Uses UCCSD in open-shell
cases.

Performs SCF and CCSD(T) calculations. Uses UCCSD(T) in open-
shell cases.

Performs SCF and BCCD calculations (closed-shell only).
Performs SCF and BCCD(T) calculations (closed-shell only).
Performs SCF and QCISD calculations (closed-shell only).
Performs SCF and QCISD(T) calculations (closed-shell only).

Performs SCF and CASSCF calculation. The wavefunctions for state
averaged CASSCF calculations can be defined using the variables
SYMMETRYSPIN, STATE WEIGHT andNELEC

Performs SCF, CASSCF, and CASPT2 calculations. In case of state-
averaged CASSCF reference functions (sgwas ) the CASPT2 is
performed for each state separately.

As CASPTZ2, but also computes third-order energy.
Same as caspt?2.
Same as caspt3.

Performs SCF, CASSCF, and MRCI calculations. In case of state-
averaged CASSCEF reference functions (s@ecas ) the MRCI is
performed for each state symmetry separately. Several states in the
same symmetry are treated simultaneously. Transition moments are
automatically computed between all states. However, these are not
printed in the summary at the end of the output and must be extracted
from the output or punch file.

Performs SCF, CASSCF, and MR-ACPF calculations. At present,
multiple-state MR-ACPF calculations are not possible.

2.18.2 Procedures for geometry optimizations

If the geometry is given as Z-matrix and depends on variables, only these are optimized and other
numerical parameters are kept fixed. This behaviour can be modified by setting the variable
OPTFULL=.TRUE., which causes the geometry optimization be done in cartesian coordinates
for all degrees of freedom. In this case the variables are not modified. If the geometry is given as
XYZform or the Z-matrix does not depend on variables, all degrees of freedom are optimized.

optscf
optdft

optmp2
optcas

Performs SCF geometry optimization.

Performs DFT geometry optimization. The functional can be speci-
fied using either thEUNCTIONALor DFTNAMREariable (defaultB3LYP).

Performs MP2 geometry optimization.

Performs CASSCF geometry optimization. The procedure does not
support state-averaged calculations.
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2.18.3 Procedures for frequency calculations

In all cases the geometry is optimized for all degrees of freedom before computing the fre-
guencies. Variables on which the Z-matrix depends are not modified. The hessian is computed
by finite differences from analytical energy gradients. Frequencies, intensities, and thermody-
namic quantities are evaluated and printed in the output. The summary at the end shows only
the energies.

freqscf Performs SCF frequency calculation.
freqdft Performs DFT frequency calculation.
fregmp2 Performs MP2 frequency calculation.
freqcas Performs CASSCF frequency calculation. The procedure does not

support state-averaged calculations.

Note: in most cases the SCF calculation is not performed if starting orbitals are found. Several
procedures may be specified after each other.

2.19 MoLpPRrohelp

The help command can be used to obtain a short description of commands, input parameters,
and variables. The syntax is:

HELPsetnameg[key$

wheresetis eitherCOMMANNARIABLE, or the name of the input set (e.FHIRESHPRINT,
LOCAL EOMCEFIT), andnameis the name of the parameter.nédmeis blank, all parameters
of the set are shown. Optionalligeyscan be specified to request specific information (e.g.,
short_description , long_description , default_value , type , program ). If
keysare not givenshort_description is assumed.

Currently, help is only available for a limited number of parameters and commands. However,
the database will be extended in the near furture.

3 INTRODUCTORY EXAMPLES

This section explains some very simple calculations in order to help the new user to understand
how easy things can be.

3.1 Using the molpro command

1. Perform a simple SCF calculation for molecular hydrogen. The input is typed in directly
and the output is sent to the terminal:

molpro <<!

basis=vdz;
geometry={angstrom;h1;h2,h1,.74}
hf

|
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2. The same calculation, with the data taken from thehfilecom . The output is sent to
h2.out. On completion, the file2.pun is returned to the current directory and the file
h2.wf to the directonf8HOME/wfu (this is the default):

molpro h2.com

h2.com contains:

***1H2

file,2,h2.wf;

punch,h2.pun;

basis=vdz; examples/
geometry={angstrom;h1;h2,h1,.74} h2.com

hf

3. As before, but the filé2.wf is sent to the directorftmp/wfu

molpro -W /tmp/wfu h2.com

3.2 Simple SCF calculations

The first example does an SCF calculation fefKlusing all possible defaults.

*** h20 1A title
r=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix geometry input
H1,0,r; examples/
H2,0,r,H1,theta} h20_scf.com
hf Iclosed-shell scf

In the above example, the default basis $#2) is used. We can modify the default basis using
aBASIS directive.

*** h20 cc-pVTZ basis IA title
r=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix geometry input
H1,0,r; I
H2,0.r,H1 theta) E)Z(?)mspcf S\itz com
basis=VTZ luse VTZ basis ==
hf Iclosed-shell scf

3.3 Geometry optimizations

Now we can also do a geometry optimization, simply by adding the ©O&WG

*** h20 1A title
r=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix geometry input

H1,0O,r;

H2,0,r,H1,theta} examples/
basis=6-31g** luse Pople basis set h2o_scfopt_631g.com
hf Iclosed-shell scf

optg Ido scf geometry optimization



3 INTRODUCTORY EXAMPLES 21

3.4 CCSD(T)

The following job does a CCSD(T) calculation using a largérZ) basis (this includes ah
function on oxygen and d function on the hydrogens).

*** h20 1A title
r=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix geometry input

H1,0O,r;

H2,0,r,H1,theta} examples/
basis=VTZ luse VTZ basis h2o0_ccsdt_vtz.com
hf Iclosed-shell scf
cesd(t) Ido ccsd(t) calculation

3.5 CASSCF and MRCI

Perhaps you want to do a CASSCF and subsequent MRCI for comparison. The following uses
the full valence active space in the CASSCF and MRCI reference function.

*** h20 1A title
r=1.85,theta=104 Iset geometry parameters
geometry={o; 1z-matrix geometry input
h1,0,r;
h2,0,r,H1 theta}
basis=vtz luse VTZ basis examples/
hf Iclosed-shell scf h2o_mrci_vtz.com
cesd(t) Ido ccsd(t) calculation
casscf ldo casscf calculation
mrci Ido mrci calculation
3.6 Tables

You may now want to print a summary of all results in a table. To do so, you must store the
computed energies in variables:

*** h20 1A title

r=1.85,theta=104 Iset geometry parameters

geometry={o; 1z-matrix geometry input
h1,0,r;

h2,0,r,H1 theta}

basis=vtz

hf

e(1)=energy
method(1)=program

cesd(t)
e(2)=energy
method(2)=program

casscf

e(3)=energy
method(3)=program
mrci

e(4)=energy
method(4)=program

table,method,e

title,Results for H20,

luse VTZ basis
Iclosed-shell scf
Isave scf energy in variable e(1)
Isave the string 'HF’ in variable method(1)

Ido ccsd(t) calculation
Isave ccsd(t) energy in variable e(2)
Isave the string 'CCSD(T)’ in variable method(2)

ldo casscf calculation

Isave scf energy in variable e(3)

Isave the string 'CASSCF' in variable method(3)
Ido mrci calculation

Isave scf energy in variable e(4)

Isave the string 'MRCI' in variable method(4)

lprint a table with results

basis=$basis ltitle for the table

examples/
h2o_table.com
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This job produces the following table:

Results for H20, basis=VTZ

METHOD E

HF -76.05480122
CCSD(T) -76.33149220
CASSCF -76.11006259
MRCI -76.31960943

22
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3.7 Procedures

You could simplify this job by defining a proceduBAVE_Eas follows:

proc save_e ldefine procedure save_e
if(#i.eq.0) i=0 linitialize variable i if it does not exist
i=i+1 lincrement i
e(i)=energy Isave scf energy in variable e(i)
method(i)=program Isave the present method in variable method(i)
endproc lend of procedure
*** h20 1A title
r=1.85,theta=104 Iset geometry parameters
geometry={o; 1z-matrix geometry input
h1,0,r;
h2,0,r,H1 theta}
basis=vtz luse VTZ basis
hf Iclosed-shell scf examples/
save_e Icall procedure, save results h2o_proce.com
cesd(t) Ido ccsd(t) calculation
save_e Icall procedure, save results
casscf ldo casscf calculation
save_e Icall procedure, save results
mrci Ido mrci calculation
save_e Icall procedure, save results
table,method,e lprint a table with results

title,Results for H20, basis=$basis ltitle for the table

The job produces the same table as before. If you put the proceslxéE E in a

file molproi.rc or $HOME/.molproirc , it would be automatically included in all
your jobs (/molproi.rc is searched first; if this file does not exist, molpro looks for
$HOME/.molproirc . If this also does not exist, molpro uses the default file in the system
directory).

3.8 Using default Procedures

Using the default procedures described in se¢tion] 2.18, the above inputs can be simplified even
more.

3.8.1 RCCSD(T) for different states

The following calculation performs RCCSD(T) calculations for the ground and first excited state
of the OH radical.
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***,OH
geometry={O;H,0,1.83}

runccsdt

set,symmetry=2,spin=1 I X 2 Pi state

runcecsdt

epi=energy examples/
set,symmetry=1,spin=1 I A 2 Sigma+ state oh_runccsdt.com
runcecsdt

esig=energy

de=(esig-epi)*toev IExcitation energy in eV

This produces the following results:

RESULTS

METHOD STATE S ENERGY
HF-SCF 12 05 -75.39004124
RCCSD 12 0.5 -75.55736436

RCCSD(T) 1.2 05 -75.55912676
RCCSD[T] 1.2 05 -7555916157
HF-SCF 1.1 05 -75.22787407
RCCSD 1.1 05 -75.39738157
RCCSD(T) 1.1 05 -75.39914839
RCCSD[T] 1.1 05 -75.39915981

SETTING DE = 4.35323484 EV

3.8.2 SA-CASSCF and MRCI

The following calculation performs state-averaged CASSCF and subsequent MRCI calculations
for the ground and first excited state of the OH radical. A full valence active space is used.

***,OH
geometry={O;H,0,1.83}

set,symmetry=[2,3,1],spin=1 I 2 Pix, 2Piy, and 2 Sigma+ states examples/
runmrci I SA-CASSCF and MRCI oh_runmrcil.com

The following table is printed at the end of the output:

RESULTS

METHOD STATE S ENERGY DIPX DIPY DIPZ
CASSCF 1.2 05 -75.41331789 0.0 0.0 0.67158730
CASSCF 1.3 05 -75.41331789 0.0 0.0 0.67158730
CASSCF 11 05 -75.24125256 0.0 0.0 0.69975340
MRCI 12 05 -7555518444 0.0 0.0 0.66457191
MRCI+D 12 05 -7556014871 0.0 0.0 0.66457191
MRCI+P 12 05 -7555853208 0.0 0.0 0.66457191
MRCI 1.3 05 -7555518444 0.0 0.0 0.66457191
MRCI+D 1.3 05 -7556014871 0.0 0.0 0.66457191
MRCI+P 1.3 05 -7555853208 0.0 0.0 0.66457191
MRCI 11 05  -75.39442202 0.0 0.0 0.70484623
MRCI+D 11 05 -75.40040680 0.0 0.0 0.70484623
MRCI+P 11 05 -75.39846312 0.0 0.0 0.70484623

This calculation performs MRCI calculations for bath, andzl'ly. The procedure is not clever
enough to recognize that they are degenerate. However, one can easily modify the input to
eliminate this drawback.
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***’OH
geometry={O;H,0,1.83}
set,symmetry=[2,3,1],spin=1 I 2Pix, 2Piy, and 2Sigma+ states (specifying spin=1 is optional)

runcas I SA-CASSCF for all three states examples/
set,symmetry=[2,1] ! remove Piy oh_runmrci2.com
runmrci I MRCI for 2Pix and 2Sigma+

This produces

RESULTS

METHOD STATE S ENERGY DIPX DIPY DIPZ
CASSCF 12 05 -7541331789 0.0 0.0 0.67158730
CASSCF 1.3 05 -75.41331789 0.0 0.0 0.67158730
CASSCF 11 05 -75.24125256 0.0 0.0 0.69975340
MRCI 1.2 0.5 -7555518444 0.0 0.0 0.66457191
MRCI+D 1.2 0.5 -75.56014871 0.0 0.0 0.66457191
MRCI+P 1.2 0.5 -75.55853208 0.0 0.0 0.66457191
MRCI 11 0.5  -75.39442202 0.0 0.0 0.70484623
MRCI+D 11 0.5 -75.40040680 0.0 0.0 0.70484623
MRCI+P 11 0.5 -75.39846312 0.0 0.0 0.70484623

You may want to extend the active space to include themitals. This can be achieved by
setting the variabl©CC

***,OH
geometry={O;H,0,1.83} I Geometry definition

set,symmetry=[2,3,1],spin=1 I 2Pix, 2Piy, and 2Sigma+ states

occ=[4,2,2] 1 4 sigma and 2 pi occupied

runcas I SA-CASSCF for all three states examples/ .
set,symmetry=[2,1] I remove Piy oh_runmrci3.com
runmrci I MRCI for 2Pix and 2Sigma+

For accurate calculations of the electronic transition moment, alsodlwhitals contribute
significantly. These are in symmetry &4 ,2) and 4 fyy). In order to force the & orbital to
become thé, we must use th8YMdirective in the SCF calculation. Since it is not possible to
insert this into the procedure, we must write the SCF input explicitly.

***,OH
basis=avqz I Use aug-cc-pVQZ basis

geometry={O;H,0,1.83} I Geometry definition

set,symmetry=[2,3,1],spin=1 I 2Pix, 2Piy, and 2Sigma+ states

occ=[5,2,2,1] I 4 sigma, 2 pi, 1 delta occupied

hf ! do scf calculation examples/
sym/1, 1,1,1,1,2 I 5th orbital in symmetry 1 has extra symmetry 2 (= delta) oh_runmrci4.com
runcas I SA-CASSCF for all three states

set,symmetry=[2,1] I remove Piy

runmrci I MRCI for 2Pix and 2Sigma+

Note that this calculation is quite expensive!

3.8.3 MP2 geometry optimization

The following input performs an MP2 geometry optimization for water.
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** H20 ltitle
basis=vtz luse cc-pVTZ basis
geometry={0O; IZ-matrix for water
H1,0,R;
H2,0,R,H1, THETA}
R=0.96 Ang Istart bond distance examples/
Theta=104 Istart bond angle h20_optmp2.com
optmp2 ldo MP2 geometry optimization
show,R,Theta Ishow optimized geometry parameters

At the end of the output the following summary of results is printed.

RESULTS FOR BASIS=VTZ

METHOD STATE S ENERGY DIPX DIPY DIPZ
MP2(D) 11 00 -76.31865774 0.0 0.0 0.76152434

R / ANG = 0.95906396

THETA / DEGREE = 103.51638614

The next calculation optimizes the geometry at the MP2 level and subsequently performs MP4
and CCSD(T) calculations at the optimized geometry.

geometry={0O; 1Z-matrix for water
H1,0,R;
H2,0,R,H1, THETA}
basis=vtz luse VTZ basis
R=0.96 Ang Istart bond distance
Theta=104 Istart bond angle examples/
h20_optmp2_runccsdt.
optmp2 loptimize energy at mp2 level
runmp4 Ido single-point MP4 at optimized mp2 geometry
runccsdt ldo single-point ccsd(t) calculation

At the end of the output the following summary of results is printed.

RESULTS FOR BASIS=VTZ

METHOD STATE S ENERGY
MP2(D) 1.1 0.0 -76.31865774

MP2 1.1 0.0 -76.31865774
MP3 1.1 0.0 -76.32273584
MP4(SDQ) 1.1 0.0 -76.32484084
MP4(SDTQ) 1.1 0.0 -76.33305159
MP2 1.1 0.0 -76.31865774
CCSD 11 0.0 -76.32454712
CCSD(T) 1.1 0.0 -76.33221602
CCSDI[T] 1.1 0.0 -76.33240959

The MP2 energy appears repeatedly, since it is computed in the MP2, MP4, and CCSD(T)
calculations.
3.8.4 DFT frequency calculation

The following input performs a DFT/B3LYP geometry optimization and frequency calculation
for water:
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geometry={0O; 1Z-matrix for water
H1,0,R;
H2,0,R,H1, THETA}
R=0.96 Ang Istart bond distance
Theta=104 Istart bond angle examples/
basis=6-31g** IPople basis set h2o_freqdft.com

functional=b3lyp
freqdft

The results are

RESULTS FOR BASIS=6-31G**

METHOD
FREQ[KS/B3LYP]
ZPE

E+ZPE

HTOTAL
GTOTAL

Idefine fucntional (optional, b3lyp is default)
Irun frequency calculation

ENERGY DIPX DIPY DIPZ

-76.38101813 0.0 0.0 0.80039692
0.02697203 0.0 0.0 0.80039692
-76.35404610 0.0 0.0 0.80039692
-76.35023712 0.0 0.0 0.80039692
-76.37236272 0.0 0.0 0.80039692

The frequencies, intensities and further details can be found in the output file.

3.9 Do loops

Now you have the idea that one geometry is not enough. Why not compute the whole surface?
DOloops make it easy. Here is an example, which computes a whole potential energy surface

for H,0.

*** H20 potential
geometry={x;
0O;

h1,0,r1(i);
h2,0,r2(i),h1,theta(i) }

basis=vdz

angles=[100,104,110]
distances=[1.6,1.7,1.8,1.9,2.0]

i=0

do ith=1#angles
do irl=1,#distances
do ir2=1,ir1

i=i+1
rl(i)=distances(irl)
r2(i)=distances(ir2)
theta(i)=angles(ith)
hf;

escf(i)=energy
cesd(t);
eccsd(i)=energc
eccsdt(i)=energy
enddo

enddo

enddo

table,rl,r2,theta,escf,eccsd,eccsdt
head, rl,r2 theta,scf,ccsd,ccsd(t)

save,h2o.tab

title,Results for H20, basis $basis

sort,3,1,2

This produces the following table.

luse cs symmetry
1z-matrix

Idefine basis set
llist of angles

llist of distances

linitialize a counter
lloop over all angles H1-O-H2
lloop over distances for O-H1
lloop over O-H2 distances(rl.ge.r2)
lincrement counter
Isave rl for this geometry
Isave r2 for this geometry
Isave theta for this geometry
ldo SCF calculation
Isave scf energy for this geometry
Ido CCSD(T) calculation
Isave CCSD energy
Isave CCSD(T) energy
lend of do loop ith
lend of do loop irl
lend of do loop ir2

examples/
h20_pes_ccsdt.com

Iproduce a table with results
Imodify column headers for table

Isave the table in file h2o.tab

ltitle for table

Isort table



R1
1.6
1.7
1.7
2.0
2.0

*** h20 benchmark

basis=dz

r=1 ang, theta=104

do i=1,#method

$method(i);
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Results for H20, basis VDZ
R2  THETA SCF CCsD CCSD(T)
1.6 100.0 -75.99757338  -76.20140563  -76.20403920
1.6 100.0 -76.00908379  -76.21474489  -76.21747582
1.7 100.0 -76.02060127  -76.22812261  -76.23095473
1.9 1100 -76.01128923  -76.22745359  -76.23081968
2.0 110.0 -76.00369171  -76.22185092  -76.22537212
You can use also udeOloops to repeat your input for different methods.
method=[hf,fci,ci,cepa(0),cepa(l),cepa(2),cepa(3),mp2,mp3,mp4,\
gci,ccsd,bced,qci(t),cesd(t),beed(t),casscf,mrci,acpf]
IDouble zeta basis set
geometry={o;h1,0,r;h2,0,r,h1 theta} 1Z-matrix for geometry
IGeometry parameters
ILoop over all requested methods
Icall program
progr examples/

e(i)=energy
enddo
escf=e(1)
efci=e(2)

Isave energy for this method h2o0_manymethods.cor

table,method,e,e-escf,e-efci
ITitle for table:
title,Results for H20, basis $basis, R=$r Ang, Theta=$theta degree

Iscf energy
Ifci energy

lprint a table with results

This calculation produces the following table.

Results for H20, basis DZ, R=1 Ang, Theta=104 degree

METHOD
HF

FCl

o]
CEPA(0)
CEPA(1)
CEPA(2)
CEPA(3)
MP2
MP3
MP4
QCl
CCSD
BCCD
QCI(T)
CCSD(T)
BCCD(T)
CASSCF
MRCI
ACPF

One can do even more fancy things, like, for instance, using macros, stored as string variables.

E
-75.99897339
-76.13609416
-76.12844693
-76.13490643
-76.13304720
-76.13431548
-76.13179688
-76.12767140
-76.12839400
-76.13487266
-76.13461684
-76.13431854
-76.13410586
76.13555640
-76.13546225
-76.13546100
-76.05876129
-76.13311835
-76.13463018

See exampleh_macros.com for a demonstration.

E-ESCF E-EFCI
.00000000 13712077
-.13712077 .00000000
-.12947355 .00764722
-.13593304 .00118773
-.13407381 .00304696
-.13534209 .00177868
-.13282349 .00429728
-.12869801 .00842276
-.12942062 .00770015
-.13589927 .00122149
-.13564345 .00147732
-.13534515 .00177561
-.13513247 .00198830
-.13658301 .00053776
-.13648886 .00063191
-.13648762 .00063315
-.05978790 .07733286
-.13414496 .00297580
-.13565679 .00146398
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4 PROGRAM CONTROL

4.1 Starting ajob (*** )

The first card of each input should be:
- text

wheretextis arbitrary. If file 1 is restartedextmust always be the same. The effect of this card
is to reset all program counters, etc. If th& card is omittedfextassumes its default value,
which is all blank.

4.2 Endingajob (- )

The end of the input is signalled by either an end of file, or a

card. All input following the--- card is ignored.

Alternatively, a job can be stopped at at some place by insertiigdih card. This could also
be in the middle of &0loop or anlF block. If in such a case the- card would be used, an
error would result, since tHENDDr ENDIF cards would not be found.

4.3 Restarting a job RESTARY

In contrast to MoLPRAI2 and older versions, the current version abMPROattempts to recover
all information from all permanent files by default. If a restart is unwanted\t&dbption can

be used on th€ILE directive. TheRESTARTdirective as described below can still be used as
in MoLPRMI2, but is usually not needed.

RESTARTI’]_, l2,r3,ra,...;
Ther; specify which files are restarted. These files must have been allocated beforEluging
cards. There are two possible formats for the

a)0<r; < 10: Restart file; and restore all information.
b) ri = namenr: Restart filenr but truncate before recortame

If all rj =0, then all permanent files are restarted. However, if at least;ameaot equal to zero,
only the specified files are restarted.

Examples:

RESTART; will restart all permanent files allocated witLE cards (default)
RESTART,1; will restart file 1 only

RESTART,2; will restart file 2 only

RESTART,1,2,3; will restart files 1-3

RESTART,2000.1; will restart file 1 and truncate before record 2000.
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4.4 Including secondary input files (NCLUDE)

INCLUDEfile,echo

Insert the contents of the specifiéitt in the input stream. In most implementations the file
name given is used directly in a Fortran open statement. If the paraastieis nonzero, the
included file is echoed to the output in the normal way, but by default its contents are not printed.
The included file may itself contaiNCLUDE commands up to a maximum nesting depth of
10.

4.5 Allocating dynamic memory MEMORY

MEMORMN,scale

Sets the limit on dynamic memory tdfloating point words. IEcaleis given a¥{, nis multiplied
by 1000; ifscaleis M nis multiplied by 1 000 000.

Note: TheMEMORV¥ard must precede &illILE cards!

Examples:

MEMORY,90000 allocates 90 000 words of memory
MEMORY,500,K allocates 500 000 words of memory
MEMORY,2,M allocates 2 000 000 words of memory

4.6 DOloops OO/ENDD®

DOloops can be constructed using b®andENDD@ommands. The general format of th®
command is similar to Fortran:

DOvariable=start, end[[,]increment|[,] unit]

wherestart, end, incremennay be expressions or variables. The defaulifiorementis 1. In
contrast to Fortran, these variables can be modified within the loop (to be used with care!). For
instance:

DR=0.2
DO R=1.0,6.0,DR,ANG
IF (R.EQ.2) DR=0.5
IF (R.EQ.3) DR=1.0
ENDDO

performs the loop for the following values & 1.0, 1.2, 1.4, 1.6, 1.8, 2.0,

2.5, 3.0, 4.0, 5.0, 6.0 Angstram. The same could be achieved as follows:
RVEC=[1.0,1.2,1.4,1.6,1.8,2.0,2.5,3.0,4.0,5.0,6.0] ANG

DO I=1#RVEC

R=RVEC(l)

ENDDO

Up to 20DOloops may be nested. EaBlfOmust end with its owrENDDO

Jumps intdDOloops are possible if thBOvariables are known. This can be useful in restarts,
since it allows to continue an interrupted calculation without changing the input (all variables
are recovered in a restart).
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4.6.1 Examples for do loops

The first example shows how to compute a potential energy surface for water.

*** H20 potential

geometry={x; luse cs symmetry

0; 1z-matrix

h1,0,rl(i);

h2,0,r2(i),h1,theta(i) }
basis=vdz ldefine basis set
angles=[100,104,110] llist of angles
distances=[1.6,1.7,1.8,1.9,2.0] list of distances
i=0 linitialize a counter
do ith=1#angles lloop over all angles H1-O-H2
do irl=1#distances lloop over distances for O-H1
do ir2=1,irl lloop over O-H2 distances(rl.ge.r2)
i=i+1 lincrement counter
rl(i)=distances(irl) Isave rl for this geometry
r2(i)=distances(ir2) Isave r2 for this geometry
theta(i)=angles(ith) Isave theta for this geometry
hf; ldo SCF calculation
escf(i)=energy Isave scf energy for this geometry
cesd(t); Ido CCSD(T) calculation
eccsd(i)=energc Isave CCSD energy
eccsdt(i)=energy Isave CCSD(T) energy
enddo lend of do loop ith
enddo lend of do loop irl
enddo lend of do loop ir2
table,rl,r2,theta,escf,eccsd,eccsdt  !produce a table with results
head, rl,r2 theta,scf,ccsd,ccsd(t) Imodify column headers for table
save,h2o0.tab Isave the table in file h2o.tab
title,Results for H20, basis $basis ltitle for table
sort,3,1,2 Isort table

The next example shows how to loop over many methods.

*** h2o0 benchmark
method=[hf,fci,ci,cepa(0),cepa(l),cepa(2),cepa(3),mp2,mp3,mp4,\
qgci,ccsd,bced,qci(t),cecsd(t),beed(t),casscf,mrci,acpf]

basis=dz IDouble zeta basis set
geometry={o;h1,0,r;h2,0,r,h1theta} IZ-matrix for geometry

r=1 ang, theta=104 IGeometry parameters

do i=1,#method ILoop over all requested methods
$method(i); Icall program

e(i)=energy Isave energy for this method
enddo

escf=e(1) Iscf energy

efci=e(2) Ifci energy
table,method,e,e-escf,e-efci lprint a table with results

ITitle for table:
title,Results for H20, basis $basis, R=$r Ang, Theta=$theta degree

4.7 Branching (F/ELSEIF/ENDIF )

IF blocks andF/ELSEIF blocks can be constructed asi®@RTRAN

4.7.1 |IF statements

IF blocks have the same form as in Fortran:

31

examples/
h20_pes_ccsdt.com

examples/
h20_manymethods.cor
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IF ( logical expression THEN
statements
ENDIF

If only one statement is needed, the one-line form
IF ( logical expression statement
can be used, exceptstatemenis a procedure name.

ELSEandELSE IF can be used exactly as in FortrdR. statements may be arbitrarily nested.
Jumps intdF or ELSE IF blocks are allowed. In this case no testing is performed; when an
ELSEis reached, control continues afteNDIF.

The logical expression may involve logical comparisons of algebraic expressions or of strings.
Examples:

IF(STATUS.LT.0) THEN

TEXT,An error occurred, calculation stopped
STOP

ENDIF

IF($method.eq.’HF’) then

ENDIF

In the previous example the dollar and the quotes are optional:

IF(METHOD.EQ.HF) then

ENDIF

4.7.2 GOTQ@ommands

GOTQ@ommands can be used to skip over parts of the input. The general form is
GOTOgcommang n],[ nreg

Program control skips to the|'th occurrence otommandDefault: n = 1). commandnust be

a keyword in the first field of an input line. ifis positive, the search is forward starting from
the current position. Ifiis negative, search starts from the top of the input. GRE @ommand

is executed at mogirep times. The default fonrepis 1 if n < 0 and infinity otherwise. We
recommend thabOTQommands are never used to construct loops.

Alternatively, one can jump to labels using
GOTOJabel

Since labels must be unique, the search starts always from the top of the input. Itis required that
thelabel ends with a colon.

4.7.3 Labels LABEL)

LABEL

This is a dummy command, sometimes useful in conjunction GETO
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4.8 Procedures PROC/ENDPROC

Procedures can be defined at the top of the input, in the defaulinbleroi.rc , or in
INCLUDEf files as follows:

PROCname
statements
ENDPROC

Alternatively, one can use the form
PROCnam¢g=|{ statemenfs

In the latter case, it is required that the left curly bracKgiappears on the same lineRROC
but statementgan consist of several lines. If in the subsequent imaubeis found as a com-
mandin the first fieldof a line, it is substituted by thetatementsExample:

PROC SCF
IF (#SPIN.EQ.0.OR.MOD(SPIN,2).NE.MOD(NELEC,2)) SET,SPIN=MOD(NELEC,2)
IF (SPIN.EQ.0) THEN
HF
ELSE
RHF
ENDIF
ENDPROC

Alternatively, this could be written as

PROC SCF={
IF (#SPIN.EQ.0.OR.MOD(SPIN,2).NE.MOD(NELEC,2)) SET,SPIN=MOD(NELEC,2)
IF (SPIN.EQ.0) THEN; HF; ELSE; RHF; ENDIF}

Procedures may be nested up to a depth of 10. In the following ex&Qités a procedure:

PROC CC
SCF
IF (SPIN.EQ.0) THEN
CCsD
ELSE
RCCSD
ENDPROC

Note: Procedure names are substituted only if found in the first field of an input line. Therefore,
they must not be used on one-lilte statements; please uge / ENDIF structures instead.

If as first statement of a procedusCHQOs specified, the substituted commands of the present
and lower level procedures will be printed. HCHOQOis specified in the main input file, all
subsequent procedures are printed.

Certain important input data can be passed to the program using variables. For instance, occu-
pancy patterns, symmetries, number of electrons, and multiplicity can be defined in this way
(see sectiop 6] 7 for more details). This allows the quite general use of procedures. For example,
assume the following procedure has been defineddtproi.rc

PROC MRCI
IF (INTDONE.EQ.0) INT
IF (SCFDONE.EQ.0) THEN
SCF
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ENDIF
MULTI

Cl
ENDPROC

This procedure can be used for a calculation of a vertical ionization potential®&l follows:

R=1 ANG ISet bond distance
THETA=104 DEGREE !Set bond angle

BASIS=VTZ Define basis set

GEOMETRY IGeometry input block

o 1Z-matrix

H1,0,R

H2,0,R,H1,THETA

ENDG IEnd of geometry input

MRCI ICompute mrci energy of water using defaults
EH20=ENERGY Isave mrci energy in variable EH20
SET,NELEC=9 1Set number of electrons to 9
SET,SYMMETRY=2 ISet wavefunction symmetry to 2

MRCI ICompute mrci energy of H20+ (2B2 state)

IPCI=(ENERGY-EH20)*TOEV  compute MRCI ionization potential in eV

Note: At present, all variables agiobal, i.e., variables are commonly known to all procedures
and all variables defined in procedures will be subsequently known outside the procedures as
well. The reason is that procedures are included into the internal input deck at the beginning of
the job and not at execution time; for the same reason, variable substitution of procedure names
is not possible, e.g. one cannot use constructs like

method=scf
$method Ithis does not work!

4.9 Text cards TEXT)

TEXTXXXXXX
will just print xxxxxxin the output. If the text contains variables which are preceded by a dollar
(%), these are replaced by their actual values, e.g.

r=2.1
text,Results for R=\$r

will print

Results for R=2.1

4.10 Checking the program status$TATUS

STATUSHT, progy, . . ., progs

This command reads the status information from fiteand checks the status of the spec-
ified program steps.prog; to progg may beHF, RHF, UHF, MCSCF, CI, MULTI,
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FORCESIf none of these is specified, the status of the last step is checked. If qmegf
to progs is CRASHor STOPthe program will either crash or stop if status was not oK QP
is default). IFfCLEARIs specified, a bad status is cleared, so there will be no crash at subsequent

status checks.

Examples:

STATUS,1,HF,CRASH; will check the status of the lastF-SCF step and crash if it was

not o.k. (i.e. no convergencel.RASHSs useful to avoid that the next
program in a chain is executed.

STATUS,2,MULTI,CI,STOP;  will check the status of the most previoMdJLTI and Cl

steps which had allocated fikeand stop if something was wrong.

STATUS,1,RHF,CLEAR; will clear status flag for ladRHF No action even iRHFdid not

converge.

Note that the status variables are recovered in a restart.

4.11 Global Thresholds GTHRESH

A number of global thresholds can be set using@ieHRESHommand outside the individual
programs (the first lette@ is optional, but should be used to avoid confusion with program
specificTHRESHards). The syntax is

GTHRESHeyl=valuelkey2=value? ..

keycan be one of the following.

ZERO
ONEINT

TWOINT
PREFAC
LOCALI
EORDER
ENERGY
GRADIENT
STEP

ORBITAL

CIVEC

COEFF

PRINTCI
PUNCHCI

Numerical zero (default 1.d-12)

Threshold for one-electron integrals (default 1.d-12, but not used at
present)

Threshold for the neglect of two-electron integrals (default 1.d-12)
Threshold for test of prefactor IRWOINT(default 1.d-14)

Threshold for orbital localization (default 1.d-8)

Threshold for reordering of orbital after localization (default 1.d-4)
Convergence threshold for energy (default 1.d-6)

Convergence threshold for orbital gradienMICSCHKdefault 1.d-2)

Convergence threshold for step length in MCSCF orbital optimization
(default 1.d-3)

Convergence threshold for orbital optimization in the SCF program
(default 1.d-5).

Convergence threshold for Cl coefficientsMCSCFand reference
vector inCl (default 1.-d.5)

Convergence threshold for coefficientsGh andCCSD
(default 1.d-4)

Threshold for printing CI coefficients (default 0.05)
Threshold for punching ClI coefficients (default 99 - no punch)
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4.12 Global Print Options (GPRINT/NOGPRINT)

Global print options can be set using tB&®RINT command outside the individual programs
(the first letteiGis optional, but should be used to avoid confusion with program sp&s#ibl T

cards). The syntax is

GPRINTkeyI=valuel,keyZ=valuel,. ..

NOGPRINTkeylkey2. ..

Normally, value can be omitted, but values O may be used for debugging purposes, giving
more information in some cases. The default is no print for all options, excepiE&rANCE
ANGLES(default=0), andVARIABLE. NOGPRINTkeyis equivalent toPRINT key=-1 . key
can be one of the following:

BASIS
DISTANCE
ANGLES

ORBITAL
CIVECTOR
PAIRS

CS

CpP

REF
PSPACE
MICRO
CPU

10
VARIABLE

Print basis information
Print bond distances (default)

Print bond angle information (default). i O, dihedral angles are
also printed.

Print orbitals inSCFandMCSCF

PrintCl vector inMCSCF

Print pair list inCI, CCSD

Print information for singles i€l, CCSD
Print information for pairs irCl, CCSD

Print reference CSFs and their coefficient€in
Print p-space configurations

Print microiterations ilMCSCFRandCl

Print detailed CPU information

Print detailed I/O information

Print variables each time they are set or changed (default).

4.13 One-electron operators and expectation valueSEXPEE

The operators for which expectation values are requested, are specified by keywords on the
global GEXPEGirective. The first letteG is optional, but should be used to avoid confusion
with program specifiEXPECcards, which have the same form@EXPECFor all operators
specified on th&sEXPEQard, expectation values are computed in all subsequent programs (if

applicable).

For a number of operators it is possible to gemericoperator names, e.dMfor dipole mo-
ments, which means that all three compon&XDMY andDMZare computed. Alternatively,
individual components may be requested.

The general format is as follows:

[GIEXPEC ,opnamg][icen[x,y,4],...

where

opname

operator name (string), either generic or component.
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icen Z-matrix row number or z-matrix symbol used to determine the origin
(x,y,z must not be specified).
If icen= 0 or blank, the origin must be specifiedxy,z

SeveralGEXPECcards may follow each other, or several operators may be specified on one
card.

Examples:

GEXPEC,QMomputes quadrupole moments with origin at (0,0,0),
GEXPEC,QMXomputes quadrupole moments with origin at centre 1.
GEXPEC,QM,Olcomputes quadrupole moments with origin at atofi
GEXPEC,QM,1,2,3 computes quadrupole moments with origin at (1,2,3).
The following table summarizes all available operators:

Expectation values are only nonzero for symmetric operators (parity=1). Other operators can be
used to compute transition quantities (spin-orbit operators need a special treatment). By default,
the dipole moments are computed.

4.13.1 Example for computing expectation values

The following job computes dipole and quadrupole moments f@.H

*** h20 properties

geometry={o;h1,0,r;h2,0,r,h1theta} IZ-matrix geometry input

r=1 ang lbond length

theta=104 lbond angle

gexpec,dm,sm,gm Ilcompute dipole and quarupole moments

methods=[hf,multi,ci]

do i=1,#methods

$methods(i)

e(i)=energy

dip(i)=dmz

quadxx(i)=gmxx

quadyy(i)=gmyy

quadzz(i)=gmzz

smxx(i)=xx

smyy(i)=yy

smzz(i)=zz

enddo
table,methods,dip,smxx,smyy,smzz
table,methods,e,quadxx,quadyy,quadzz

ldo hf, casscf, mrci
lloop over methods
Irun energy calculation

Isave dipole moment in variable dip
Isave quadrupole momemts

Isave second momemts

lprint table of first and second moments
Iprint table of quadrupole moments

This Job produces the following tables

METHODS DIP SMXX SMYY SMzz

HF 0.82747571 -5.30079792 -3.01408114  -4.20611391

MULTI 0.76285513 -5.29145148 -3.11711397 -4.25941000

Cl 0.76868508  -5.32191822  -3.15540500  -4.28542917

METHODS E QUADXX QUADYY QUADZzZ
HF -76.02145798 -1.69070039 1.73937477 -0.04867438

MULTI -76.07843443 -1.60318949 1.65831677 -0.05512728

Cl -76.23369821

-1.60150114

1.64826869  -0.04676756

examples/
h20_gexpec2.com
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4.13.2 Example for computing relativistic corrections

***,arz

geometry={arl;ar2,arl,r} Igeometry definition

r=2.5 ang Ibond distance

hf; Inon-relativisitic scf calculation

expec,rel,darwin,massv Icompute relativistic correction using Cowan-Griffin operator

e_nrel=energy Isave non-relativistic energy in variable enrel

show,massv,darwin,erel Ishow individual contribution and their sum

dkroll=1 luse douglas-kroll one-electron integrals examples/
) L2 . ar2_rel.com

hf; Irelativistic scf calculation -

e_dk=energy Isave relativistic scf energy in variable e_dk.

show,massv,darwin,erel Ishow mass-velocity and darwin contributions and their sum

show,e_dk-e_nrel Ishow relativistic correction using Douglas-Kroll

This jobs shows at the end the following variables:

MASSV / AU = -14.84964285
DARWIN / AU = 11.25455679
EREL / AU = -3.59508606
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Table 5: One-electron operators and their components

Generic Parity Components Description
name
ov 1 Overlap
EKIN 1 Kinetic energy
POT 1 potential energy
DELT 1 delta function
DEL4 1 o
DARW 1 one-electron Darwin term,
i.e., DELTwith appropriate factors
summed over atoms.
MASSV 1 mass-velocity term,
i.e., DEL4 with appropriate factor.
REL 1 total Cowan-Giriffin Relativistic correction,
i.e., DARWMASSY
DM 1 DMXDMYDMZ dipole moments
SM 1 XX YY, ZZ, XY, XZ,YZ second moments
™ 1 XXX XXY, XXZ, XYY, XYZ,
XZZ,YYY,YYZ YZZ,2727 third moments
MLTPh 1 all unique cartesian products of ordaer multipole moments
oM 1 QMXXQMYYQMZZQMXYQMXZQMYZ quadrupole moments arff
OMRRXX + YY + 7Z
QMXX%(3 XX- RR/2,
QMX¥3 XY/ 2 etc.
EF 1 EFX EFY, EFZ electric field
FG 1 FGXXFGYY FGZZ FGXY, FGXZ FGYZ electric field gradients
DMS 1 DMSXXDMSYXDMSZX
DMSXYDMSYYDMSZY
DMSXZDMSYZDMSZZ diamagnetic shielding tensor
LOP -1 LX,LY,LZ Angular momentum operatots, Ly, L,
LOP2 1 LXLX, LYLY, LZLZ , one electron parts of products of
LXLY, LXLZ, LYLZ angular momentum operators.
The symmetric combinations $(LiLy + LyLy) etc. are computed
VELO -1 D/DX, D/DY, D/DZ velocity
LS -1 LSX, LSY, LSZ spin-orbit operators
ECPLS -1 ECPLSXECPLSY ECPLSZ ECP spin-orbit operators
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5 FILE HANDLING

5.1 FILE

TheFILE directive is used to open permanent files, which can be used for later restarts. The
syntax in MoOLPRO4 and later versions is

FILE file,name[status

file is the logical MoLPROfile number (1-9) nameis the file name (will be converted to lower
case).statuscan be one of the following:

UNKNOWN A permanent file is opened. If it exists, it is automatically restarted.
This is the default.

OLD Same effect aNKNOWMNIo error occurs if the file does not exist.

NEW A permanent file is opened. If it already exists, it is erased and not
restarted.

ERASE Same effect aBlIEW

SCRATCH A temporary file is opened. If it already exists, it is erased and not
restarted. After the job has finished, the file is no longer existent.

DELETE Same effect aSCRATCH

Note thatRESTARTIs now the default for all permanent files. All temporary files are usually
allocated automatically where needed. 1/O buffers are allocated at the top of the dynamic mem-
ory, and the available memory decreases by the size of the buffersMEMOR¥ard must
therefore be presented before the fifhtE card!

Examples:

FILE,1,H20O.INT allocates permanent file 1 with nard@O.INT . Previous information
on the file is recovered.

FILE,2,H20.WFU,NEW allocates permanent file 2 with nard2O0.WFU All previous infor-
mation on the file is erased.

Note that filenames are converted to lower case on unix machines.

5.2 DELETE

DELETEfilel, file2, ...

Deletes the specified filedile refers to the logical MLPRO file numbers as specified on the
FILE card.

5.3 ERASE

ERASKfilel, file2, ...

Erases the specified filedile refers to the logical MLPRO file numbers as specified on the
FILE card.



5 FILE HANDLING 41

5.4 DATA

TheDATAcommand can be used to modify theoMPRObinary files.

UNIT Alias for NPL (should never be used)

RENAMEecl,rec2 used to renameeclto rec2 reclandrec2must be given in the form
name.ifil whereifil is the number of a MLPRObinary file (alias for
NAMEE

TRUNCATERen used to truncate files afteen-1records (alias foNEN.

TRUNCATErec used to truncate before recorec. rec must be given in the form
name.ifil whereifil is the number of a MLPRODbinary file.

COUNT Alias for NRE(presently not used)

COPYreclrec2 Copies recordeclto rec2 reclandrec2must be given in the form

namZl.ifil], nam2.ifil2 If nam2=0Q nam2=nam1If nam1=Q all records
are copied from fildfill to file ifil2.

5.5 Assigning punch filesPUNCH

PUNCHilename[REWIND]

Opens punch file namddename If this file already exists, it is appended, unlessRENIND

or NEWbption is specified; in that case, any previous information on the punch file is overwrit-
ten. SeeFILE for machine dependent interpretation of filename. The punch file contains all
important results (geometries, energies, dipole, transition moments etc). It can be read by a
separate prograREADPUN which can produce tables in user supplied format.

Example:
PUNCH,H20.PUNallocates punch fil&l20.PUN

Note that the file name is converted to lower case on unix machines.

5.6 MOLPROsystem parameters GPARAM

The GPARAMard allows to change MOLPRO system parameters. This should only be used
by experts!
GPARAMption=value. ..

The following options can be given in any order.

NOBUFF if present, disable system buffering

LSEG disk sector length

INTREL number of integer words per real word (should never be modified!)
IBANK number of memory banks. Default is 2, which should always be o.k.
IVECT O=scalar, 1=vector machine

MINVEC minimum vector length for call to mxmb

LTRACK page size in buffer routines (must be multipldsdg
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LENBUF length of integral buffer (file 1)

NTR length of integral records (must be multiple cltfack)

LTR disk sector length assumed in CI (default 1 is reasonable)

NCACHE machine cache size in bytes

IASYN if nonzero, use asynchronous 1/0O on CONVEX

MXMBLK column/row block size for mxma

MXMBLN link block size for mxma

NCPUS maximum number of cpus to be used in multitasking

MINBR1 min number of floating point ops per processor

MXDMP highest file number to be treated as dump file with full functionality<(1
MXDMR .3).

The MXDMPption is for experts only! This prevents basis and geometry information from
being written to dump files with higher file number than the givatug and can sometimes be
useful for counterpoise corrected geometry optimizations. Note that some functionality is lost
by giving this option, and errors will result unless all input is correct!

6 VARIABLES

Data may be stored iariables A variable can be of typstring, real or logical, depending on

the type of the expression in its definition. Any sequence of characters which is not recognized
as expression or variable is treated as string. In this section, we will discuseatdydlogical
variables.Stringvariables will be discussed in more detail in secfior) 6.2. Variables can be used
anywhere in the input, but they can be set only outside the input blocks for specific programs.
For example, if a variable is used within the input block i, it must have been set before the
HF{...} input block.

MoLPRO automatically stores various results and data in system variables (see gectipn 6.7.1),
which can be used for further processing. A new feature ol WRa2002 is that most system
variables are write protected and cannot be overwritten by the user. The input is automatically
checked before the job starts, and should a system variable be set in the input the job will stop
immediately with an error message. Only in some exceptions (see decfion 6.3), system variables
can be modified using thEET command (but not with the simpMAMEvaluesyntax). Note

that due to the changed usage and syntax oSt&€& command, compatibility with MLPRO92

input syntax is no longer maintained.

6.1 Setting variables

A variable can be defined using
variable= expression,] [unif], ...

unitis an optional string, which can be used to associate a unit to a variable. A variable definition
is recognized by the equals sign in timst field of the input card. For instance,

R=1 ANG, THETA=100 DEGREE
defines the variabldR andTHETA but
THRESH,ENERGY=1.d-8,GRADIENT=1.d-5



6 VARIABLES 43

doesnot define variables; heieENERGYndGRADIENTare keywords to be recognized by the
program.

6.2 String variables

String variables can be set as other variables in the form
variable= string

If string contains blanks or other special characters (like—, /), it must be given in quotes.
Instead ofstring, also another string variable can be used, e.g.,

METHOD=PROGRAM

wherePROGRANNS a string variable set by the program (see secsipgecial variables The
same name must not be used fa@tang variable and aeal or logical variable.

As a general rule, string variables are replaced by their value only if they are preceded by a
dollar ($) (exceptions: in variable definitions, 8#HOVW¢ards, and in logical expressions ibh

cards, the dollar is optional). This is a precaution to avoid commands which have the same name
as a variable being interpreted as variables. Variables may also appeaKadmor TITLE cards

or in strings, but must be preceded by $ in these cases. Example:

METHOD=MCSCF

R=1.5

TEXT,$method results for R=$R Bohr
prints

MCSCF results for R=1.5 Bohr

String variables can be concatenated with strings or other string variables in the following way.
Assume that variablEROGRAMas the valudMRCI Setting

METHOD="$PROGRAM+Q’

setsMETHORo MRCI+Q Alternatively, if we would also have a variablERSIONwith value
Q we could write

METHOD="$PROGRAM+$VERSION’

Again, the value oMETHODRvould be MRCI+Q Note that the quotes are necessary in these
cases.

6.3 System variables

As mentioned above, most system variables cannot be written by the user. In some exceptions,
it is possible to redefine them using t8ET command:

SET,variable= expressior,] [ unif]

This holds for the following variables:

CHARGE Total charge of the molecule
NELEC Number of electrons
SPIN Spin quantum number, given asM_S (integer)
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SCFSPIN
MCSPIN

CISPIN

STATE
MCSTATE
CISTATE
SYMMETRY
SCFSYM[METRY]
MCSYM[METRY]
CISYM[METRY]
ZSYMEL
LQUANT
OPTCONV
PROGRAM
CPUSTEP
SYSSTEP
WALLSTEP
FOCKDONE
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Same a$SPIN, but only for HF

Same a$SPIN, but only for MCSCF

Same a$SPIN, but only for MRCI

State to be optimized

Same aSTATEbut only for MCSCF

Same aSTATEDbut only for MRCI

State symmetry

Same aSYMMETRut only for HF

Same aSYMMETRut only for MCSCF

Same aSYMMETRIgut only for MRCI
Symmetry elements

Lambda quantum number for linear molecules
Geometry optimization convergence criterion
Last program name

CPU-time of last program step

System-time of last program step
Elapsed-time of last program step

Indicates if closed-shell fock operator is available.

6.4 Macro definitions using string variables

String variables for which the stored string has the form of an algebraic expression are evaluated
to a number if they are preceded by two dollars ($$). Example:

string="a+b’
a=3
b=4

text,This is string $string which evaluates to $$string

prints

** This is string a+b which evaluates to 7

This can be used to define simple macros, which can be used at various places in the subsequent

input. For instance,

ECORR="ENERGY-ESCF’

HF
ESCF=ENERGY
MULTI
DEMC=$$ECORR
MRCI
DECI=$$ECORR

ldefine a macro
ldo SCF calculation

Istore SCF energy in variable ESCF

ldo CASSCF

Istore CASSCF correlation energy in variable DEMC

ldo MRCI
Istore MRCI correlation energy in variable DECI

Here is an example of advanced use of macros and string variables:
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*** test for parser

text,This fancy input demonstrates how string variables and macros can be used

text
basis=vdz Idefine basis set
geometry={O;H,O,r} Idefine geometry (z-matrix)

text,methods
method=[rhf,2[casscf,2[mrci]]]

text,active spaces
spaces=[[3,1,1]',3['[4,2,2]'1,3['[5,2,2]T]
text,symmetries
symset=['1",2[[1,2,3]','1",’27]

text,weight factors for state averaged casscf
weights=['1","[1,1,1],2[" '],'[1,0.5,0.5]",.2[" ']
text,scf occupation

scfocc=[3,2[1]]

text,bond distance

r=1.85

hf

do i=1,#method lloop over methods
occ=$$spaces(i) Iset active space for this run
set,symmetry=$$symset(i) Iset symmetries for this run
weight=$$weights(i) Iset weights for this run
$method(i) Inow run method
e(i)="$energy’ Isave energies in strings
dipol(i)="$dmz’ Isave dipole moments in strings
enddo

table,method,spaces,symset,weights,e,dipol
title,Results for OH, r=%r, basis=$basis

head,method,spaces,symmetries,weights,energies,'dipole moments’

exit

6.5 Indexed Variables (Vectors)

45

examples/
oh_macros.com

Variables may be indexed, but only one-dimensional arrays (vectors) are supported. The index

may itself be a variable. For instance

METHOD(I)=PROGRAM
E()=ENERGY

are valid variable definitions, providdd PROGRAMNJENERG Yare also defined variables.

Indices may be nested to any depth.

Different elements of an array can be of different type (eitieat or logical). However, only
oneunit can be assigned to an array. String variables have no associated value and cannot be
mixed with the other variable types. Therefore, a given variable name can only be used either

for astring variable or aeal (logical) variable.

Vectors (arrays) can be conveniently defined using square brackets:

R=[1.0,1.2,1.3] ANG

This defines an array with three elements, which can be accessed using indices; for instance,
R(2) hasthevalué.2 ANG. A repeat specifier can be given in front of the left brack¢d]

is equivalent t¢0,0,0,0,0] . Brackets can even be nested: for insta@¢&,2,2[2.1,3.1]]

is equivalent td1,2,2.1,3.1,2.1,3.1,1,2,2.1,3.1,2.1,3.1]

Arrays can be appended from a given position just by entering additional elements; for instance,

R(4)=[1.4,1.5] ANG
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or
R(4:)=[1.4,1.5] ANG

extends the above array to length 5. Previously defined values can be overwritten. For instance
R(2)=[1.25,1.35,1.45]

modifies the above vector to (1.0, 1.25, 1.35, 1.45, 1.5).

If no index is given on the left hand side of the equal sign, an existing variable of the same name
is replaced by the new values, and all old values are lost. For instance

THETA=[100,110,120,130] set four values
THETA(1)=104 replaceTHETA(1) by a new valueTHETA(2:4) are unchanged

THETA=[140,150] old variableTHETAIs replacedTHETA(3:4) are deleted

Square brackets can also be used to define an array of strings, e.g.,
METHOD=[INT,HF,CASSCF,MRCI]

These could be used as follows:

DO I=1,4

$METHOD(I)
ENDDO

The above input would be equivalent to

INT
HF
CASSCF
MRCI

The current length of an array can be accessed by precgdoe variable name. For instance,

in the above exampletR and#METHOIave the values 5 and 4, respectively. If a variable is

not defined, zero is returned but no error occurs. This can be used to test for the existence of a
variable, for example:

IF(#SPIN.EQ.0.AND.#NELEC.EQ.1) SET,SPIN=MOD(NELEC,?2)

This defines variabl8PIN if itis unknown and ifNELECis a scalar (one dimensional) variable.

6.6 \Vector operations

The following simple vector operations are possible:

e Copying or appending a vector to another vector. For inst&wie copies a vectoR

to a vectorS. S(3)=R copiesRto S(3), S(4), ... . S(#S+1)=R appends vector
R to vectorS. It is also possible to access a range of subsequent elements in a vector:
S=R(2:4) copies elements 2 to 4 ¢t to S(1), S(2), S(3) . Note thatR(2:)

denotes elemenR(2) to R(#R) , butR(2) denotes a single element Rf
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e \ector-scalar operation®=R*2 multiplies each element &tby 2. Instead of the number
2, also scalar (one dimensional) variables or expressions can be use®R=4RgJANG
converts all elements &from Angstrem to bohr, aZz=R*COS(THETA) creates a vector
Z with elementZ(i) = R(())*COS(THETA) . All other algebraic operators can be
used instead of “*".

e Vector-vector operations: A andB are vectors of the same length, thiienx Bis also a
vector of this length. Here stands for any algebraic operator, and the operation is done
for each pair of corresponding elements. For instaAce; B adds the vectord andB,
andA * B multiplies their elements. Note that the latter case is not a scalar product. If
an attempt is made to connect two vectors of different lengths by an algebraic operator,
an error occurs.

e Intrinsic functions: Assum@&@HETA=[100,110,120,-130] to be a vector of angles
(in degrees). In this cas¢=2*COS(THETA) is also a vector containing the cosines of
each element aFHETAmultiplied by two, i.e. X(i) = 2*COS(THETAC(i)) . MAX(THETA)
orMIN(THETA) return the maximum and minimum values, respectively, in aftdigTA
Vector operations can also be nested, MAX(ABS(THETA)) returns the maximum
value in arrayABS(THETA).

At present, vector operations are not supported stitimg  variables.

6.7 Special variables
6.7.1 Variables set by the program

A number of variables are predefined by the program. The following variables can be used to
convert between atomic units and other units:

EV=1.d0/27.2113961d0 HARTREE
KELVIN=1.d0/3.157733d5 HARTREE
KJOULE=1.d0/2625.500d0 HARTREE
KCAL=1.d0/627.5096d0 HARTREE
CM=1.d0/219474.63067d0 HARTREE
CM-1=1.d0/219474.63067d0 HARTREE
HZ=1.d0/6.5796838999d15 HARTREE
HERTZ=1.d0/6.5796838999d15 HARTREE
ANG=1.d0/0.529177249d0 BOHR
ANGSTROM=1.d0/0.529177249d0 BOHR

TOEV=27.2113961d0 EV
TOK=3.157733d5 K
TOKELVIN=3.157733d5 K
TOCM=219474.63067d0 CM-1
TOHERTZ=6.5796838999d15 HZ
TOHZ=6.5796838999d15 HZ
TOKJ=2625.500d0 KJ/MOL
TOKJOULE=2625.500d0 KJ/MOL
TOKCAL=627.5096d0 KCAL/MOL
TOA=0.529177249d0 ANGSTROM
TOANG=0.529177249d0 ANGSTROM
TODEBYE=2.54158d0 DEBYE

Further variables which are set during execution of the program:
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INTYP

INTDONE

CARTESIAN
SCFDONE

NUMVAR
STATUS
CHARGE
NELEC

SPIN

ORBITAL
LASTORB
LASTSYM
LASTSPIN
LASTNELEC
ENERGR(istate)
ENERGY (istate)

ENERGD(istate)

ENERGP(istate)

ENERGT(1)

ENERGT(2)

ENERGT(3)

EMP2

EMP3

EMP4

METHODC

METHODT(1)

METHODT(2)

METHODT(3)
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defines integral program to be used. EithéTS (Seward) odNTP
(Argos).

has the valuetrue.
etry.

if the integrals are done for the current geom-

Set to one if cartesian basis functions are used.

has the valuetrue. if an SCF calculation has been done for the

current geometry.

number of variables presently defined

status of last step (1=no error, -1=error or no convergence)
Total charge of the molecule

number of electrons in last wavefunction

spin multiplicity minus one of last wavefunction

record of last optimized orbitals (set but never used in the program)
Type of last optimized orbital RHF, UHF, UHFNAT or MCSCF
Symmetry of wavefunction for last optimized orbitals.

2x Ms for wavefunctions for last optimized orbitals.

Number of electrons in wavefunction for last optimized orbitals.
Reference energy for statgatein MRCI and CCSD.

last computed total energy for staggatefor the method specified in
the input (e.g.HF, MULTI, CCSD(T), or CCSDIT].

Total energy for statéstateincluding Davidson correction (set only
in Cl).

Total energy for statéstate including Pople correction (set only in
Cl).

Total energy including perturbative tripl€E) correction (set only in
CCSD(T), QCI(T) ).

Total energy including perturbative triplEg] correction (set only in
CCSD(T), QCI(T) ).

Total energy including perturbative triplels correction (set only in
CCSD(T), QCI(T) ).

holds MP2 energy in MPn, CCSD, BCCD, or QCISD calculations,
and RS2 energy in MRPT2 (CASPT2) calculations.

holds MP3 energy in MP3 and MP4 calculations, and RS3 energy in
MRPR3 (CASPT3) calculations.

holds MP4(SDQ) energy in MP4 calculations. The MP4(SDTQ) en-
ergy is stored in variablENERGY

String variable holding name of the methods usedBNERGCe.g.,
CCSD, BCCD, QCl

String variable holding name of the methods usedBNERGT(1),
e.g.,CCSD(T), BCCD(T), QCI(T)
String variable holding name of the methods usedBNERGT(2),
e.g.,CCSDI[T], BCCDIT], QCI[T]

String variable holding name of the methods usedBNERGT(3),
e.g.,CCSD-T, BCCD-T, QCI-T .
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ENERGC

DFTFUN
DFTFUNS(ifun)
DFTNAME(ifun)
DFTFAC(ifun)

DFTEXFAC
PROP(istate)

PROGRAM

ITERATIONS

CPUSTEP
SYSSTEP
WALLSTEP
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Total energy excluding perturbative triples correction (set onty @i
or CCSDuwith triples correction enabled).

total value of density functional iBFT or KS.
value ofifun 'th component of density functional DFT or KS.
name ofifun 'th component of density functional DFT or KS.

factor multiplyingifun ’th component of density functional iDFT
or KS.

factor multiplying exact exchange KS.

computed property for statstate See below for the nam&ROPof
various properties.

last program called, as specified in the input (ektf;, CCSD(T),
etc.)

Number of iterations used. Set negative if no convergence or max
number of iterations reached.

User-CPU time in seconds for last program called.
System-CPU time in seconds for last program called.
Elapsed time in seconds for last program called.

The variable names for properties are the same as used &X®PECnput cards.

ov

EKIN
POT
DELT
DEL4
DARWIN
MASSV
EREL

DMX, DMY, DMZ

Overlap

Kinetic energy

Potential

Delta function

4

Darwin term of relativistic correction
Mass-veclocity term of relativistic correction
Total relativistic correction

Dipole moments

XX, YY, ZZ, XY, XZ, XY Second moments
XXX, XXY, XXZ, XYY, XYZ, XZZ, YYY, YYZ, YZZ, 777 Third moments
QMXX, QMYY, QMZZ, QMXY, QMXZ, QM>XQuadrupole moments

EFX, EFY, EFZ

Electric field

FGXX, FGYY, FGZZ, FGXY, FGXZ, FGXY Electric field gradients

D/DX, D/IDY, D/DZ

LSX, LSY, LSZ
LL
LX, LY, LZ

Velocity
One-electron spin-orbit
Total angular momentum squarké

Electronic angular momentum

LXLX, LYLY, LZLZ, LXLY, LXLZ, LYLZ Two-electron angular momentum
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By default, only the dipole moments are computed and defined. The values of other properties
are only stored in variables if they are requestedeERPECcards. If more than one state is
computed (e.g., in state-averaged MCSCF, corresponding &R@®(istate)  are returned.

If properties are computed for more than one center, the center number is appended to the name,
e.g.EFX1, EFX2etc.

If transition properties are computed, their values are stored in corresponding variables with
prefix TR, e.g.,TRDMX, TRDMY, TRDMibr transition dipole moments. If more than two
states are computed, the indeXiis- 1) x (i—2)/2+ j, wherei > j > 1 are state numbers. In a
state-averaged calculation, states are counted sequentially for all state symmetries.

For instance, in the following state-averaged MCSCF

MULTI;WF,14,1,0;,STATE,3;WF,14,2,0;STATE,2;WF,3,0

the states are counted as
[ 1 2 3

Symmetry 1
Rootin Sym. 1

4 5 6
11 2 2 3
2 31 2 1
6.7.2 Variables recognized by the program

All variables described below are checked by the program, but not set (eX&gECand
SPIN). If these are not defined by the user, the program uses its internal defaults. The variables
have no effect if the corresponding input cards are present.

Variables recognized by the SCF program:

CHARGE Total charge of the molecule (can be given instead of nelec)
NELEC number of electrons

SPIN spin multiplicity minus one

SCFSYM[METRY] wavefunction symmetry

SYMMETRY as SCFSYMbnly used ifSCFSYMN& not present.
SCFOCIC] number of occupied orbitals in each symmetry $&F
SCFCL[OSED] number of closed-shell orbitals in each symmetryS@+
SCFORB record of saved orbitals IBCF

SCFSTART record of starting orbitals used 8CF

Variables recognized by the MCSCF program:

CHARGE Total charge of the molecule (can be given instead of nelec)

NELEC number of electrons

MCSYM[METRY] wavefunction symmetry. This can be an array for state-averaged cal-
culations.

SYMMETRY asMCSYMMnly used ifMCSYMM not present.

MCSPIN spin multiplicity minus one. This can be an array for state-averaged

calculations, but different spin multiplicities can only be used in de-
terminant CASSCEF. If only one value is specified, this is used for all
states
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SPIN
MCSTATE
STATE
WEIGHT
LQUANT

MCSELECT

SELECT
MCRESTRICT
RESTRICT
CONFIG
MCOCIC]
ocC
MCCL[OSED]
CLOSED
MCCOIRE]
CORE
MCSTART
COREORB
MCORB
MCSAVE
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asMCSPIN only used ifMCSPINIs not present.

number of states for each symmetryMICSCF
asMCSTATEonly used ifMCSTATHs not present.

weight factors for all states defined BY MMETR¥NdSTATE

Eigenvalues ok 2 for linear molecules for each state defined3M-
METRYandSTATE

records from which configurations can be selected and selection thre-

shold

asMCSELEC Tonly used ifMCSELECTS not present.

can be used to define occupancy restrictions
asMCRESTRCDnly used ifMCRESTRICTs not present:

if set to .true. or to one triggers use of CSFs

number of occupied orbitals in each symmetry
asMCOCOnly used ifMCOCG not present.

number of optimized closed-shell orbitals in each symmetry
asMCCLOSEnly used ifMCCLOSEB not present.
number of frozen core orbitals in each symmetry
asMCCORBonly used ifMCCORIES not present.

record of starting orbitals

record of frozen core orbitals

record for saving optimized orbitals

records for saving Cl wavefunction (likRAVEcard in MCSCF)

Variables recognized by the CI/CCSD program:

CHARGE
NELEC

SPIN
CISYM[METRY]

SYMMETRY
CISTATE
STATE
CISELECT
SELECT
CIRESTRICT
RESTRICT
CIOC[C]
occ
CICL[OSED]
CLOSED

Total charge of the molecule (can be given instead of nelec)
number of electrons
spin multiplicity minus one

wavefunction symmetry. If this is an array, only SYMMETRY(1) is
used.

asCISYMM only used ifCISYMMs not present.
number of states in ClI
asCISTATE, only used ifCISTATE is not present.
records from which configurations can be selected
asCISELECT; only used ifCISELCT is not present.
defines occupancy restrictions
asRESTRICT; only used ifCIRESTRICT is not present.
number of occupied orbitals in each symmetry

as CIOCConly used ifCIOCCis not present.
number of closed-shell orbitals in each symmetry

as CICLOSEDonly used ifCICLOSED:Is not present.
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CICO[RE] number of core orbitals in each symmetry

CORE as CICOREonly used ifCICOREis not present.

CIORB record of orbitals used in ClI

CISAVE records for saving Cl wavefunction (liKk@AVEcard in CI)

CISTART records for restarting with previous Cl wavefunction (lis§ART
card in CI)

Variables recognized by the DFT/KS program:

DF(iffun) or DFTNAME(ifun) name ofifun 'th component of density functional.
DFTFAC(ifun) factor multiplyingifun ’th component of density functional.
DFTEXFAC factor multiplying exact exchange KS.

Example for the use of these variables for a state-averaged MCSCF (note that system variables
can only be modified using the SET command, see sectigpn 6.3):

SET,NELEC=9 defines number of electrons

SET,SPIN=1 defines wavefunction to be a doublet

SET,SYMMETRY=[1,2,3] defines wavefunction symmetries for state averaged calculation
SET,STATE=[2,1,1] defines number of states to be averaged in each symmetry
WEIGHT=[2,2,1,1] defines weights for the above four states

0CC=[5,2,2] number of occupied orbitals in each symmetry
CLOSED=2 number of closed-shell orbitals in symmetry 1
MCORB=3100.2 record for optimized orbitals

MULTI do mcscf with above parameters

6.8 Displaying variables

Variables or the results of expressions can be displayed in the outputSiDgandTABLE

6.8.1 TheSHOWommand

The general form of thEHOWommand is as follows:
SHOWIcol, formaf, expression

whereexpressiortan be an expression or variabheplis the number of values printed per line
(default 6), andormatis a format (default 6F15.8). This can be used to print vectors in matrix
form. The specification aficolandformatis optional. Assume thd is a vector:

SHOW,E printsE using defaults.

SHOWIn],E printsE with n elements per line; (ih>6, more than one line is needed, but
in any case a new line is started afteelements).

SHOWI[n,10f10.4],E printsE in the format given, with newline forced aftarelements.
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Note that the total length of the format should not exceed 100 characters (a left margin of 30
characters is always needed).

A wild card format can be used to show several variables more easily:
SHOW,gm*,dm*

shows all variables whose names begin v@itlandDM Note that no letters must appear after
the*, i.e., the wild card format is less general thatiNIX commands.

See theTABLE command for another possibility to tabulate results.

6.9 Clearing variables

Variables can be deleted using

CLEARnamel, namez2, ...

Wild cards can be used as$HOWe.g.,

CLEAR,ENERG*

clears all variables whose names begin vidthERGAII variables can be cleared using
CLEARALL

The length of vectors can be truncated simply by redefining the length speti®ie2 truncates
the arrayRto length 2. Higher elements are no longer available (but could be redefined). Setting
#R=0 is equivalent to the commar€LEAR,R.

7 TABLES AND PLOTTING

7.1 Tables

Variables can be printed in Table form using the command
TABLEvarlyvar2,...

The values of each variable are printed in one column, so all variables used must be defined
for the same range, and corresponding elements should belong together. For example, if in a
calculation one has stord®{(i), THETA(i), ECI(i) for each geometry, one can print

these data simply using

TABLE, R, THETA, ECI

By default, the number of rows equals the number of elements of the first variable. This can be
changed, however, using tRANGEBubcommand.

The first ten columns of a table may contain string variables. For instance,

hf;etot(1)=energy;method(1)=program;cpu(l)=cpustep
ccsd;etot(2)=energy;method(2)=program;cpu(2)=cpustep
qci;etot(3)=energy;method(3)=program;cpu(3)=cpustep
table,method,etot,cpu

prints a table with th&&CF, CCSD andQCI results in the first, second, and third row, respec-
tively. For other use of string variables and tables see, e.g. the exahduetab.com and
oh_macros.com
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The apparence of the table may be modified using the following commands, which may be given
(in any order) directly after the theABLE card:

HEADING,headl, head2,... Specify a heading for each column. By default, the names of

FORMATformat

FTYPRtypl, typ2, typs, ...

DIGITS ,dig1, dig2, dig3, ...

SAVEfile,status

TITLE, title

SORT,col1,col2,...
PRINT, keyl,key2,...
NOPRINT, key1,key2,. ..
NOPUNCH

RANGESstart,end
STATISTICS

7.2 Plotting

the variables are used as headings.

Specify a format for each row in fortran styldormat must

be enclosed by quotes. Normally, the program determines au-
tomatically an appropriate format, which depends on the type
and size of the printed data.

Simplified form to modify the format. This gives the typ#&, (
F, or D) for each column (sensible defaults are normally used).

Give the number of digits after the decimal points to be printed
for each column (sensible defaults are normally used).

Specify a file on which the table will be written. If status is
NEW:!the file is rewound, otherwise it is appended.

Specify one line of a title (severdlITLE cards may follow
each other). Note that titles are only displayed in 8&VE
file, if the SAVEcommand is given before tHHTLE card.

Sort rows according to increasing values of the given columns.
The columns are sorted in the order they are specified.

Specify print optionsTABLE, HEADING, TITLE, WARNING,
FORMAT, SORJ The default is print for the first three, and
noprint for the last three.

Disable print for given keys.

Don't write data to the punch file (data are written by default).
Specify start and end indices of the variables to be printed.

Print also linear regression and quadratic fits of the data columns.

[PLOT, [[CMD3unix_plot_comman¢g FILE= plotfile], NOPLOT

Execute a plotting program using the table as dataDTis a subcommand afABLEand must
follow TABLEor any of its valid subcommands given in the previous sectioix_plot_command
consists of the unix command needed to start the plotting program, followed by any required
options. The whole thing should normally be enclosed in quotation marks to preserve lower-

case letters. The default tlemgrace’

. At present, only thexmgrace, grace, gracebaand

xmgr programs with all numerical data are supported, although ugmgfis deprecated, and
may not be possible in future versions.

By default the input file for the plotting program is savediolpro_plot.dat

. The name

of the plotfile can be modified using t#8LE (or PLOTFILE) directive. FILE implies that
the plot is not shown on the screen but all plot data are saved in the given file. The plot on the
screen can also be suppressed withNKEPLOToption.
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8 INTEGRAL-DIRECT CALCULATIONS ( GDIRECT)

References:

Direct methods, general: M. Schitz, R. Lindh, and H.-J. Werner, Mol. Phys. 96, 719 (1999).
Linear scaling LMP2: M. Schiitz, G. Hetzer, and H.-J. Werner J. Chem. Rh$s5691 (1999).

All methods implemented iIMOLPR@part from full Cl (FCI) and perturbative triple excitations

(T) can be performed integral-direct, i.e., the methods are integral driven with the two-electron
integrals in the AO basis being recomputed whenever needed, avoiding the bottleneck of storing
these quantities on disk. For small molecules, this requires significantly more CPU time, but
reduces the disk space requirements when using large basis sets. However, due to efficient
prescreening techniques, the scaling of the computational cost with molecular size is lower in
integral-direct mode than in conventional mode, and therefore integral-direct calculations for
extended molecules may even be less expensive than conventional ones. The break-even point
depends strongly on the size of the molecule, the hardware, and the basis set. Depending on
the available disk space, calculations with more than 150—-200 basis functions in one symmetry
should normally be done in integral-direct mode.

Integral-direct calculations are requested bylRECT or GDIRECTdirectives. If one of these
cards is given outside the input of specific programs it acts globally, i.e. all subsequent calcu-
lations are performed in integral-direct mode. On the other hand, IDIRECT card is part

of the input of specific programs (e.glF, CCSD), it affects only this program. ThRé DIRECT
directive is not recognized by individual programs and always acts globally. Normally, all cal-
culations in one job will be done integral-direct, and theDIRECT or GDIRECT card is
required before the first energy calculation. However, furlbi&ECT or GDIRECTdirectives

can be given in order to modify specific options or thresholds for particular programs.

The integral-direct implementation MOLPRGOnvolves three different procedures: (i) Fock
matrix evaluation DFOCK (ii) integral transformation@TRAR, and (iii) external exchange
operators DKEXT). Specific options and thresholds exist for all three programs, but it is also
possible to specify the most important thresholds by general parameters, which are used as
defaults for all programs.

Normally, appropriate default values are automatically used by the program, and in most cases
no parameters need to be specified onHRECT directive. However, in order to guaran-

tee sufficient accuracy, the default thresholds are quite strict, and in calculations for extended
systems larger values might be useful to reduce the CPU time.

The format of theDIRECT directive is
DIRECT, keyl= valuel key2= value2..

The following table summarizes the possible keys and their meaning. The default values are
given in the subsequent table. In various cases there is a hierarchy of default values. For in-
stance, iTHREST_D2EXTs not given, one of the following is usedfHR_D2EXTTHREST_DTRAF
THR_DTRAFTHREST defaul]. The list in brackets is checked from left to right, and the first
one found in the input is usedefaultis a default value which depends on the energy threshold
and the basis set (the threshold is reduced if the overlap matrix contains very small eigenvalues).

General Options (apply to all programs):

THREST Integral prescreening threshold. The calculation of an integral
shell block is skipped if the product of the largest estimated in-
tegral value (based on the Cauchy-Schwarz inequality) and the
largest density matrix element contributing to the shell block is
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smaller than this value. IPTRAFandDKEXTeffective density
matrices are constructed from the MO coefficients and ampli-
tudes, respectively.

THRINT Integral prescreening threshold. This applies to the product
of the exact (i.e. computed) integral value and a density ma-
trix. This threshold is only used DTRAFandDKEXT A shell
block of integrals is skipped if the product of the largest in-
tegral and the largest element of the effective density matrix
contributing to the shell block is smaller than this threshold. If
it set negative, no computed integrals will be neglected.

THRPROD Prescreening threshold for products of integrals and MO-coefficients
(DTRAR or amplitudes DKEXT). Shell blocks of MO coeffi-
cients or amplitudes are neglected if the product of the largest
integral in the shell block and the largest coefficient is smaller
than this value. If this is set negative, no product screening is
performed.

THRMAX Initial value of the prescreening threshd@IRESTfor DFOCK
andDKEXTin iterative methods§CF, Cl, CCSD. If nonzero,
it will also be used foDKEXTin MP3and MP4(SDQ) cal-
culations. The threshold will be reduced TBHIRESTonce a
certain accuracy has been reached {$aRRED or latest af-
ter MAXREDXerations. InCl andCCSDcalculations, also the
initial thresholdsSTHRINT_DKEXTandTHRPROD_DKEXare
influenced by this value. For a description, &8RMAX_DKEXT
If THRMAXO, the final thresholds will be used from the begin-
ning in all methods.

SCREEN Enables or disables prescreening.
SCREEM 0: full screening enabled.
SCREEN: 0: THRPRODs unused. No density screening in
direct SCF.
SCREEN: —1: THRINT is unused.
SCREEN —2: THRESTis unused.

MAXRED Maximum number of iterations after which thresholds are re-
duced to their final values i€l and CCSDcalculations. If
MAXREBQO, the final thresholds will be used @ andCCSD
from the beginning (same daHRMAXO0, butMAXREDas no
effect onDSCEF In the latter case a fixed value of 10 is used.

VARRED Thresholds are reduced to their final values if the sum of squared
amplitude changes is smaller than this value.

SWAP Enables or disables label swappingSEWARDTest purpose
only.

Specific options for direct SCF DFOCK

THREST_DSCF Final prescreening threshold in direct SCF. If given, it replaces
the value ofTHREST
THRMAX_DSCF Initial prescreening threshold in direct SCF. This is used for

the first 7-10 iterations. Once a certain accuracy is reached, the
threshold is reduced tBHREST _DSCF

DISKSIZE Max disk size in MB allowed in semi-direct SCF calculations.
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THRDISK Only integrals larger than this threshold are stored on disk in
semi-direct SCF calculations.
MEM_DFOCK Integral buffer size for semi-direct SCF. If this is larger than

DISKSIZE , the calculation is done semi-direct incore (no in-
tegrals are written to disk). IMEM_DFOCI§ negative (de-
fault), a default buffer size is used. MEM_DFOCIs zero, all
available memory is used.

SWAP_DFOCK Enables or disables label swapping in fock matrix calculation
(test purpose only).

General options for direct integral transformation (DTRAR:

PAGE_DTRAF Selects the transformation method.
PAGE_DTRAF=0use minimum memory algorithm, requiring
four integral evaluations.
PAGE_DTRAF=1 use paging algorithm,leading to the mini-
mum CPU time (one integral evaluation for DMP2/LMP2 and
two otherwise).

SCREEN_DTRAF If given, replaces value (fCREEN for DTRAFE

MAXSHLQ1 DTRAF Maximum size of merged shells in the first quarter transforma-
tion step (0: not used).

MINSHLQ1_ DTRAF Shells are only merged if their size is smaller than this value (0:
not used).

MAXSHLQ2_ DTRAF Maximum size of merged shells in the second quarter transfor-
mation step (0: not used).

MINSHLQ2_ DTRAF Shells are only merged if their size is smaller than this value (0O:
not used).

MAXCEN_DTRAF Maximum number of centres in merged shells (0: no limit).

PRINT_DTRAF Print parameter foDTRAFE

General thresholds for all direct integral transformations:

THR_DTRAF General threshold fdDTRAF If given, this is taken as default
value for all thresholds described below.
THREST_DTRAF AO prescreening threshold f@TRAF
Defaults: THR_DTRAFTHREST defauli.
THRINT_DTRAF Integral threshold foDTRAFE
Defaults: THR_DTRAFTHRINT, defaul{.
THRPROD_DTRAF Product threshold foDTRAF

Defaults: THR_DTRAFTHRPRODefaul{.

Thresholds specific to direct integral transformations:

THR_D2EXT General threshold for generation of 2-external integrals. If given,
this is used as a default for &a2EXTthresholds described be-
low.

THREST_D2EXT Prescreening threshold for generation of 2-external integrals.

Defaults: THR_D2EXTTHREST_DTRAFHR_DTRAFTHREST
defauli.
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THRINT_D2EXT

THRPROD_D2EXT

THR_D3EXT

THREST_D3EXT

THRINT_D3EXT

THRPROD_D3EXT

THR_D4EXT

THREST_D4EXT

THRINT_D4EXT

THRPROD_D4EXT

THR_DCCSD

THREST_DCCSD

THRINT_DCCSD

THRPROD_DCCSD

THRMAX_DCCSD

Integral threshold for generation of 2-external integrals.
Defaults: THR_D2EXTTHRINT_DTRAFETHR_DTRAFTHRINT,
defauli.

Product threshold for generation of 2-external integrals.
Defaults: THR_D2EXTTHRPROD_DTRAFHR_DTRAFTHRPROD
defauli.

General threshold for generation of 3-external integrals. If given,
this is used as a default for @3EXTthresholds described be-
low.

Prescreening threshold for generation of 3-external integrals.
Defaults: THR_D3EXTTHREST _DTRAFTHR_DTRAFTHREST
defauli.

Integral threshold for generation of 3-external integrals.
Defaults: THR_D3EXTTHRINT_DTRAFE THR_DTRAFTHRINT,
defauli.

Product threshold for generation of 3-external integrals.
Defaults: THR_D3EXTTHRPROD_DTRAFHR_DTRAFTHRPROD
defauli.

General threshold for generation of 4-external integrals. If given,
this is used as a default for @MAEXTthresholds described be-
low.

Prescreening threshold for generation of 4-external integrals.
Defaults: THR_D4EXTTHREST_DTRAFTHR_DTRAFTHREST
defauli.

Integral threshold for generation of 4-external integrals.
Defaults: THR_D4EXTTHRINT_DTRAFE THR_DTRAFTHRINT,
defauli.

Product threshold for generation of 4-external integrals.
Defaults: THR_D4EXTTHRPROD_DTRAFHR_DTRAFTHRPROD
defauli.

General threshold for generalized transformation needed in each
CCsSD iteration. If given, this is used as a default TBlREST_DCCSD
THRINT _DCCSDandTHRPROD_ DCCSiescribed below.

Prescreening threshold for DCCSD transformation.
Defaults: THR_DCCSDIHREST_DTRAFTHR_DTRAFTHREST
defauli.

Integral threshold for DCCSD transformation.
Defaults: THR_DCCSD'HRINT_DTRAFE THR_DTRAFTHRINT,
defauli.

Product threshold for DCCSD transformation.
Defaults: THR_DCCSDIHRPROD_DTRAFHR_DTRAFTHRPROD
defauli.

Initial value for THREST_DCCSIh CCSDcalculations. The
threshold will be reduced toHREST_DCCSDBnce a certain
accuracy has been reached (§8&RREID or latest afteMAXRED
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iterations. The initial thresholdBHRINT_DCCSxndTHRPROD_DCCSD
are obtained by multiplying their input (or default) values by
THRMAX_DCCSTHREST_DCCSDwith the restriction that

the initial values cannot be smaller than the final ones.

Specific options for direct MP2 OMP2:

DMP2 Selects the transformation method for dirste2
DMPZ—1: automatic selection, depending on the available
memory.
DMP2Z0: use fully direct method fobMP2(min. two integral
evaluations, possibly multipassing, no disk space).
DMPZ1: use semi-direct method f@MP2(one to four inte-
gral evaluations, depending ®&\GE_DTRAF
DMP2Z2: useDKEXTto compute exchange operatorddiMP2
(one integral evaluation). This is only useful in lo€aVIP2cal-
culations with many distant pairs.

THR_DMP2 General threshold for generation of 2-external integrals in DMP2.
If given, this is used as a default for &@MP2thresholds de-
scribed below.

THREST_DMP2 Prescreening threshold for generation of 2-external integrals.
Defaults: THR_DMPZTHREST_DTRAFTHR_DTRAFTHREST
defauli.

THRINT_DMP2 Integral threshold for generation of 2-external integrals.

Defaults: THR_DMPZTHRINT_DTRAETHR_DTRAFTHRINT,
defauli.

THRPROD_DMP2 Product threshold for generation of 2-external integrals
Defaults: THR_DMPZ2THRPROD_DTRAFHR_DTRAFTHRPROD
defauli.

Specific options for direct local MP2 (MP2):

DTRAF Selects the transformation method for direstP2
DTRAF> 0: generates the 2-external integrals (exchange op-
erators) first in AO basis and transforms these thereafter in a
second step to the projected, local basis. The disk storage re-
guirements hence scale cubically with molecular size.
DTRAF= —1: generates the 2-external integrals (exchange op-
erators) directly in projected basis. The disk storage require-
ments hence scale linearly with molecular size. This (together
with PAGE_DTRAF= 0) is the recommended algorithm for
very large molecules (cf. linear scaling LMP2, chaptgr 23).
DTRAF= —2: alternative algorithm to generate the exchange
operators directly in projected basis. Usually, this algorithm
turns out to be computationally more expensive than the one
selected wittDTRAF= —1. Note, that neitheDTRAF= —1
nor DTRAF= —2 work in the context of LMP2 gradients.

THR_LMP2 General threshold for generation of 2-external integrals in lin-
ear scaling LMP2. If given, this is used as a default for all
LMP2thresholds described below.
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THREST_LMP2 Prescreening threshold for generation of 2-external integrals.
Defaults: THR_LMP2THREST_DTRAFTHR_DTRAFTHREST
defauli.

THRQ1 LMP2 Threshold used in the first quarter transformation.
Defaults: THR_LMP2THRPROD_DTRAFHR_DTRAFTHRPROD
defauli.

THRQ2_LMP2 Threshold used in the second and subsequent quarter transfor-
mations.
Defaults: THR_LMP2THRINT_DTRAE THR_DTRAFTHRINT,
defauli.

THRAO_ATTEN Special threshold for prescreening of attenuated integualsv )
Default: THREST_LMP2

Options for integral-direct computation of external exchange operators DKEXT):

DKEXT Selects driver foDKEXT
DKEXT=-1: use paging algorithm (minimum memory). This
is automatically used if in-core algorithm would need more
than one integral pass.
DKEXEO: use in-core algorithm, no integral triples.
DKEXTEL: use in-core algorithm and integral triples.
DKEXE2: use in-core algorithm and integral triples if at least
two integrals of a triple differ.
DKEXTE3: use in-core algorithm and integral triples if all inte-
grals of a triple differ.

SCREEN_DKEXT if given, replaces value fCREEN for DKEXT

MAXSIZE_DKEXT Largest size of merged shellsDKEXT(0: not used).

MINSIZE_DKEXT Shells are only merged if their size is smaller than this value.
(0: not used).

MAXCEN_DKEXT Maximum number of centres in merged shells (0: no limit).

SCREEN_DKEXT Enables of disables screeningiKEXT

PRINT_DKEXT Print parameter foDKEXT

SWAP_DKEXT Enables of disables label swapping IKEXT (test purpose
only)

MXMBLK_DKEXT Largest matrix block size iDKEXT(only used withDKEXT>
1).

Thresholds for integral-direct computation of external exchange operators@KEXT):

THR_DKEXT General threshold fdDKEXT If given, this is used as a default
for all DKEXTthresholds described below.
THREST_DKEXT Prescreening threshold fRDKEXT
Defaults: THR_DKEXTTHREST defaul{.
THRINT_DKEXT Integral threshold foDKEXT
Defaults: THR_DKEXTTHRINT, defauli.
THRPROD_DKEXT Product threshold fODKEXT

Defaults: THR_DKEXTTHRPRODefaul{.
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THRMAX_DKEXT

tions.

If nonzero.

61

Initial value for THREST_DKEXTn CI, and CCSDcalcula-
it will also be used fdDKEXTin MP3

and MP4(SDQ) calculations. The threshold will be reduced

to THREST_DKEXDnce a certain accuracy has been reached
(seeVARRED or latest afteMAXREDterations. The initial
thresholdsTHRINT_DKEXTand THRPROD_DKEXare ob-

tained by multiplying their input (or default) values BIHRMAX_DKEXTHREST_
with the restriction that the initial values cannot be smaller than

the final ones.

For historical reasons, many options have alias names. The following tables summarize the

default values for all options and thresholds and also gives possible alias names.

Table 6: Default values and alias namesdioect  options.

Parameter Alias Default value
SCREEN 1
MAXRED 7

VARRED 1.d-7
SWAP 1
DISKSIZE 0
THRDISK 1.d-3
MEM_DFOCK BUF_DFOCK-1
SWAP_DFOCK SWAP
DMP2 DTRAF -1
PAGE_DTRAF PAGE 1
SCREEN_DTRAF SCREEN
MAXSHLQ1 DTRAF NSHLQ1 32
MINSHLQ1 DTRAF 0
MAXSHLQ2 DTRAF NSHLQ2 16
MINSHLQ2_ DTRAF 0
MAXCEN_DTRAF 0
PRINT_DTRAF -1
SWAP_DTRAF SWAP
DKEXT DRVKEXT 3
SCREEN_DKEXT SCREEN
MAXSIZE_DKEXT 0
MINSIZE_DKEXT 5
MAXCEN_DKEXT 1
PRINT_DKEXT -1
SWAP_DKEXT SWAP

MXMBLK_DKEXT

depends on hardware (-B parametemaosipro command)
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Table 7: Default thresholds and alias nameddioect  calculations

Parameter Alias Default value

THREST THRAO min(AE-1.d —2,1.d — 9)aP

THRINT THRSO min(AE-1.d —2,1.d —9)2P

THRPROD THRP min(AE -1.d — 3,1.d — 10)2P

THRMAX 1.d-&

THREST_DSCF THRDSCF < 1.d-10 (depending on accuracy and basis set)

THRMAX_DSCF THRDSCF_MAX  THRMAX

THR_DTRAF THRDTRAF

THREST_DTRAF  THRAO_DTRAF [THR_DTRAFTHREST
THRINT_DTRAF  THRAO_DTRAF [THR_DTRAFTHRINT]
THRPROD_DTRAF THRP_DTRAF [THR_DTRAFTHRPROD

THR_D2EXT THR2EXT THR_DTRAF

THREST_D2EXT  THRAO_DZ2EXT [THR_D2EXTTHREST_DTRAF
THRINT_D2EXT  THRSO_D2EXT [THR_D2EXTTHRINT_DTRAR
THRPROD_D2EXT THRP_D2EXT [THR_D2EXTTHRPROD_DTRAF

THR_D3EXT THR3EXT THR_DTRAF
THREST _D3EXT  THRAO_D3EXT [THR_D3EXTTHREST DTRAF
THRINT_D3EXT  THRSO_D3EXT [THR_D3EXTTHRINT DTRAHR
THRPROD_D3EXT THRP_D3EXT [THR_D3EXTTHRPROD_DTRAF

THR_DA4EXT THR4EXT THR_DTRAF

THREST_D4EXT  THRAO_D4EXT [THR_D4EXTTHREST_DTRAF
THRINT_D4EXT  THRSO_D4EXT [THR_D4EXTTHRINT_DTRAR
THRPROD_D4EXT THRP_D4EXT [THR_D4EXTTHRPROD_DTRAF

THR_DCCSD THRCCSD THR_DTRAF

THREST DCCSD THRAO_DCCSOTHR_DCCSPrHREST DTRAF
THRINT_DCCSD  THRSO_DCCSD[THR_DCCSPTHRINT_DTRAR
THRPROD _DCCSD THRP_DCCSD [THR_DCCSPrHRPROD DTRAF
THRMAX_DCCSD  THRMAX_DTRAF THRMAX

THR_DMP2 THRDMP?2 THR_DTRAF
THREST DMP2  THRAO_DMP2 [THR_DMP2THREST DTRAFdefaulf]
THRINT_DMP2  THRSO_DMP2 [THR_DMP2THRINT DTRAF defaulf]
THRPROD_DMP2  THRP_DMP2 [THR_DMP2THRPROD_DTRABefaulf]

THR_LMP2 THRLMP2 THR_DTRAF

THREST LMP2  THRAO_LMP2 [THR_LMP2THREST DTRAFdefaulf]
THRQ1_LMP2 THRQ1 [THR_LMP2THRPROD_DTRAHBefaulf]
THRQ2_LMP2 THRQ2 [THR_LMP2THRINT DTRAF defaulf]
THRAO_ATTEN  THRATTEN THREST_LMP2

THR_DKEXT THRKEXT

THREST_DKEXT  THRAO_DKEXT [THR_DKEXTTHREST
THRINT_DKEXT  THRSO_DKEXT [THR_DKEXTTHRINT]
THRPROD_DKEXT THRP_DKEXT [THR_DKEXTTHRPROD
THRMAX_DKEXT THRMAX

a) AE is the requested accuracy in the energy (default 1.d-6).

b) The thresholds are reduced if the overlap matrix has small eigenvalues.

¢) The default thresholds for DMP2 and LMP2 aré Q\E.
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8.1 Example for integral-direct calculations

memory,2,m
method=[hf,mp2,ccsd,qci,bccd,multi,mrci,acpf,rs3]
basis=vdz
geometry={o;h1,0,r;h2,0,r,h1,theta}
gdirect

r=1 ang,theta=104

do i=1,#method

$method(i)

e(i)=energy

dip(i)=dmz

enddo

table,method,e,dip

This jobs produces the following table:

METHOD E DIP
HF -76.02145798  0.82747348
MP2 -76.22620591 0.00000000
CCSD -76.23580191  0.00000000
QCI -76.23596211  0.00000000
BCCD -76.23565813  0.00000000
MULTI -76.07843443  0.76283026
MRCI -76.23369819  0.76875001
ACPF -76.23820180  0.76872802

RS3 -76.23549448  0.75869972

63

Isome methods
Ibasis
lgeometry
Idirect option

Ibond length and angle

lloop over methods examples/
'run method(i) h2o_direct.com
Isave results in variables

lprint table of results



9 GEOMETRY SPECIFICATION AND INTEGRATION 64

9 GEOMETRY SPECIFICATION AND INTEGRATION

Before starting any energy calculationspMPRO checks if the one-and two-electron integrals

are available for the current basis set and geometry and automatically computes them if neces-
sary. Itis therefore not necessary any more to call the integral program explicitly, as was done in
older MOLPRO versions using tiT command. The program also recognizes automatically

if only the nuclear charges have been changed, as is the case in counterpoise calculations. In
this case, the two-electron integrals are not recomputed.

Before any energy calculation, the geometry and basis set must be defi@&DMETR¥nd
BASIS blocks, respectively.

9.1 Sorted integrals

By default, two electron integrals are evaluated once and stored on disk. This behaviour may
be overridden by using the input commagdirect (see sectiof|8) to force evaluation of
integrals on the fly. If the integrals are stored on disk, immediately after evaluation they are
sorted into complete symmetry-packed matrices, so that later program modules that use them
can do so as efficiently as possible. The options for the integral sort can be specified using the
AOINT parameter set, using the input form

AOINT, keyXvaluel key2-value? ...

The following summarizes the possible keys, together with their meaning, and default values.

c_final Integer specifying the compression algorithm to be used for the
final sorted integrals. Possible values are 0 (no compression), 1
(compression using 1, 2, 4 or 8-byte values), 2 (2, 4 or 8 bytes),
4 (4, 8 bytes) and 8. Default: 0

c_sortl Integer specifying the compression algorithm for the interme-
diate file during the sort. Default: O

c_seward Integer specifying the format of label tagging and compression
written by the integral program and read by the sort program.
Default: 0
compress Overall compression; c¢_final, c_seward and c_sortl are forced
internally to be not less than this parameter. Default: 1
thresh Real giving the truncation threshold for compression. Default:
0.0, which means use the integral evaluation thresHBItHRESH, TWOIN)I
io String specifying how the sorted integrals are written. Possi-

ble values arenolpro (standard MLPRO record on file 1)

andeaf (Exclusive-access filepaf is permissible only if the
program has been configured for MPP usage, and at present
molpro is implemented only for serial executiomolpro is

required if the integrals are to be used in a restart job. For max-
imum efficiency on a parallel machineaf should be used,

since in that case the integrals are distributed on separate processor-
local files.

For backward-compatibility purposes, two convenience commands are also dEDEIIPRESS
is equivalent ttAOINT,COMPRESS=1landUNCOMPRESS&equivalent t’AOINT,COMPRESS=0
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9.2 Symmetry specification

If standard Z-matrix input is used, MOLPRO determines the symmetry automatically by de-

fault. However, sometimes it is necessary to use a lower symmetry or a different orientation
than obtained by the default, and this can be achieved by explicit specification of the symmetry
elements to be used, as described below.

On the first card of the integral input (directly after tiNT card or as first card in a geometry
block), generating symmetry elements can be given, which uniquely specify the point group.
The dimension of the point group is 2**(number of fields given). Each field consists of one or
more ofX, Y, or Z (with no intervening spaces) which specify which coordinate axes change
sign under the corresponding generating symmetry operation. It is usually wise to @toose

be the unique axis where appropriate (essentiaCfoandC,y,). In that case, the possibilities
are:

(null card) C; (i.e., no point group symmetry)
z Cs

XY C

XYZ G

XY Cov

XY,Z Con

XZ,YZ D,

X,Y,Z Dan

Note that Abelian point group symmetry only is available, so for molecules with degenerate
symmetry, an Abelian subgroup must be used —@.gor Doy, for linear molecules.

See sectioh 2.13 for more details of symmetry groups and ordering of the irreducible represen-
tations. Also see sectign 9.8.1 for more information about automatic generation of symmetry
planes.

9.3 Geometry specifications

The geometry may be given in standard Z-matrix form, XYZ form, or cartesian and polar coor-
dinate MoLPRM2 format. The geometry specifications are given in the form

geometry={,
options
atom specifications

}

The following are permitted as options:

Any valid combination of symmetry generators, as described in
the previous section.

NOSYM Disable use of symmetry.

ANGSTROM Bond lengths specified by numbers, or variables without asso-
ciated units, are assumed to be in A.

CHARGE Orient molecule such that origin is centre of charge, and axes
are eigenvectors of quadrupole moment.
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MASS Orient molecule such that origin is centre of mass, and axes are
eigenvectors of inertia tensor (default).

NOORIENT Disable re-orientation of molecule.

PLANEXZ For theC,, and D, point groups, force the primary plane to

be xzinstead of the defaultz The geometry builder attempts

by swapping coordinate axes to place as many atoms as possi-
ble in the primary plane, so for the particular case of a planar
molecule, this means that all the atoms will lie in the primary
plane. The default implements recommendatiaahd the first

part of recommendationbbspecified in J. Chem. Phys. 55,
1997 (1955).PLANEYZandPLANEXYmay also be specified,

but note that the latter presently generates an errazfpr

9.3.1 Z-matrix input

The general form of an atom specification line is

[ groud,]] atom pa,r, p2, a, p3, B, J

or, alternatively,

[ groud,]] atom p1, XY,z

where

group atomic group number (optional). Can be used if different basis
sets are used for different atoms of the same kind. The basis set
is then referred to by this group number and not by the atomic
symbol.

atom chemical symbol of the new atom placed at positpn This
may optionally be appended (without blank) by an integer, which
can act as sequence number, €3.,H2, etc. Dummy centres
with no charge and basis functions are denoted either X,
optionally appended by a number, e@]; note that the first
atom in the z-matrix must not be calleéq since this may be
confused with a symmetry specification (U3astead).

p1 atom to which the present atom is connected. This may be ei-
ther a numben, wheren refers to than'th line of the Z-matrix,
or an alphanumeric string as specified in#temfield of a pre-
vious card, e.g.C1, H2 etc. The latter form works only if the
atoms are numbered in a unique way.

r Distance of new atom fronp;. This value is given in bohr,
unlessANGhas been specified directly before or after the sym-
metry specification.

p2 A second atom needed to define the arml@o, p1, p2). The
same rules hold for the specification as par

a Internuclear angle(po, p1, p2). This angle is given in degrees
and must be in the range<0a < 180.

P3 A third atom needed to define the dihedral arf¥flpo, p1, p2, pP3)-
Only applies ifJ = 0, see below.
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B Dihedral angle(po, p1, P2, p3) in degree. This angle is de-
fined as the angle between the planes defineddayp:, p2)
and (py, p2, p3) (—18F < B < 18¢°). Only applies ifJ = 0,
see below.

J If this is specified and nonzero, the new position is specified by
two bond angles rather than a bond angle and a dihedral angle.
If J=41, B is the anglé3(po, p1, p3). If J=1, the triple vector
product(p1 — po) - [(P1 — P2) X (p1— p3)] is positive, while this
quantity is negative i = —1.

X,¥,Z Cartesian coordinates of the new atom. This form is assumed
if pp <O0; if p1 <O, the coordinates are frozen in geometry
optimizations.

All atoms, including those related by symmetry transformations, should be specified in the Z-
matrix. Note that for the first atom, no coordinates need be given, for the second atom only
p1,r are needed, whilst for the third atom, 3,J may be omitted. The 6 missing coordinates

are obtained automatically by the program, which translates and re-orients the molecule such
that the origin is at the centre of mass, and the axes correspond to the eigenvectors of the inertia
tensor (see alsGHARGBption above).

Once the reorientation has been done, the program then looks for symmetrar(d sub-
groups), unless thdOSYNbption has been given. It is possible to request that reduced symme-
try be used by using appropriate combinations of the opt\qisZ, XY ,XZ,YZ,XYZ . These

specify symmetry operations, the symbol defining which coordinate axes change sign under the
operation. The point group is constructed by taking all combinations of specified elements. If
symmetry is explicitly specified in this way, the program checks to see that the group requested
can be used, swapping the coordinate axes if necessary. This provides a mechanism for ensur-
ing that the same point group is used, for example, at all points in the complete generation of
a potential energy surface, allowing the safe re-utilization of neighbouring geometry molecular
orbitals as starting guesses, etc..

9.3.2 XYZinput

Simple cartesian coordinates in Angstrom units can be read as an alternative to a Z matrix. This
facility is triggered by setting the MLPROVvariableGEOMTY ko the valueXYZ before the ge-
ometry specification is given. The geometry block should then contain the cartesian coordinates
in Minnesota Computer Centre, Inc. XYZ format. Variable names may be used as well as
fixed numerical values.

The XYZ file format consists of two header lines, the first of which contains the number of
atoms, and the second of which is a title. The remaining lines each specify the coordinates of
one atom, with the chemical symbol in the first field, andxhg z coordinates following. A
sequence number may be appended to the chemical symbol; it is then interpreted as the atomic
group number, which can be used when different basis sets are wanted for different atoms of the
same kind. The basis set is then specified for this group number rather than the atomic symbol.
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geomtyp=xyz

geometry={

3 I number of atoms

This is an example of geometry input for water with an XYZ file
O ,0.0000000000,0.0000000000,-0.1302052882

H ,1.4891244004,0.0000000000, 1.0332262019 E’Z‘amp'e.SI
H,-1.4891244004,0.0000000000, 1.0332262019 0_xyzinput.com
}

hf

The XYZ format is specified within the documentation distributed with MSCI's XMol package.
Note that MoLPROhas the facility to write XYZ files with th€UTcommand (see sectipn 9.4).

9.3.3 MOLPRO92 input

A subset of the M LPROI2 atom specification commands are retained for compatibility. These
may be interspersed with Z-matrix lines, and are of the form

A[group],atomx,y, z
A[group,atomPOL, 0, ¢

giving, respectively, cartesian or polar coordinates of the atom to be added. Note that the in-
ternal coordinate specificatiohNd?CC, CCPA, TCT, LC, RCP, RCF are no longer avail-
able, and Z-matrix input should be used instead.

If any MoLPRM2-style atom specifications appear in the input, M@ORIENToption is en-
forced, and the handling of symmetry is slightly different. No automatic search for symmetry
takes place, and all symmetry required should be specified. Furthermore, only symmetry-unigue
atoms need be given, the others being generated automatically.

9.4 Writing Gaussian, XMol or MOLDEN input ( PUT)

ThePUTcommand may be used at any point in the input to print, or write to a file, the current
geometry. The syntax is

PUT,style,file,status,info

If styleis GAUSSIAN a complete Gaussian input file will be written; in that casfn  will be
used for the first (route) data line, and defaultsttoSP'.

If styleis XYZ, an XYZ file will be written (see also sectipn 9.B.2).slfyleis CRD the coordi-
nates will be written in CHARMm CRD format.

If styleis MOLDENan interface file for the MOLDEN visualization program is created; further
details and examples are given below.

If styleis omitted, the Z-matrix, current geometry, and, where applicable, gradient are written.

file specifies a file name to which the data is written; if blank, the the data is written to the output
stream. Ifstatusis omitted or set ttNEWany old contents of the file are destroyed; otherwise
the file is appended.

9.4.1 Visualization of results using Molden

Geometry, molecular orbital, and normal mode information, when available, is dumped by
PUT,MOLDENRN the format that is usable by MOLDEN .
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The interface to the gOpenMol program offers an alternative visualization possibility, and is
described in sectidn 28.7.

The example below generates all the information required to plot the molecular orbitals of water,
and to visualize the normal modes of vibration:

***,HZO
geometry={angstrom;o;h,o,roh;h,o,roh,h,theta};
roh=1.0

theta=104.0

rhf;

optg;

frequencies;

print,low,img;

put,molden,h20.molden;

examples/
h2o_put_molden.com

The example below does a difference density by presenting its natural orbitals to MOLDEN.

Note that it although MOLDEN has internal features for difference density plots, the approach

show here is more general in that it bypasses the restriction to STO-3G, 3-21G, 4-31G and
6-31G basis sets.

gprint,orbitals
geometry={y;planexz;O;H1,0,r;h2,0,r,h1,alpha}
r=1.8

alpha=104

int;

hf;wf,10,1;orbital,2100.2
multi;wf,10,1;orbital,2140.2;

matrop

load,dscf,density,2100.2 lload scf density

load,dmcscf,density,2140.2 lload mcscf density examples/
add,ddiff,dmcscf,-1,dscf Icompute dmcscf-dscf h2o_diffden_molden.c

natorb,neworb1,dscf
natorb,neworb2,dmcscf
natorb,neworbs,ddiff
save,neworbs,2110.2
save,ddiff,2110.2

put,molden,h20_ddens.molden;orb,2110.2

9.5 Geometry Files

Using the format
GEOMETRile

the geometry definitions are read frdite, instead of inline. This file must contain all informa-
tion of the symmetry block, i.e. symmetry specifications (optional), z-matrix, or xyz-input.

9.6 Lattice of point charges

LAT XV, Z0;

Immediately following the Z-matrix specification may appear one or mbAel™ cards, defin-

ing a lattice of point charge,y, z are the cartesian coordinates apthe charge of the point.

Note that internal coordinates may not be used, and that only the symmetry unique lattice points
should be defined.
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9.7 Redefining and printing atomic masses

The current masses of all atoms can be printed using
MASSPRINT

The atomic masses can be redefined using
MASS([type] [symbotmass...]

The optional keywordype can take either the valuBVER[AGE] for using average isotope
masses, ofSO[TOPE] for using the masses of the most abundant isotopes. This affects only
the rotational constants and vibrational frequencies. As in most quantum chemistry packages,
the default fortypeis AVERAGE

Individual masses can be changed by the following entries, vayenbols the chemical symbol

of the atom andnassis the associated mass. Several entries can be given olMAB8&card,
and/or severdflASSards can immediately follow each other. If there is any other input between
two sets of mass cards, all mass definitions buttyyp¢ ) from the first one are overwritten by
the last one.

Note that specifying different isotope masses for symmetry related atoms lowers the symmetry
of the system if the molecular centre of mass is taken as the origin. This effect can be avoided
by using the charge centre as origin, i.e., specifilARGEs first entry in th6GEOMETRY
input:

GEOMETRY={CHARGE; ...}

9.8 Dummy centres

DUMM4tom1,atom2, .

Sets nuclear charges on atoms 1,2 etc. to zero, for doing counterpoise calculations, for example.
atoml, atom2,. can be atom numbers or tag names. Note that the current setting of dum-
mies is remembered by the program across restarts via the MOLPRO védidb&YATOMS
Dummies can be reset to their original charges usibiydMM¥ard with no entries.

The program does not recognize automatically if the symmetry is reduced by defining dummy
atoms. Therefore, for a given dummy atom, either all symmetry equivalent atoms must also be
dummies, or the symmetry must be reduced manually as required. An error will result if the

symmetry is not consistent with the dummy center definitions.

9.8.1 Counterpoise calculations

Counterpoise corrections are easily performed using dummy cards. One first computes the
energy of the total system, and then for the subsystems using dummy cards.

9.8.2 Example: interaction energy of OH-Ar
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*** OH(2Sig+)-Ar linear

memory,2,m

geometry={q1; Idummy center in center of mass
0,91,ro;h,q1,rh,0,180; lgeometry of OH

ar,ql,rar,0,theta,h,0} lgeometry of Ar

roh=1.8 IOH bond-length

rar=7.5 ldistance of Ar from center of mass
theta=0 langle OH-Ar

ro=roh*16/17 ldistance of O from center of mass
rh=roh*1/17 Idistance of H from center of mass
basis=avdz lbasis set

text,calculation for complex

rhf,occ,8,3,3;wf,27,1,1 IRHF for total system
rcesd(t) ICCSD(T) for total system
e_ohar=energy Isave energy in variable e_ohar

text,cp calculation for OH

dummy,ar Imake Ar a dummy center
rhf;occ,3,1,1;wf,9,1,1 IRHF for OH

rcesd(t) ICCSD(T) for OH

e_oh=energy Isave energy in variable e_oh

text,cp calculation for Ar

dummy,o,h Imake OH dummy

hf Iscf for Ar

cesd(t) ICCSD(T) for Ar

e_ar=energy Isave energy in variable e_ar

text,separate calculation for OH

geometry={O;H,O,roh} lgeometry for OH alone
rhf;occ,3,1,1;wf,9,1,1 IRHF for OH

rcesd(t) ICCSD(T) for OH
e_oh_inf=energy Isave energy in variable e_oh_inf

text,separate calculation for Ar

geometry={AR} Igeometry for OH alone

hf Iscf for Ar

cesd(t) ICCSD(T) for Ar

e_ar_inf=energy Isave energy in variable e_ar_inf
de=(e_ohar-e_oh_inf-e_ar_inf)*tocm lcompute uncorrected interaction energy
de_cp=(e_ohar-e_oh-e_ar)*tocm lcompute counter-poise corrected interaction energy
bsse_oh=(e_oh-e_oh_inf)*tocm IBSSE for OH

bsse_ar=(e_ar-e_ar_inf)*tocm IBSSE for Ar

bsse_tot=bsse_oh+bsse_ar ltotal BSSE

For performing counterpoise corrected geometry optimizations see section 32.2.19.
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examples/
ohar_bsse.com

The basis set may either be taken from the program library, or may be specified explicitly, or
any combination. Optionally, the basis function type can be chosen usirgAR&ESIANor

SPHERICALcommands.

10.1 Cartesian and spherical harmonic basis functions

MOLPRO uses spherical harmonicd(57f, etc) by default, even for Pople basis sets like
6-31G** . This behaviour may be different to that of other programs; However, cartesian
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functions can be requested using ®&RTESIANcommand.
CARTESIAN

If this command is encountered, the logical MOLPRO vari@RTESIANis set to true (1.0),
and all subsequent calculations use cartesian basis functions. This is remembered across restarts.
One can switch back to spherical harmonics using the command

SPHERICAL

10.2 The basis set library

The basis set library consists of a set of plain text files, together with an associated index,
that constitute a database of commonly-used basis sets (primitive gaussians and associated
contractions) and effective core potentials. These files can be found in the source tree as
lib/*.libmol andlib/libmol.index , but it is usually more convenient to query the
database using one of the provided tools.

Many of the basis sets are taken directly from the Pacific Northwest National Laboratory basis
set database , but there are others, notably the Stuttgart effective core potentials and bases .

A simple command-line interface to the database is provided throudtbthel program. It
requires the environment variadldBMOL to point to thelib/  directory, but this will default

to the location of the source tree at compile time, so it is often not necessary to specify it. The
command-line syntax is

libmol [-p print] [-e element [-k key [t typd [-f formaf

where the parameters are

print: Output level; 0 means list matching keys, 1 means print also
the entry.

element: Specify chemical element. If omitted, all elements are searched.

key: Specify record key. If omitted, all keys are searched.

type: Specify entry type, i.es, p,.. .. If omitted, all types are searched.

format: One oftext (default), molpro (MOLPRO input format),
table (tabular) omtml (htmltable) to govern the output for-
mat.

A more convenient way of browsing the basis library is through a web-based interface. The CGI
scriptmolpro_basis  presents a graphical and forms based interface for performing searches.
It may be installed locally, butis also normally available at

http://www.molpro.net/current/molpro_basis

10.3 Default basis sets

If a basis is not specified at all for any unique atom group, then the program assumes a global
default. Presently, this defaultVéDZ but may be overridden using

BASIS basis

or

BASIS=basis
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basisis looked up in the fildib/defbas  , which generates an appropriate request for a com-
plete contracted set, together in some cases with an ECP, from the library . This mapping
includes the following commonly-used basis sets.

¢ All of the Dunning correlation-consistent sets, through the use of either the standard name
of the basis set (e.gaug-cc-pVDZ ) or an abbreviation (e.gAVD2.

e The older segmented Dunning/Hay double-zeta sets for the firstDdaridDZP).

e The Roos ANO basis setRQO&

e The Stuttgart ECPs and associated basis sets EC§.10MWB

e The Hay ECPs and corresponding basis S@R1andECP2.

e Some of the Karslruhe basis se®/ TZV, and, for some elementSVP, TZVP, TZVPP,
TZVPPB.

e The Binning/Curtiss sets for Ga—KBINNING-SV, BINNING-SVP, BINNING-VTZ
andBINNING-VTZP)

e Most of the Pople basis sets, using their standard namesg&8§G*, 6-311++G(D,P) ,
etc.). Note that specially in this case, the mechanism described below using parenthesized
modifiers to restrict the basis set is disabled to allow the full range of standard basis sets
to be specified.

Example:
BASIS=VTZ

generates valence triple zeta basis set for all atoms. Thus, the input

*** h20 cc-pVTZ basis IA title
r=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix geometry input
H1,0,r; |
H2,0,r,H1 theta} E)Z(?)mspcfe S\itz com
basis=VTZ luse VTZ basis ==
hf Iclosed-shell scf

is entirely equivalent to

*** h20 cc-pVTZ basis 1A title
r=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix geometry input

H1,0O,r;

H2,0,r,H1 theta}
basis={ examples/ N
spdf,ovtzic: h2o_scf_vtz_explicit.cc
spd,h,vtz;c}

hf;

Default basis sets can be defined anywhere in the input before the energy calculation to which it
should apply using a singRASIS cards. The default basis set applies to all types of atoms but
can be superceded by different basis sets for specific atoms as explained later. Some restrictions
concerning the maximum angular momentum functions to be used, or the number of contracted
functions are possible as follows:
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The maximum angular momentum in the basis set can be reduced using syntax such as
BASIS,VQZ(D)

which would omit thef andg functions that would normally be present in the VQZ basis set.
BASIS,VQZ(D/P)

would specify additionally a maximum angular momentum of 1 on hydrogen, i.e. woulddomit
orbitals on hydrogen.

For generally contracted basis sets, an extended syntax can be used to explicitly give the number
of contracted functions of each angular momentum. For example,

BASIS,RO0S(3s2p1d/2s)

generates 8-31G* -sized basis set from the Roos ANO compilation.

10.4 Default basis sets for individual atoms

More specific basis set definitions for individual atoms can be g8A&8IS input blocks, which
have the following general form:

BASIS

SET=type ! type can be ORBITAL, DENSITY or any other name,
I as used in basis specifications for density
! fitting; optional; default=ORBITAL

DEFAULT=name I sets the default basis to name ;

atoml=namel I Use basis namel for atoml

atom2=name2 I Use basis namel for atom2

primitive basis set specifications ladditional basis functions

SET=type ! specify basis of another type in following lines

END

Any number of basis sets can be be given in a basis block.
The default and atom specifications can also be merged to one line, separated by commas:
DEFAULEnameatomEnamelatom2=name2

Here the basis setemel name2overwrite the default basis seamefor specific atomsitom3,
atom2 respectively. For instance,

DEFAULT=VTZ,0=AVTZ H=VDZ

usesVTZ as the default basis sets, but sets the basis for oxyg&W1& and for hydrogen to
vDZ

This name conventions for the atom specific basis sets work exactly as described above for
default basis sets. The keywdBdEFAULTcan be abbreviated iyEF. Any DEFAUL Thasis set
defined in a basis set block supercedes a previous one given outside the basis block.

The specificationSET, DEFAULT atom=name are all optional. iDEFAULTIs not given, the
previous default, as specified on the last previBASIS card, is used.

If no further primitive basis set specifications follow, one can also use the one-line form
BASIS,DEFAULT=VTZ,0=AVTZ,H=VDZ

or
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BASIS=VTZ,0=AVTZ,H=VDZ

Both of these are equivalent to

BASIS
DEFAULT=VTZ
O=AVTZ
H=VvDZz

END

Note that any nevBASIS card supercedes all previous basis input, except for the default basis
(unless this is given).

The optional additional primitive basis set specifications (see next section) are appended to the
given atom-specific basis sets, i.e., the union of atom-specific and primitive basis set definitions
is used for the atom.

Examples:

BASIS

DEFAULT=VTZ | use cc-pVTZ basis as default
H=VDZz I use cc-pvDZ for H-atoms
END

This could also be written as

BASIS={DEF=VTZ,H=VDZ}

BASIS

DEFAULT=VTZ | use cc-pVTZ basis as default

H=VvDZz I use cc-pvVDZ for H-atoms

D,HVTZ | add the VTZ d-function to the VDZ basis for H
END

BASIS

SPD,O,VTZ luse uncontracted s,p,d functions of basis VTZ for oxygen
S,H,HO7 luse Huzinaga 7s for Hydrogen

C,l4 Icontract first four s-functions

P,H,1.0,0.3 ladd two p-functions for hydrogen

END

SeveralBASIS cards and/or blocks can immediately follow each other. Always the last spec-
ification for a given atom and type is used. Defaults given uSA®IS commands can be
overwritten by specifications in the integral input. If an individual basis function type is spec-
ified for an atom, it is required that all other types are also defined. For example, in the above
example, nd -functions are included fad, even if the global default would includefunctions.

Also, defining thes functions for hydrogen switches off the default basis set for hydrogen, and
so thep functions must be defined. Instead of the atomic symbol, the atom group number can
also be used.

The same input forms are also possible as direct input to the integral program. In contrast to
MoLPRM2, now the atomic symbol can be used in field 2 of a basis specification instead of the
atom group number;

SPD,O,VTZ luseVTZ basis for all oxygen atoms
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SPD,1,VTZ luseVTZ basis for atom group 1

Instead of thdBASIS ...ENDblock one can also use the struct@&SIS[=]{...}

If a basis is not specified at all for any unique atom group, then the program assumes a default.
For further details, including respecifying the default to be used, see the specification of the
BASIS subcommand below.

10.5 Primitive set definition

A group of basis functions is defined by a data card specifying a set of primitive gaussians,
optionally followed by one or more cards specifying particular contractions of primitives to be
included in the final basis. When all contraction definitions have been read (delimited by the
next data card other than a contraction definition), the remaining primitives in the set which have
not been included in any contraction set are added uncontracted to the basis set.

There are four different input forms, as explained below under a) to d):
a) type,atom,key,scale,nprim

Load basis namekkyfrom the library with angular symmettype(S, P, D, F, G, H,

orl ). This basis is added from all atoms with numb&tom on theA cards (see above). $tale

is present, all exponents are scaledsbgle**2. If nprimis specified, the firstprim exponents

only are taken from the library . Hiprimis negative, the laghprim| basis functions from the
library set are deleted. Associated with the library basis may be a set of default contraction
coefficients which may be accessed in subsequent contraction ¢gpgscan include several
types, e.g.SPDor DF. This usually makes sense only with default contractions, i.e., such cards
should be followed only byC’ without any other specifications for contractions.

b) type,atom,expl,exp2,expn;expn+1l,..;

General specification of exponents; continuation onto subsequent cards (separated by semi-
colon) is permitted as shown (the first card can hold up to 19 exponents (cray 13), each following
card 20 exponents (cray 15).

The exponents (and other numerical parameters described below such as numbers of functions,
and contraction coefficients) can be given as general input expressions, possibly involving vari-
ables. Itis important to note, however, that these expressions are evaluated typically just once,
at the same time as the complete basis set is parsed. This generally happens the first time that
the basis set is required, perhaps before the first SCF calculation can be done. If the variables on
which the basis depends are altered, this will not be noticed by the program, and the new basis
set will not be used for subsequent stages of the computation. If, however, a new basis block is
presented in the input, then the program marks as outdated any quantities such as integrals that
have been calculated with the old basis set; subsequent job steps will then use the new basis.
Such behaviour can be forced at any stage by issuing the command

INT

and this is the recommended way of ensuring that a new basis set is adopted; note, however, that
INT will cause atomic orbital integrals to be evaluated, and this overhead should of course not
be incurred unnecessarily in non-direct calculations.

c) type,atomEVENnprim,ratio,centre,dratio

Generates a generalized even tempered set of functions. The number of funitiepecified
by nprim, their geometric meaa by centre the mean ratio of successive exponaniy ratio,
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and the variation of this ratial, by dratio. If centreis not given, the previous basis of the same
type is extended by diffuse functions. If in this cas¢io is not given,r is determined from

the exponents of the last two function of the previous basis. If this is not possible, the default
r = 2.5 is adoptedd = 1 (the default) specifies a true even-tempered set, but otherwise the ratio
between successive exponents changes linearly; the exponents are given explicitly by

loge =logc+ ((n+1)/2—1i) Iogr+%((n+l)/2—i)2 logd i=1,2,...,n

Example 1 SP,1,VTZ;C;SP,1,EVEN,1;
generates the generally contracssthd p triple-zeta basis sets
for atom 1 and extends these by one diffuse function.
Example 2 SPD,1,vTZ, —-1,C;SP,1,EVEN,2,2.5;
generates the generally contracse@ triple-zeta basis sets for
atom 1. Two energy optimizedifunctions of Dunning are in-
cluded. The lass and p functions are deleted and replaced by
two even tempered functions with ratio 2.5.

d) type,atonEVENRprim,aa,ap,bb,bp

Generates an even tempered senmfiim functions according to the “regular” prescription de-
scribed in M W Schmidt and K Ruedenberg, J. Chem. Phys. 71 (1970) 3951. If any of the
parametersa, ap, bb, bps zero or omitted, the values are taken from table Il of the above.

10.6 Contracted set definitions

a) Cfirst.last,c1,c2, .cn;cn+l, . ;

General specification of a contracted functidirst.last defines the range of primitives to be
contracted.cl, c2.. are the contraction coefficients. Continuation onto a subsequent card is
permitted as shown.

b) C,

Use default contractions from the library . This applies to both the number of contracted
primitives and also to the number of different contraction sets.

c) nCfirst.last

n contracted functions taken from libranfirst.lastdefines the range of primitives to be con-
tracted. Ifn is omitted andirst.lastis specifiedn = 1. If first.lastis omitted, the library default
values are used. If bothandfirst.lastare omitted, default values for both are used.

d) nCfirst.last,record.file,orb.sym

n contracted functions taken from orbitaldh, orb+1,.. orb+n— 1 of symmetrysymon molpro

file record.file The first nonzero coefficient in the specified orbital corresponds to the first
associated basis functiofirst.lastspecifies the range of primitives to be contractedirst.last

is omitted, all coefficients from the specified orbitals are used.

Example 2C,1.12,2100.2,1.1
generates two contractions, using the first 12 coefficients from
orbitals 1.1 and 2.1. The orbitals are read from record 2100.2.
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10.7 Examples

This shows the use of default basis sets fe©OH

*** H20

basis=VQZ(f/p)

R=0.95 ANG,THETA=104 DEGREE
geometry={O;H1,0,R;H2,0,R,H1, THETA}
hf ldo closed-shell SCF

examples/
h2o_vgz_fp.com

This is equivalent to the explicit input form

***x H20

R=0.95 ANG,THETA=104 DEGREE
geometry={O;H1,0,R;H2,0,R,H1, THETA}
basis={spdf,o,vqz;c;sp,h,vgz,c;}

hf Ido closed-shell SCF

examples/
h2o_vqgz_fp_explicit.co

11 EFFECTIVE CORE POTENTIALS

Pseudopotentials (effective core potentials, ECPs) may be defined at the beginBih§I&f
blocks.

The general form of the input cards is
ECPRatom[ECP specificatioh

which defines a pseudopotential for an atom specified either by a chemical symbol or a group
number. TheECP specificatiormay consist either of a single keyword, which references a
pseudopotential stored in the library , or else of an explicit definition (extending over several
input cards), cf. below.

11.1 Input from ECP library

The basis set library presently contains the pseudopotentials and associated valence basis sets
by a) the Los Alamos group (P. J. Hay and W. R. Wadt, J. Chem. P8®s270 (1985) and
following two papers), and b) the Stuttgart/Kdln group (e.g., A. Nicklass, M. Dolg, H. Stoll and

H. Preul3, J. Chem. Phy%02 8942 (1995); for more details and proper references, see the web
pagehttp://www.theochem.uni-stuttgart.de/pseudopotentials/ ). Pseu-
dopotentials a) are adjusted to orbital energies and densities of a suitable atomic reference state,
while pseudopotentials b) are generated using total valence energies of a multitude of atomic
states.

Library keywords in case a) aEECP1andECP2 ECP2is used when more than one pseudopo-
tential is available for a given atom and then denotes the ECP with the smaller core definition.
(For Cu, e.g.ECP1refers to an Ar-like 18 -core, whileECP2simulates a Ne-like 1 one

with the 33and J electrons promoted to the valence shell). For accurate calculations including
electron correlation, promotion of all core orbitals with main quantum number equal to any of
the valence orbitals is recommended.

Library keywords in case b) are of the folBCXY; n is the number of core electrons which
are replaced by the pseudopotentildenotes the reference system used for generating the
pseudopotential{ = S single-valence-electron ion§ = M: neutral atom), an stands for
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the theoretical level of the reference data= HF: Hartree-FockY =W B quasi-relativistic;

Y = DF: relativistic). For one- or two-valence electron ato¥s- S, Y = DF is a good choice,

while otherwiseX =M, Y =WB (orY = DF) is recommended. (For light atoms, or for the
discussion of relativistic effects, the correspondihg: HF pseudopotentials may be useful.)
Additionally, spin-orbit (SO) potentials and core-polarization potentials (CPP) are available, to
be used in connection with case b) ECPs, but these are not currently contained in the library, so
explicit input is necessary here (cf. below).

In both cases, a) and b), the same keywords refer to the pseudopotential and the corresponding
basis set, with a prefi¥IBS. . .in case a).

11.2 Explicit input for ECPs
For each of the pseudopotentials the following information has to be provided:

e acard of the form
ECPRatomncore, Imax Imax
where neore is the number of core electrons replaced by the pseudopot&ftialmax
is the number of semi-local terms in the scalar-relativistic paktaf while I, is the
corresponding number of terms in the SO part:

7 Imax—1 I"'max

_n —
Vps=—=—"" +Vpot Z> M~V ) B+ 5 AVAT-S3;
= =1

the semi-local terms (with angular-momentum projeci®jsare supplemented by a local
term forl = Imax

e a number of cards specifying, .., the first giving the expansion lengtiy, . in

Mmax

2
Vi, = 3 cjrmi—2eVir
)
and the followingn, ., ones giving the parameters in the form

My, Y1,C1;Mp, ¥Y2,Co; . ...

e a number of cards specifying the scalar-relativistic semi-local terms in the brder
0,1,....Imax— 1. For each of these terms a card with the expansion lemgth

n

_9 _\Jr2

\/I _\/|max: Z Cljrmlj 2e yllr
=

has to be given, and immediately followingcards with the corresponding parameters in
the formmi, y;,c;mb v, 0.

e analogously, a number of cards specifying the coefficients of the radial potei\jads
the SO part oWVps.

11.3 Example for explicit ECP input
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***’CU

! SCF d10sl1 -> d9s2 excitation energy of the Cu atom
I using the relativistic Ne-core pseudopotential

I and basis of the Stuttgart/Koeln group.
gprint,basis,orbitals

geometry={cu}

basis

ECP,1,10,3; I ECP input

1; ' NO LOCAL POTENTIAL
2,1.,0.;

2; | S POTENTIAL
2,30.22,355.770158;2,13.19,70.865357;

2; | P POTENTIAL

2,33.13,233.891976:2,13.22,53.947299;

2; | D POTENTIAL

2,38.42,-31.272165;2,13.26,-2.741104; examples/

| (8s7p6d)/[6s5p3d] BASIS SET cu_ecp_explicit.com
s,1,27.69632,13.50535,8.815355,2.380805,.952616,.112662,.040486,.01;

¢,1.3,.231132,-.656811,-.545875;

p,1,93.504327,16.285464,5.994236,2.536875,.897934,.131729,.030878;

¢,1.2,.022829,-1.009513;C,3.4,.24645,.792024;

d,1,41.225006,12.34325,4.20192,1.379825,.383453,.1;

¢,1.4,.044694,.212106,.453423,.533465;

end

rhf;

el=energy

rhf;occ,4,1,1,1,1,1,1;closed,4,1,1,1,1,1;wf,19,7,1;

e2=energy

de=(e2-el)*toev ! Delta E = -0.075 eV

11.4 Example for ECP input from library

***,AUH
I CCSD(T) binding energy of the AuH molecule at r(exp)
! using the scalar-relativistic 19-valence-electron

! pseudopotential of the Stuttgart/Koeln group
gprint,basis,orbitals;

geometry={au}

basis={

ecp,au,ECP60MWB; I ECP input
spd,au,ECP60MWB;c,1.2; I basis set
f,au,1.41,0.47,0.15;

g,au,1.2,0.4;

spd,h,avtz;c;

}

thf: examples/

rcesd(t);core,1,1,1,,1; auh_ecp_lib.com
el=energy

geometry={h}

rhf

e2=energy;

rAuH=1.524 ang I molecular calculation
geometry={au;h,au,rAuH}

hf;

ccsd(t);core,2,1,1;

e3=energy

de=(e3-e2-el)*toev ! binding energy = 3.11 eV
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12 CORE POLARIZATION POTENTIALS

12.1 Input options

The calculation of core-polarization matrix elements is invoked by the CPP card, which can be
called at an arbitrary position in the MOLPRO input, provided the integrals have been calculated
before. The CPP card can have the following three formats:

e CPP,INITncentres
e CPP,ADDIfactor];

e CPP,SETIfcpd;

CPP,INIT< ncenters>;
absk ncenters>) further cards will be read in the following format:
< atomtype>, < ntype>, < 0g >, < Og >, < Bg >, < cutof f>;

< atomtype> corresponds to the recognition of the atomic centres in the integral part of the
program,

< ntype> fixes the form of the cutoff-function (choose 1 for Stoll/Fuentealba and 2 for Mueller/Meyer);
< Og > is the static dipole polarizability,

< 0q > is the static quadrupole polarizability,

< Bq > is the first non-adiabatic correction to the dipole-polarizability and

< cutof f > is the exponential parameter of the cutoff-function.

When< ncenters> is lower than zero, only the integrals are calculated and saved in the record
1490.1. Otherwise, thly matrix (records 1200.1 and 1210.1) and the two-electron-integrals
(record 1300.1) will be modified.

CPP,ADDxk factor>;

With this variant, previously calculated matrix elements of the polarization matrix can be added
with the variable factok factor > (default: < factor > = 1) to thehg-matrix as well as to the
two-electron-integrals. In particular, CPP,ADD,-1.; can be used to retrieve the integrals without
the polarization contribution.

CPP,SEX fcpp>;

normally not necessary but may be used to tell MOLPRO after a restart, with what factor the
polarization integrals are effective at the moment.

12.2 Example for ECP/CPP



13 RELATIVISTIC CORRECTIONS 82

***,Naz
I Potential curve of the Na2 molecule
! using 1-ve ECP + CPP
gprint,basis,orbitals;
rvec=[2.9,3.0,3.1,3.2,3.3] ang

do i=1#rvec

rNa2=rvec(i)
geometry={na;na,na,rNa2}

basis={

ecp,na,ecpl0sdf; ! ecp input
s,na,even,8,3,.5; ! basis input
p,na,even,6,3,.2;

d,na,.12,.03;

}

cpp,init,1; I CPP input
na,l1,.9947,,,.62;

hf;

ehf(i)=energy

cisd;core;

eci(i)=energy

enddo

table,rvec,ehf,eci

examples/
na2_ecp_cpp.com

13 RELATIVISTIC CORRECTIONS

There are three ways in ®LPRCO take into account scalar relativistic effects:

1. Use the Douglas-Kroll relativistic one-electron integrals.
2. Compute a perturbational correction using the Cowan-Griffin operator (see $ectipn 4.13).

3. Use relativistic effective core potentials (see segtign 11).

For all-electron calculations, the prefered way is to use the Douglas-Kroll Hamiltonian. It is
simply activated by setting
DKROLL=1

somewhere in the input before the first energy calculation.

13.0.1 Example for computing relativistic corrections

***’arz

geometry={arl;ar2,arl,r} lgeometry definition

r=2.5 ang Ibond distance

hf; Inon-relativisitic scf calculation

expec,rel,darwin,massv Icompute relativistic correction using Cowan-Griffin operator

e_nrel=energy Isave non-relativistic energy in variable enrel

show,massv,darwin,erel Ishow individual contribution and their sum

dkroll=1 luse douglas-kroll one-electron integrals examples/
) L . ar2_rel.com

hf; Irelativistic scf calculation -

e_dk=energy Isave relativistic scf energy in variable e_dk.

show,massv,darwin,erel Ishow mass-velocity and darwin contributions and their sum

show,e_dk-e_nrel Ishow relativistic correction using Douglas-Kroll
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14 THE SCF PROGRAM

The Hartree-Fock self-consistent field program is invoked by one of the following commands:

HF or RHF calls the spin-restricted Hartree-Fock program
UHFor UHF-SCF calls the spin-unrestricted Hartree-Fock program

In contrast to older versions efoLPRO, theHF andRHFdirectives have identical functionality
and can both be used for closed-shell or open-shell calculations. Other aliasts&&F or
RHF-SCFE

Often, no further input is necessary. By default, the number of electrons is equal to the nuclear
charge, the wavefunction is assumed to be totally symmetric (symmetry 1), and the spin mul-
tiplicity is 1 (singlet) for an even number of electrons and 2 (doublet) otherwise. The Aufbau
principle is used to determine the occupation numbers in each symmetry. Normally, this works
well in closed-shell cases, but sometimes wrong occupations are obtained or the wavefunction
alternates between different orbital spaces. In such caseQQG@irective must be used to
force convergence to the desired state.

In open-shell cases, we recommend to useé/itiegOCC CLOSEDor OPENcards to define the
wavefunction uniquely. Other commands frequently usecca®RTandORBITAL (or SAVE
to modify the default records for starting and optimized orbitals, respectivelySHET di-
rective allows to modify the level shift in the RHF program, &XPECto calculate expectation
values of one-electron operators (see se¢tion 4.13).

14.1 Defining the wavefunction

The number of electrons and the total symmetry of the wavefunction are specified \fFthe
card:

WEelec,sym,spin

where

elec is the number of electrons

sym is the number of the irreducible representation

spin defines the spin symmetrgpin= 2 S (singlet=0, doublet=1,

triplet=2 etc.)

Note that these values take sensible defaults if any or all are not specified (see[section 2.13).

14.1.1 Defining the number of occupied orbitals in each symmetry

OCQny,ny,...,Ng

To avoid convergence problems in cases with high symmetry, this card should be included when-
ever the occupation pattern is known in advangeis the number of occupied orbitals in the
irreducible representatidn The total number of orbitals must be equaldtet+spin/2 (seeWF

card).
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14.1.2 Specifying closed-shell orbitals

CLOSEDN, Ny, ..., Ng

This optional card can be used in open-shell calculations to specify the number of closed-shell
orbitals in each symmetry. This makes possible to force specific states in the absence of an
OPENcard.

14.1.3 Specifying open-shell orbitals

OPENorb;.sym,orby.sym, ..., orb,.sym

This optional card can be used to specify the singly occupied orbitals. The number of singly
occupied orbitals must be equalgpin and their symmetry product must be equasymn(see
WFcard). If theOPENcard is not present, the open shell orbitals are selected automatically.
The algorithm tries to find the ground state, but it might happen that a wrong state is obtained
if there are several possibilities for distributing the open shell electrons among the available
orbitals. This can also be avoided using @eOSEDcard. Iforb;.symis negative, this orbital

will be occupied with negative spin (only allowed in UHF).

14.2 Saving the final orbitals

ORBITAL,record.file
SAVErecord.file

The optimized orbitals, and the corresponding density matrix, fock matrix, and orbital energies
are saved orecord.file SAVEis an alias fotORBITAL. If this card is not present, the defaults
for recordare:

RHF 2100
UHF 2200 (holds botl and3-spin orbitals and related quanti-
ties)

These numbers are incremented by one for each subsequent calculation of the same type in the
same input. Note that this holds for the sequence number in the input, independently in which
order they are executed (see secfion 2.7).

The default foffile is 2.

14.3 Starting orbitals

The START(directive can be used to specify the initial orbitals used in the SCF iteration. It is
either possible to generate an initial orbital guess, or to start with previously optimized orbitals.
Alternatively, one can also use a previous density matrix to construct the first fock operator.

If the STARTCcard is absent, the program tries to find suitable starting orbitals as follows:

First: Try to read orbitals fromecord specified on th@©RBITAL or
SAVEcard or the corresponding default (S8&BITAL). All
files are searched.

Second: Try to find orbitals from a previous SCF or MCSCF calculation.
All files are searched.
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Third: If no orbitals are found, the starting orbitals are generated using
approximate atomic densities or eigenvectorh (fee below).

Since these defaults are usually appropriate iR Tcard is not required in most cases.

14.3.1 Initial orbital guess

An initial orbital guess can be requested as follows:
START[TYPESoption
Theoptionkeyword can be:

HO Use eigenvectors df as starting guess.

ATDEN Use natural orbitals of a diagonal density matrix constructed
using atomic occupation numbers.

The atomic density guess works very well with minimal or generally contracted basis sets for
which the first contracted basis functions correspond to the atosni2s12p ... orbitals, e.g.,
Dunning’s cc-pVnZ sets, th8TO-3G, or the6-31G bases. For such basis s&fEDENs used

by default. If a segmented basis set with several contractions for each shell isAT$2EN

should not be specified antd0 is used by default. Since eigenvectorshoére often a very

poor starting guess, it is recommended to generate the starting orbitals using a small basis like
STO-3G (see sectiopn 14.3.2 below).

Example:
r=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix geometry input
H1,0,r;
H2,0,r,H1theta}
basis=STO-3G Ifirst basis set examples/
hf Iscf using STO-3G basis h2o_sto3gstartl.com
basis=6-311G Isecond basis set
hf Iscf using 6-311G basis set

The second calculation uses the optimized orbitals of the STO-3G calculation as starting guess.
This is done by default and M®TARTcard is necessary. The explicit useSFARTandSAVE
cards is demonstrated in the example in the next section.

The following input is entirely equivalent to the one in the previous section:

r=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix geometry input
H1,0O,r;
H2,0,r,H1 theta}
basis=STO-3G Ifirst basis set
hf Iscf using STO-3G basis
start,atdens luse atomic density guess examples/
save,2100.2 Isave orbitals to record 2100.2 h20_sto3gstart2.com
basis=6-311G Isecond basis set
hf Iscf using 6-311G basis set
start,2100.2 Istart with orbitals from the previous STO-3G calculation.

save,2101.2 Isave optimized orbitals to record 2101.2
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14.3.2 Starting with previous orbitals

START[RECORDRecord.filg[specificationp

reads previously optimized orbitals from recoedordon file file. Optionally, a specific orbital
set can be specified as described in se¢tion 2.16.

The specified dump record may correspond to a different geometry, basis set, and/or symmetry
than used in the present calculation. Using starting orbitals from a different basis set can be
useful if no previous orbitals are available and &FEDENSoption cannot be used (see above).

The following example shows how to change the symmetry between scf calculations. Of course,
this example is quite useless, but sometimes it might be easier first to obtain a solution in higher
symmetry and then convert this to lower symmetry for further calculations.

r1=1.85,r2=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix geometry input

H1,0,r1;

H2,0,r2,H1 theta}
basis=vdz
hf Iscf using c2v symmetry
orbital,2100.2 Isave on record 2100.2
set,zsymel=x

examples/

hf h2o0_c2v_cs_start.com
start,2100.2 Istart with previous orbitals from c2v symmetry
orbital,2101.2 Isave new orbitals

set,zsymel=[x,y]

hf
start,2101.2 Istart with orbitals from cs symmetry
orbital,2102.2 save new orbitals

Note, however, that this only works well if the orientation of the molecule does not change.
Sometimes it might be helpful to use theorient  option.

Note also that a single dump record cannot hold orbitals for different basis dimensions. Using
save=2100.2 inthe second calculation would therefore produce an error.

If orbitals from a corresponding SCF calculation at a neighbouring geometry are available, these
should be used as starting guess.

14.3.3 Starting with a previous density matrix

STARTDENSITY=record.filg[specificationk

A density matrix is read from the given dump record and used for constructing the first fock
matrix. A specific density matrix can be specified as described in s¢ction 2.16. It is normally
not recommended to use tBENSITY option.

14.4 Rotating pairs of orbitals

ROTATEorb;.symorb,.symangle

Performs a X 2 rotation of the initial orbital®rb; andorb, in symmetrysymby angledegrees.
With angle= 0 the orbitals are exchanged. S&&RGHor other possibilities to manipulate
orbitals. INUHF, only the3-spin orbitals are rotated.
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14.5 Using additional point-group symmetry

SinceMOLPROcan handle only Abelian point-groups, there may be more symmetry than ex-
plicitly used. For instance, if linear molecules are treate@jpinstead ofC.,, the 5(X2_y2)-

orbitals appear in symmetry 2{). In other cases, a linear geometry may occur as a special
case of calculations i@s symmetry, and then one component of tiRerbitals occurs in sym-

metry 1 @'). The program is able to detect such hidden “extra” symmetries by blockings in the
one-electron hamiltonianand the overlap matri®. Within each irreducible representation, an
“extra” symmetry number is then assigned to each basis function. These numbers are printed
at the end of the integral output. Usually, the extra symmetries are ordered with increasing
guantum number of the basis functions. This information can be used to determine and fix the
extra symmetries of the molecular orbitals by means oR¥&icommand.

SYMirrep,syn(1),syn(2),,,syn(n)

syn(i) are the extra symmetries for the firsbrbitals in the irreducible representatiorep. For
instance, if you want that in a linear molecule the orbitals 1.1 to 3.Joaard 4.1, 5.15, the
SYMcard would read (calculation done with X,Y as symmetry generators):

SYM,1,1,1,1,2,2

If necessary, the program will reorder the orbitals in each iteration to force this occupation. The
symmetries of occupied and virtual orbitals may be specified. By default, symmetry contamina-
tions are not removed. Ifrep is set negative, however, symmetry contaminations are removed.
Note that this may prevent convergence if degenerate orbitals are present.

14.6 Expectation values

EXPECoper,opep,...,0peR

Calculates expectation values for one-electron operatpes;, opep, ..., Oper. See section
[4.13 for the available operators. By default, the dipole moments are computed. Normally, it
is recommended to use tli@EXPECirective if expectation values for other operators are of
interest. See sectidon 4113 for details.

14.7 Miscellaneous options

All commands described in this section are optional. Appropriate default values are normally
used.

14.7.1 Level shifts

SHIFT ,shifta,shiftb,nitord,nitcl

A level shift of shiftaandshiftb hartree fora- and3-spin orbitals, respectively, is applied. This
can improve convergence, but has no effect on the solutstnifta= —0.2 to —0.3 are typi-
cal values. The defaults ashifta= 0 andshifta= —0.3 in closed and open-shell calculations,
respectively, anghiftb= 0.

In open-shell calculations, the orbitals are reordered after each iteration to obtain maximum
overlap with the orbitals from the previous iteration. This takes only effectaitiend iterations.
The default imitord=maxit/4 if no start card is present anétord= 1 if a STARTcard is found.

If the iteration count is smaller thamitcl, only the closed-shell part of the Fock matrix is used
(defaultnitcl= 0).
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14.7.2 Maximum number of iterations

MAXIT,maxit

sets the maximum number of iterationsn@xit The default isnaxit= 30.

14.7.3 Convergence threshold

ACCulaccu

The convergence threshold is set to 10&ted. This applies to the square sum of the density
matrix element changes. The defaulatcu= 10.

14.7.4 Print options

ORBPRINTprint,test

This determines the number of virtual orbitals printed at the end of the calculation. By default,
print= 0, i.e., only the occupied orbitals are printguint= —1 suppresses printing of orbitals
entirely.test= 1 has the additional effect of printing the orbitals after each iteration.

14.7.5 Interpolation

IPOL ,iptyp,ipnit,ipstep,maxdis

This command controls DIIS interpolatioiptyp can be:

DIIS direct inversion of the iterative subspace. This is the default
and yields mostly fastest convergence.

DM obsolete. No effectin MOLPRO98

HFM obsolete. No effectin MOLPRO98

NONE No interpolation.

ipnit is the number of the iteration in which the interpolation staipstepis the iteration in-
crement between interpolationsaxdisis the maximum dimension of the DIIS matrix (default
10).

14.7.6 Reorthonormalization of the orbitals

ORTHhitort

In the RHF program, the orbitals are reorthonormalized after eniéoyt iterations. The default
is nitort= 8.

14.7.7 Direct SCF

DIRECT,options

If this card is present, the calculation is done in direct mode. See sgftion 8 for options. Normally,
itis recommended to use the glolEDIRECTcommand to request the direct mode. See section
for details.
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Table 8: Miscellaneous options for the SCF program
Option description
SHIFTA=shifta Level shift fora-spin orbitals (seSHIFT card).
SHIFTB=shiftb Level shift for -spin orbitals (seSHIFT card).
ACCURAaccu Convergence threshold (sA€Clcard).
ENERG¥thrden  Energy convergence threshold (default dependsamu).
UNOMINunomin  Minimum occpation number for UNO-CAS (default 0.02)
UNOMAxUnomax Maximum occupation number for UNO-CAS (default 1.98)
POTFAGpotfac  Scale factor for potential energy in first iteration (default 1.0)
IPTYP=iptyp Interpolation type (seBPOL card).
IPNIT =ipnit First iteration for DIIS interpolation (sd®OL card).
IPSTEP=ipstep lIteration increment for DIIS interpolation (séOL card).
MAXDIS=maxdis Max number of Fock matrices used in DIIS interpolation (default 10)
NITORD=nitord Parameter of reordering orbitals (S8dIFT card).

NITCL =nitcl Parameter for fock matrix (s€eHIFT card).
NITORT=nitort Parameter for orbital orthonormalization (S8R THcard).
MAXIT=maxit Maximum number of iterations (s&¢AXIT card).
NDRW&Endru Number of virtual orbitals printed, sé2RBPRINTcard).
NPREnprt Test print parameter.

JACOBI=jacobi  If nonzero, use Jacobi diagonalization.

14.7.8 Options

The OPTIONdirective can be used to set various miscellaneous options, including those de-
scribed before.

OPTIONoptiom=value;,optionp=value,,optiors=values,. ..

The following table list the available options:
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15 THE DENSITY FUNCTIONAL PROGRAM

Density-functional theory calculations may be performed using one of the following commands:

DFT calculate functional of a previously computed density.
KSor KS-SCF calls the closed-shell self-consistent Kohn-Sham program
RKSor RKS-SCF calls the spin-restricted open-shell Kohn-Sham program
UKSor UKS-SCF calls the spin-unrestricted open-shell Kohn-Sham program

Each of these commands may be qualified with the key-names of the functional(s) which are to
be used:

command, keyl, key2, key3,

If no functional keyname is given, the contents of the RO vector variabledDFis interpreted

as a list of functionals; IDF is empty, DFTNAMES examined; otherwise, the defaulti®A

(see below). Following this command may appear commands specifying options for the density-
functional code, followed, in the Kohn-Sham case, by further SCF options exactly as for the
Hartree-Fock programs.

On completion of the functional evaluation, or self-consistent Kohn-Sham calculation, the val-
ues of the individual functionals are stored in th@MrRovector variabldDFTFUNSthe total
is in DFTFUN and the corresponding individual functional nameBFINAME

Energy gradients are available for self-consistent Kohn-Sham calculations.

15.1 Density Functionals

In the following, ps andpg are thea andf3 spin densities; the total spin densitypis

The gradients of the density enter through

Oaa = Upa-Upa,0ps =Ups-UPp ,0up = Opa = UPa - UPp ;0 = Oaa + Oppg + 204p. (1)
Vv Oaa Vo8B
XC( 4/3 7X|3: 4/3 . (2)
Pa Pp
Ve = [%pq,up=0%pg,0="0q+0p. ®)

Additionally, the kinetic energy density for a set of (Kohn-Sham) orbitals generating the density
can be introduced through

a B
w = Y06 =Y |06 1=Ta+Tp. (4)
|

|
All of the available functionals are of the general form
F [Ps; P5; Oss, 055, Oss; Ts, T, Us, U] = / d*K (ps, Ps; Oss 055, 05, Ts, 5, Us, V) (5)

wheresis the conjugate spin &
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15.1.1 B86: Xapy

A. D. Becke,J. Chem. Phys. 84, 4524 (1986)

Divergence free semiempirical gradient-corrected exchange energy functional.

K Z_cpﬁ/3 (1+Bx3) (©)
. 1+yx3
where V3
3/3
C= > <4T[> ; (7)
B =0.0076 (8)
and
y=0.004 9)

15.1.2 B86MGCXaBy with Modified Gradient Correction

A. D. Becke, J. Chem. Phys. 85, 7184 (1986)

B86 with modified gradient correction for large density gradients.

2-4/3
K= Z —cpg/S - E’Xsips%’ (10)
S (1+)\X§)
where 13
3/3
c= > <4n> , (12)
3 =0.00375 (12)
and
A =0.007. (13)

15.1.3 B86R: Xapy Re-optimised
A. D. Becke, J. Chem. Phys. 107, 8554 (1997)

Re-optimised of B86 used in part 3 of Becke’s 1997 paper.

B =0.00787 (14)

15.1.4 B88C:

A. D. Becke, J. Chem. Phys. 88, 1053 (1988)

Correlation functional depending on tB86MGCexchange functional with empirical atomic
parameterd, andu. B8B6MGGhould be used in conjunction wiBB88C.
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K = _08paqu2 <1_ In(lq_'_q)>
-001 § psd7 <1 2'”(1“/22)) , (15)
. z
where
=t (X +Xp), (16)
1/3 -1
/3, BXapq
Xa =05 [ opg >4+ ——raTe (17)
( T @A)
2,1/3 -
x3 =05 | cpr/®+ BXBpBMS , (18)
2
1+)\XB)
t =0.63, (19)
Z= 2UXs, (20)
2.4/3 \ 1
xs = 0.5p5 cpg/"ﬂ-BXLS‘V5 , (21)
(1+AX3)
u=0.96, (22)
_ 1. Oss
d=r1s 20, (23)
c= > <4T[> 5 (24)
B =0.00375 (25)
and
A =0.007. (26)
15.1.5 BS88:
A. D. Becke, Phys. Rev. A. 38, 3098 (1988)
_ 4/3 Bx2
K=-2p <C+ 1+6[3xsarcsinf(xs)> ’ @)
where 13
3/3
o= (4"> (28)
and

B = 0.0042 (29)
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15.1.6 B95: Becke’s 1995 Correlation Functional

A. D. Becke, J. Chem. Phys. 104, 1040 (1995)

1-dependent dynamical correlation functional.

E Fe(ps, 0
K _ Z (ps Z 5, (30)
1+1 (x§+x§> s H(1+vXs)
where

E :s(pdapB)_s(pdao)_s(pﬁao)a (31)
| =0.0031 (32)

— 1. Uss
F=1s do. (33)
H = 3(6m%)*°pd*/5, (34)
v =0.038 (35)

ande(a, B) is the correlation energy per particle of the Local Spin Density Approxim@iarg2Q.

15.1.7 B97: B97=B97DF + 0.1943 Exact Exchange

A. D. Becke, J. Chem. Phys. 107, 8554 (1997)
B97DFis given by

K = (e(Pa.Pp) —€(Pa;0) —&(Pp,0)) (Ao+Awn(d, A1) +Azn?(d,Az))

+ 5 &(Ps,0) (Bo+Bin (x5, A2) + Ban?(xé,\2)) (36)
S
3/3\Y° 4/3 2 2/y2
5\ Ps (Co+Cm(xs,7\3) +Can (Xsa)‘3)) ) (37)
where
d= (X3 +Xp)/2, (38)
__u8
A= [0.94540.7471 —4.5961), (40)
B = [0.1737,2.3487,—2.4864, (41)
C = [0.80940.50730.7481, (42)
A = [0.006,0.2,0.004 (43)

ande(a, B) is the correlation energy per particle of the Local Spin Density Approxima@iarg2Q.
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15.1.8 B97R: B97 Re-parameterized by Hamprechtet al. B97R=B97R + 0.21 Exact Ex-
change
F. A. Hamprecht, A. J. Cohen, D. J. Tozer and N. C. Handy, J. Chem. Phys. 109, 6264 (1998)

Re-parameterization of th897 functional in a self-consistent procedure by Hampresthl.
B97RDFis given by

A= [0.9556890.788552 —5.47869), (44)
B = [0.08200112.71681 —2.87103, (45)
C = [0.7895180.5738050.660975 (46)

15.1.9 BR Becke-Roussel Exchange Functional

A. D. Becke and M. R. Roussel,Phys. Rev. A 39, 3761 (1989)

1
K — E Z pSUS) (47)
where
Us=—(1—e*—xe*/2)/b, (48)
x3e X
b= 49
8TD: (49)

andx is defined by the nonlinear equation

xe2¢/3 B 2Tl2/3p§/ 3

2 30, (50)
where
Qs = (Us—2yDs) /6, (51)
Oss
Dg=15— 4T)s (52)
and
y=1 (53)

15.1.10 BRUEGBecke-Roussel Exchange Functional — Uniform Electron Gas Limit

A. D. Becke and M. R. Roussel,Phys. Rev. A 39, 3761 (1989)
As for BRbut withy = 0.8.

15.1.11 BWBecke-Wigner Exchange-Correlation Functional

P. A. Stewart and P. M. W. Gill,J. Chem. Faraday Trans. 273,183 (1995)

Hybrid exchange-correlation functional comprising Becke’s 1998 exchange and Wigner’s spin-
polarised correlation functionals.

- /3,2
_ 4 PaPp d ! 4/3 Bpg Xs
= (H p1/3> +Zap3 1+ 6BXs arcsinkxs)’ 549
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where 5/ g\
a= ~5 <4n> , (55)
B =0.0042 (56)
c=0.04918 (57)
and
d = 0.349 (58)

15.1.12 CS Colle-Salvetti correlation functional

R. Colle and O. Salvetti, Theor. Chim. Acta 37, 329 (1974); C. Lee, W. Yang and R. G. Parr,
Phys. Rev. B 37, 785(1988)

CS2is defined through

where
b= S (60)
= 2-2 (61)
fw = ;g—;u (62)

and the constants ase= 0.04918b = 0.132 ¢ = 0.2533d = 0.349.

CS1lis formally identical toCS2, except for a reformulation in which the terms involviogire
eliminated by integration by parts. This makes the functional more economical to evaluate. In
the limit of exact quadratur€S1andCS2are identical, but small numerical differences appear
with finite integration grids.

CSis an alias folCS1

15.1.13 G96: Gill's 1996 Gradient Corrected Exchange Functional

P. M. W. Gill, Mol. Phys. 89, 433 (1996)

1
K= Zpg/s <0( — 137X2/2> ) (63)

o= —g (3>1/3. (64)

where
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15.1.14 HCTH93

F. A. Hamprecht, A. J. Cohen, D. J. Tozer and N. C. Handy, J. Chem. Phys. 109, 6264 (1998)

The original HCTH functional with parameters optimized on a set of 93 training systems.

K = (&(Pa,Pp) — €(Pa; 0) — €(Pp, 0)) (Ao + AN (d, A1) +Aon?(d, A1) +Agn3(d, A1) +Aan’(d, A1)
+ 3 €(ps,0) (Bo+Bin (X3, A2) + Ban?(x&, A2) + Ban’(X&,A2) +Ban* (x5, A2))
S

3 3 1/3
—( ) 02 (Co+ Cin(@.As) + CanP(CAs) + Can3 0 Ae) + Can*0.As)) . (65)

2 \ 4n
where

d=(X& +X3)/2 (66)
e = s ©7)
A= [0.729973.35287 —11.543 8.08564 —4.47857, (68)
B =[0.222601—0.0338622—0.012517 —0.8024961.55396, (69)
C = [1.0932 —0.7440565.5992 —6.785494.49357, (70)
A =[0.006,0.2,0.004 (71)

ande(a, B) is the correlation energy per particle of the Local Spin Density Approxima@iarg2Q.

15.1.15 HCTH12Q

A. D. Boese, N. L. Doltsinis, N. C. Handy and M. Sprik, J. Chem. Phys. 112, 1670 (2000)

HTCH optimized on a set of 120 training systems extending the setG¥H93to include
Anionic atoms and molecules?®row anions and H-bonded dimers.

A=[0.514736.9298 —24.707,23.110,—11.323, (72)
B =[0.48951 —0.2607,0.4329 —1.9925 2.4853, (73)
C=[1.09163-0.74725.0783 —4.10751.1717 (74)

and
A =[0.006,0.2,0.004. (75)

15.1.16 HCTH147

A. D. Boese, N. L. Doltsinis, N. C. Handy and M. Sprik, J. Chem. Phys. 112, 1670 (2000)

HTCH optimized on a further extended set of 147 training systems.

A= [0.542357.0146 —28.382 35,033 —20.428, (76)
B = [0.56258 —0.0171 —1.3064 1.0575 0.8854, (77)
C = [1.09025—0.79925.5721 —5.8676 3.0454 (78)

and
A =[0.006,0.2,0.004. (79)
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15.1.17 LTA: Local T Approximation

J. P. Perdew and Y. Wang, J. Chem. Phys. 111, 911 (1999)

LSDA exchange functional with density represented as a functian of

K= % Z E(21s), (80)
where
- 4/5
E(a)=c (3(%2)2/3> (81)
and 5 /a3
c= ~2 <n> . (82)

15.1.18 LYP: Lee, Yang and Parr Correlation Functional

C. Lee, W. Yang and R. G. Parr, Phys. Rev. B 37, 785(1988); B. Miehlich, A. Savin, H
and H. Preuss, Chem. Phys. Letters 157, 200 (1989)

ApappZ
K = 4p"‘ppB -+ ABwO (papp (47— 73) /18— 2p?/3)

+ Y ABw (Psps<8 2/3ep¥3 — (5/2—5/18) Oss— Mﬂ’s"ss) _

9
T (20%/3- 2) og) , (83)
where c
w=e Pzp /3 (84)
c+dZ
B =0.04918 (86)
A=0.132 (87)
c=0.2533 (88)
d=0.349 (89)
3 2/3
e= 2 (317) (90)
and
d \ L
2= (1.4) " o

15.1.19 MKOQ Exchange Functional for Accurate Virtual Orbital Energies

F. R. Manby and P. J. Knowles, J. Chem. Phys. 112, 7002 (2000)

3np?
K=-—§ "5
Z Ts— Us/4

S

(92)

. Stoll
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15.1.20 MKOOB Exchange Functional for Accurate Virtual Orbital Energies

F. R. Manby and P. J. Knowles, J. Chem. Phys. 112, 7002 (2000)
MKOOwith gradient correction of the form &88X.

3 4/3
K=y - oes , 93)
~ Ts—Us/4 1+ GBxsarcsmhixs)
where
B=0.0016 (94)
15.1.21 P86:
J. P. Perdew, Phys. Rev. B 33, 8822 (1986)
VWNwith gradient correction.
B e ®C(r)o
K=pet—am (95)
where
3\ /6
“(aw) 0
Pa —Pp
(=—F5 (97)
p
_9 43,9 0 a3 9
y=g @+ +5 Q=07 =7, (99)
4N=N)
h= o1y, L 100
9213 1w (100)
A =d(ka,l1,m, ), (101)
A =q(k,l2,mp, np), (102)
w = (K, 3, M, N3), (103)
2 cd
q(A, p,c,d) = A(In (xoi(c d)> + 5 )arctan(%(erg)
2 Q(c,d)
~XTped) ('” < ((xc)d)> +2 (C(+ p)) arctar( 3. ))) (104)
Q(c.d) = v4d—¢2, (105)
X(i,c,d) =i?+ci+d, (106)
d=0. 007390075L, (107)
C(r)p’/s
0.002568+ ar -+ Br?
- 109
C(r) = 0.001667+ T Er T 523 100066 (109)

z=0.11, (110)
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o = 0.023266
B = 0.000007389
£=8723
5=0.472
k = [0.03109070.01554535—1/ (6m0),
| = [~0.10498 —0.325 —0.0047584,
m = [3.727447.060421.13107

and
n=[12935218.0578 13.0045.

15.1.22 PBE PBE = PW91C + PBEX

J. P. Perdew, K. Burke and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996)

15.1.23 PBEOG PBEO = 0.75PBEX + PW91C + 0.25 Exact Exchange

C. Adamo and V. Barone, J. Chem. Phys. 110, 6158 (1999)

15.1.24 PBEX PBE Exchange Functional

J. P. Perdew, K. Burke and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996)

1

where

/
E(n) = (f[)l (),

_ Xs
2(6m2)Y%
-1
F(S) = 1+R— R<1+ “:2> ,
R=0.804

n=312/3

and
0=0.066725

99

(111)
(112)
(113)
(114)
(115)
(116)
(117)

(118)

(119)

(120)

(121)

(122)

(123)
(124)

(125)
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15.1.25 PW86

J. P. Perdew and Y. Wang, Phys. Rev. B 33, 8800 (1986)

K= E(2ps), (126)
where
3/3\ Y3
E(n) =7 <n) n*3F(9), (127)
F(S) = (1+1.2968 + 145" 4 0.25°) /% (128)
and X
" 2o o

15.1.26 PW91 PW91=PW91X+PW91C

J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A. Jackson, M. R. Pederson and C. Fiolhais, Phys.
Rev. B 46, 6671 (1992)

15.1.27 PW91CPerdew-Wang 1991 GGA Correlation Functional

J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A. Jackson, M. R. Pederson and C. Fiolhais, Phys.
Rev. B 46, 6671 (1992)

K =p (&(pa,Pg) +H(d,pa,Pp)) , (130)
where 16

_ Vo T
9= 20(pa.pp) () (31
u(o,B) = { (142, B+ (1-2(c.B)*°} /2 (132)
H(d,a,B) = L(d,a,B) + J(d,a,B), (133)

_ U3(py, pph? 1 (d?+A(a,B)d?)
L(d.a,B) = ——5"—In <1+2)\ T AT R ) (134)
_ U4(PG~P|3)d2
J(d,a,B) =V (¢(r(a,B)) —k —3Z/7) u(pq, pp)d%e ), (135)
o1 [ —2eeB -1

A0, B) =~ (e wipa PN 1> : (136)
| = 0.09, (137)
A = VK, (138)

3\ 1/3
V= 16<n> : (139)
K = 0.004235 (140)

Z = —0.001667 (141)
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o(r) =6(r) - Z, (142)

= 2
o(r) = 10100 1f f??v?g i fz)ibr?” (143)
= =23.266, (144)
@ = 0.007389 (145)
A=8.723 (146)
Y =0.472 (147)

ande(a, B) is the correlation energy per particle of the Local Spin Density Approxim@iarg2Q.

15.1.28 PW91XPerdew-Wang 1991 GGA Exchange Functional

J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A. Jackson, M. R. Pederson and C. Fiolhais, Phys.
Rev. B 46, 6671 (1992)

1
K=3 Y E(ps), (148)
where
3(3\"° 43
. Xs
S (an)l 7 (150)
and
1+ 0.196453arcsini{7.79565) + (0.2743— 0.1508e*10092) &
F(S = 151
S 1+ 0.19645Sarcsint{7.7956S) + 0.004S* (151)
15.1.29 PW92CLocal Spin Density Approximation Correlation Energy
J. P. Perdew and Y. Wang, Phys. Rev. B 45, 13244 (1992)
Electron-gas correlation energy.
K = pe(Pa,Pp). (152)
where
e(a,B) = er(a,p),T,Us,V1,Wh, X1, Y1, Pr)
e(r(a, ), T, Uz, V3, W, X3, Y3, Ps)w(Z (a1, B)) (1 — Z*(at, B)) /c
+ (e(r( ) T27U27V27VV27X27Y27P2)
- e(r(O( B) T]_,U]_,V]_,W]_,X]_,Y]_,P]_))(O(Z(G,B))Z4(G,B), (153)
3 1/3
ra,p)=(-————— 154
@B~ (grasg) - (154)
a—p
a 155
@B =g (155)
(142" 1-2Y3-2
(*)(Z) - 24/3 ) ’ (156)
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1
e(r7t7u7V7W7X7y7 p):_zt(1+ur>|n <1+2t > )

(V\/T 4+ wr +xr3/2 4 yrp+1)
c=1.709921
T = [0.0310910.0155450.016887,

U = [0.213700.205480.11125,
V = [7.5957,14.118910.357,
W = [3.58766.1977,3.6231,
X = [1.63823.3662 0.88026,

Y =1[0.492940.625170.49671

and

P=1[1,1,1].

LSDACandLSDCare aliased t®#W92C

15.1.30 S: Slater-Dirac Exchange Energy

J. C. Slater, Phys. Rev. 81, 385 (1951)

K=-c¥pd?
S

where

15.1.31 THIL

D. J. Tozer and N. C. Handy, J. Chem. Phys. 108, 2545 (1998)

Density and gradient dependent first row exchange-correlation functional.

n
K="% wRSXY,
2, RSN
where
n=21
R = pl +pp,

_ pC(_pB>ZUi
o (o)

Vi Vi
Ouk + oB'éz

- 2p4Vi / 3 ’

Y= <Om+cﬁﬁ_zvomv0m "
I — ’
08/3

t= [7/6,4/3,3/2,5/3,4/3,3/2,5/3,%,3/2,5/3,
¥.2,3/2,5/3,1.2,7/6,4/3,3/2,5/3,1],

102

(157)

(158)
(159)
(160)
(161)
(162)
(163)
(164)

(165)

(166)

(167)

(168)

(169)
(170)

(171)

(172)

(173)

(174)
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u=10,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,0], (175)
v=[0,0,0,0,1,1,1,1,2,2,2,2,0,0,0,0,0,0,0,0,0], (176)
= [07 O’ 07 0? O’ 07 07 O? 07 O’ 07 07 1’ 1? 17 17 07 O’ 07 07 O] (177)
and
w = [-0.7282550.331699—-1.029460.235703—-0.08762210.140854
0.0336982-0.03536150.00497930—-0.06459000.0461795
—0.00757191-0.002427170.0428140—0.07448910.0386577
—0.3525192.19805 —3.72927 1.944410.1288717. (178)
15.1.32 TH2:

D. J. Tozer and N. C. Handy, J. Chem. Phys. 102, 3162 (1998)
Density and gradient dependent first row exchange-correlation functional of theTtetrbut
with

n=19, (179)

t= [12,7/6 4/3,3/2,5/3, 12,3/2 5/3,1 3 15/3,

i 5/3, 3 12 7/6,4/3,3/2,5/3], (180)
u=[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1], (181)
v=1[0,0,0,0,0,1,1,1,1,2,2,2,0,0,0,0,0,0,0], (182)

= [O’ 0’ 07 O’ 07 07 07 07 O’ 0) 07 O’ 1? 17 17 07 O’ 07 0] (183)
and
w = [0.678831-1.758211.27676—1.607890.365610
—0.1813270.1469730.147141-0.0716917-0.0407167
0.0214625-0.0007681560.0310377—0.07203260.0446562
—0.2668021.50822 —1.945150.679078. (184)
15.1.33 TH3:

D. J. Tozer and N. C. Handy, Mol. Phys. 94, 70 (1998)

Density and gradient dependent first and second row exchange-correlation functional of the form
TH2 but with

t= [7/6 4/3,3/2,5/3,11 3/2 5/3 11 5/3
1 25/3 1 27/64/33/2,5/3,1] (185)

u=10,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,0], (186)
v=1[0,0,0,0,1,1,1,1,2,2,2,0,0,0,0,0,0,0,0], (187)
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w=[0,0,0,0,0,0,0,0,0,0,0,1,1,1,0,0,0,0,0] (188)
and
w = [-0.142542-0.783603—-0.1888750.0426830—0.304953
0.430407 —0.09976990.00355789—-0.03443740.0192108
—0.002309060.0235189—-0.03311570.01213160.441190
—2.271674.03051 —2.280740.0360204. (189)
15.1.34 TH4:

D. J. Tozer and N. C. Handy, Mol. Phys. 94, 70 (1998)

Density an gradient dependent first and second row exchange-correlation functional of the form
TH2 but with

t= [7/6,4/3,3/2,5/3,11,3/2,5/3,4 5/3,

H25/3,%,27/6,4/3,3/2,5/3, 1], (190)
u=1[0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,0], (191)
v=1[0,0,0,0,1,1,1,1,2,2,2,0,0,0,0,0,0,0,0], (192)
w=[0,0,0,0,0,0,0,0,0,0,0,1,1,1,0,0,0,0,0] (193)

and

w= [0.0677353—-1.06763 —0.04190180.0226313—-0.222478
0.283432-0.0165089—-0.0167204—0.03323620.0162254
—0.0009841190.0376713—-0.06534190.02228350.375782
—1.906753.22494 —1.68698 —0.0235810. (194)

15.1.35 THGFL

D. J. Tozer, N. C. Handy and W. H. Green, Chem. Phys. Lett. 273, 183 (1997)

Density dependent first row exchange-correlation functional for closed shell systems.

K= iioqRi, (195)
where
n=4, (196)
R = o+ (197)
t=[7/6,4/3,3/2,5/3] (198)
and

w=[—1.061410.898203—-1.344390.302369. (199)
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15.1.36 THGFC

D. J. Tozer, N. C. Handy and W. H. Green, Chem. Phys. Lett. 273, 183 (1997)

Density and gradient dependent first row exchange-correlation functional for closed shell sys-
tems. Total energies are improved by adddy, whereN is the number of electrons and
D =0.1863.

n
K=Y wRX, (200)
2,
where
n=12 (201)
R = pl +pp, (202)
ool 1+ o\géz
— 72‘)4\/' Ve (203)
t=1[7/6,4/3,3/2,5/3,4/3,3/2, 5/3 3/2 5/3 ] (204)
v=1[0,0,0,0,1,1,1,1 2, 2, 2,2 (205)
and
w = [-0.8644480.565130—-1.273060.309681—0.2876580.588767
—0.2527000.02235630.0140131—-0.08266080.0556080
—0.00936227. (206)

15.1.37 THGFCFO

D. J. Tozer, N. C. Handy and W. H. Green, Chem. Phys. Lett. 273, 183 (1997)

Density and gradient dependent first row exchange-correlation functional. The closed- and
open-shell parts are fitted to training sets of closed- and open-shell systems independently.

n
K= glmasm, (207)

i=

where
n= 20, (208)
R = P4+ P (209)
2Uij
5 <“p%> , (210)
O +GB'{5
Oaa +0pp 2+/0qa Opp

Y= ( mam (212)

t= [7/6 4/3 3/2,5/3,4/3,3/2,5/3,%,3/2,5/3,
11 23/2,5/3, 1L 2,7/6,4/3,3/2,5/3), (213)
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u=10,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1], (214)
v=1[0,0,0,0,1,1,1,1,2,2,2,2,0,0,0,0,0,0,0,0], (215)
w=[0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,0,0,0,0] (216)
and
w= [—0.8644480.565130—1.273060.309681 —0.287658

0.588767—-0.2527000.02235630.0140131—-0.0826608
0.0556080—0.00936227—0.006771460.0515199—-0.0874213
0.04238270.431940—-0.691153—-0.6378661.075685. (217)

15.1.38 THGFCO

D. J. Tozer, N. C. Handy and W. H. Green, Chem. Phys. Lett. 273, 183 (1997)

Density and gradient dependent first row exchange-correlation functional of thé&@R@but
fitted to a training both set of open- and closed-shell systems.

w= [—0.9629980.860233—-1.540920.381602—-0.210208
0.391496-0.107660—0.01053240.00837384—0.0617859
0.0383072—-0.00526905—-0.003815140.0321541—-0.0568280
0.02885850.368326 —0.328799—-1.225951.36412. (218)

15.1.39 VSXC

T. Van Voorhis and G. E. Scuseria, J. Chem. Phys. 109, 400 (1998)

K = F(X,zps,0s,r3,t3,U3V3,03) (£(Pa, Pg) — €(Pa;0) — (P, 0))
+ Z (95)4/3F(Xs, Zs, P1, 1, rlvtla ulavlaal)
S

+d58(p57 O)F(X57 ZS7 p27 q27 r27t27 U2,V2,G2), (219)
where

X=Xa +Xg (220)

T
Zs = % — G, (221)

Ps

_Ta Tp
X
P pé+cz  dxt+elz+ 7

F(X?Z7 p7q7C7d?e7f’G) = )\(X,Z’G) }\2<X’Z,G) )\3(X,Z,G) ) (224)
Axza)=1+a (X¥*+2), (225)
o =3(3m) 7% s, (226)

p=[-0.98,0.32710.7035, (227)
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q=[—0.003557—0.032290.007695, (228)
r = [0.00625 —0.029420.05153, (229)

— [~0.000023540.0021340.00003394, (230)
= [~0.0001283—0.005452—0.001269, (231)
v = [0.00035750.015780.001296, (232)
a = [0.0018670.0051510.00305 (233)

ande(a, B) is the correlation energy per particle of the Local Spin Density Approxim@iarg2Q.
VS99 is aliased to/SXC

15.1.40 VWNVosko-Wilk-Nusair (1980) local correlation energy

S. H. Vosko, L. Wilk and M. Nusair, Can. J. Phys. 58, 1200 (1980)

K=pe, (234)
where
(=P (236)
p
e=A+ay(1+hi?), (237)
_9 a3 9 1 g3 9
4N—N)
h=—un —~+ — 239
9@F-1)a - (239)
N = q(ka,l1,mg,ng), (240)
A =q(kp,l2,mp,ny), (241)
= q(ks,l3,mg,nz), (242)
2 d
q(A, p,c,d) = (In (m) - %arctan(%&‘;»
2 d)
() (In < ((Xc)d)) +2 (CJ(F p)) arctarf 3¢9 ))) (243)
Q(c,d) = v4d—c? (244)
X(i,c,d) =i24ci+d, (245)
k = [0.03109070.01554535—1/ (61)], (246)
| =[—0.10498 —0.325,—0.0047584, (247)
— [3.727447.060421.13107 (248)
and

n=[12935218.0578 13.0045. (249)
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15.1.41 Alias functional descriptions

Additional functional keywords are also defined as convenient aliases. The following table gives
the translations.

LDA S+VWN

DIRAC S

B88 B

B88X B

LYP88 LYP

B-LYP B88+LYP88

B3LYP 0.72*B88+0.08*S+0.81*LYP88+0.19*VWN+0.2*exact
exchange

B97 B97DF+0.1943*exact exchange

B97R B97RDF+0.21*exact exchange

PBEO PBEODF+0.25*exact exchange

LSDAC PW92C

LSDC PW92C

VS99 VSXC

15.2 Options

The following options may be used to control the operation of the DFT modules. In the Kohn-
Sham case, these may B®lowed by further options for the SCF program as described in
Sectior] T4. Note that DFT and SCF options cannot be intermixed.

15.2.1 Density source@ENSITY, ODENSITY)

DENSITY,orbc.fileg... ODENSITYorbo.fileq...

For non-self-consisteFT calculations, specifies the source of the density matrix. The total
density is read fronorbc.fileg with further options specifying density sets in the standard way
as described in Sectign 2]1I@DENSITYcan be used to specify the spin density. The defaults
are the densities last written by an SCF or MCSCF program.

15.2.2 ThresholdsTHR

THRkeyl=valuel, key2=value2
Sets various truncation threshold#gycan be one of the following.
TOTAL Overall target accuracy of density functional. Defaults to the

value of thg global threshdlENERGYFor proper use of this
threshold, other thresholds should be left at their default value

of zero.
ORBITAL Orbital truncation threshold.
DENSITY Density truncation threshold.

FOCK Fock matrix truncation threshold.



15 THE DENSITY FUNCTIONAL PROGRAM 109

15.2.3 Exact exchange computatiorEXCHANGE

EXCHANGactor

For Kohn-Sham calculations, compute exchange energy according to Hartree-Fock formalism
and add the contribution scaled factor to the fock matrix and the energy functional. Other-
wise, the default ifactor=0, i.e., the exchange is assumed to be contained in the functional, and
only the Coulomb interaction is calculated explicitly.

FACTORacl, fac2, ...

Provide a factor for each functional specified. The functionals will be combined accordingly.
By default, all factors are one.

15.2.4 Exchange-correlation potential POTENTIAL)

POTENTIALrec.fil

For stand-alone DFT calculations, compute exchange-correlation potential pseudo-matrix ele-
ments, defined formally as the differential of the sum of all specified functionals with respect to
elements of the atomic orbital density matrix. The matrix is written to remrdn file fil.

15.2.5 Grid blocking factor (BLOCK

BLOCKnblock

Respecify the number of spatial integration points treated together as a block in the DFT inte-
gration routines (default 128). Increasiniglockmay enhance efficiency on, e.g., vector archi-
tectures, but leads to increased memory usage.

15.2.6 Dump integrand valuesDUMP

DUMHile,status

Write out values of the integrand at grid points to the file. The first line offile contains

the number of functional components; there then follows a line for each functional giving the
input key of the functional. Subsequent lines give the functional number, cartesian coordinates,
integrand value and integration weight with Fortran for2t3F15.10,F23.15)

15.3 Examples

The following shows the use of both non-self-consistent and self-consistent DFT.

geometry={c;n,c,r}

r=1.1 angstrom

df=[b,lyp]

rhf;method(1)=program
dft;edf(1)=dftfun
uhf;method(2)=program
dft;edf(2)=dftfun
uks;method(3)=program,edf(3)=dftfun
dft;method(4)=program,edf(4)=dftfun
table,dftname,dftfuns
table,method,edf

examples/
cndft.com
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15.4 Numerical integration grid control (GRID)

Density functionals are evaluated through numerical quadrature on a grid in three-dimensional
space. Although the sensible defaults will usually suffice, the parameters that define the grid
can be specified by using tl&RID top-level command, which should be presentetbrethe

data for the DFT or KS calculations that will use the grid.

GRID,orb.file,status

The integration grid is stored on recoodb.file (default 1800.2). The information on disk con-

sists of two parts: the parameters necessary to define the grid, and a cache of the evaluated grid
points and weights. The latter is flagged as ‘dirty’ whenever any parameters are changed, and

whenever the geometry changes; if the cache is dirty, then when an attempt is made to use the
grid, it will be recalculated, otherwise the cached values are used.

If statusis OLD an attempt to restore the grid from a previous calculation is performed; effec-
tively, the old grid provides a template of parameters which can be adjusted using the parameter
commands described below.difatusis NEWthe grid is always created with default parameters.

If statusis UNKNOW(the default), a new grid is created either if recorf).file does not exist;
otherwise the old grid is used.

TheGRID command may be followed by a number of parameter-modifying subcommands. The
currently implemented default parameters are equivalent to the following input commands.

THR,1e-5,0,0
RADIAL,LOG,3,1.0,20,25,25,30
ANGULAR,LEBEDEV,0.0,0.0
LMIN,3,5,5,7
LMAX,53,53,53,53
VORONOI,10

SAVE

SYM

15.4.1 Target quadrature accuracy THR

THRaccaccr,acca

Specify the target accuracy of integration. Radial and angular grids are generated adaptively,
with the aim of integrating the Slater-Dirac functional to the specified accuaacys an overall

target accuracy, and is the one that should normally be used; radial and angular grid target
accuracies are generated algorithmically from it. However, they can be adjusted individually by
specifyingaccr andaccarespectively.

15.4.2 Radial integration grid (RADIAL)

RADIAL,method,mscale,@, Ny, Ny, N3

Specify the details of the radial quadrature scheme. Four different radial schemes are available,
specified bymethod= EM BECKE AHLRICHSor LOG with the latter being the default.

EMis the Euler-Maclaurin scheme defined by C. W. Murray, N. C. Handy and G. J. Laming,
Mol. Phys. 78 (1993) 997, for which the default value is 2, is defined in equation (6) of the

above as
X
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whilst scale(default value 1) multiplied by the Bragg-Slater radius of the atom gives the scaling
parameten.

LOGis the scheme described by M. E. Mura and P. J. Knowles, J. Chem. Phys. 104 (1996)
9848. It is based on the transformation

r=—alogy(1—x™), (251)

with 0 < x < 1 and simple Gauss quadraturexispace. The recommended valuewfis 3 for
molecular systems, giving rise to the Log3 gnid;=4 is more efficient for atomsu is taken to
be scaletimes the recommended value foigiven by Mura and Knowles, argtaledefaults to
1.

BECKEis as defined by A. D. Becke, J. Chem. Phys. 88 (1988) 2547. It is based on the

transformation (11%
+X
= 252
=01y (252)
using points in-1 < x < +1 and standard Gauss-Chebyshev quadrature of the second kind for
the x-space quadrature. Becke chose his scaling parameters to be half the Bragg-Slater radius
except for hydrogen, for which the whole Bragg-Slater radius was used, and Setiilego a

value other than 1 allows a differeatto be usedmmy is not necessary for this radial scheme.

AHLRICHS:is the radial scheme defined by O. Treutler and R. Ahlrichs, J. Chem. Phys. 102
(1995) 346. It is based on the transformation their M4 mapping

a

2
0.6
= - (1+x) Ioge< x)’ (253)

with using standard Gauss-Chebyshev quadrature of the second kind fesgihee integration.
m, is not necessary for this radial scheme.

No, N1, N2, N3 are the degrees of quadrature(see equation (3) of Murray et al.), for hydro-
gen/helium, first row, second row, and other elements respectively.

accr as given by th@HRcommand specifies a target accuracy; the number of radial points is
chosen according to a model, instead of using an exmiiciT he stricter ofn;, accr is used,
unless either is zero, in which case it is ignored.

15.4.3 Angular integration grid (ANGULAR

ANGULARnethoc_i,acQa,crowd
LM|N,|6mn, |:an|n7 |£n|n7 |én|n
LMAXISnaX, |£nax7 |5nax’ |g’|ax

Specify the details of the angular quadrature scheme. The default chometfuwds LEBEDEV

(ie. asin A. D. Becke, J. Chem. Phys. 88 (1988) 2547) which provides angular grids of octahe-
dral symmetry. The alternative choice fmethodis LEGENDREvhich gives Gauss-Legendre
guadrature i@ and simple quadrature ip as defined by C. W. Murray, N. C. Handy and G. J.
Laming, Mol. Phys. 78 (1993) 997.

Each type of grid specifies a family of which the various members are characterized by a sin-
gle quantum number, spherical harmonics up to degreare integrated exactlylmin; and
Imax,i = 0,1,2,3 specify allowed ranges ¢ffor hydrogen/helium, first row, second row, and
other elements respectively. For the Lebedev grids, if the valligsafot one of the set imple-
mented in MOLPRO(3, 5, 7,9, 11, 13, 15, 17, 19, 23, 29, 41, 47, 53), thisrincreased to give
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the next largest angular grid available. In general, different radial points will have different
and in the absence of any moderation described below, will be takenff8m

crowdis a parameter to control the reduction of the degree of quadrature close to the nucleus,
where points would otherwise be unnecessarily close together; larger values of crowd mean less
reduction thus larger grids. A very large value of this parameter, or, conventionally, setting it
c;to zero, will switch off this feature.

accais a target energy accuracy. It is used to reduice a given radial point as far as possible
below "™ but not lower than™®*. The implementation uses the error in the angular integral of
the kernel of the Slater-Dirac exchange functional using a sum of approximate atomic densities.
If accais zero, the global threshold is used instead, or else it is ignored.

15.4.4 Atom partitioning of integration grid (VORONO)

VORONGQM,

Controls Becke-Voronoi partitioning of space. The algorithm of C. W. Murray, N. C. Handy and
G. J. Laming, Mol. Phys. 78 (1993) 997 is used, withdefined by equation (24). The default
value is 10.

15.4.5 Grid caching SAVE, NOSAVE

NOSAVE

disables the disk caching of the grid, i.e, forces the recalculation of the grid each time it is
needed.

SAVE

forces the use of a grid cache where possible.

15.4.6 Grid symmetry SYM,NOSYM

NOSYM
switches off the use of symmetry in generating the integration grid, whereas
SYM

forces the use of any point-group symmetry.

15.4.7 Grid printing (PRINT)

PRINT key=value...

controls printing of the grid, which by default is not done. At present, the only possible value
for keyis GRID, andvalueshould be specified as an integ&RID=0 causes the total number
of integration points to be evaluated and report@&ID=1 additionally shows the number of
points on each aton®RID=2 causes the complete set of grid points and weights to be printed.
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16 ORBITAL LOCALIZATION

Localized orbitals are calculated according to the Boys or Pipek-Mezey criteria. Localization
takes place within each symmetry species separately. If complete localization is desired, no
symmetry should be used. All subcommands can be abbreviated by three characters.

The localization program is invoked by th© CALI command
LOCALI [,method

The keywordmethodcan be eitheBOYSor PIPEK. By default, the valence orbitals from

the last energy calculation are localized using the Boys criterion. Only orbital subsets which
leave the energy invariant are transformed. These defaults can be modified using the optional
commands described in the following sections.

16.1 Defining the input orbitals (ORBITAL)

ORBITAL,record.filgspecifications

The orbitals to be localized are read from dump receotrd.file A state specific orbital set can
be selected usingpecificationsas explained in section 2]16. Default are the orbitals calculated
last.

16.2 Saving the localized orbitals$AVE

SAVErecord.file

This specifies the dump record where the localized orbitals are stored. If the dump record
already exists, the localized orbitals are added to it. Default is the input recodRE&ITAL).

16.3 Choosing the localization methodIETHOP

METHOI[mnethod

The localization methodhethodcan be eitheBOYSor PIPEK. This can also be specified as
argument on the OCALLI card (see above).

16.4 Delocalization of orbitals DELOCAIl

DELOCAL

If this card is present, the orbitals are delocalized.

16.5 Localizing AOsCOCAQ

LOCAO

If this card is present, the number of AOs contributing to each MO is minimized. This can be
useful to rotate degenerate orbitals (e.g., pX, py, pz in an atom) so that pure orbitals (in this case

pX, py, pz) result.
This implies Pipek-Mezey localization.
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16.6 Selecting the orbital space
By default, only the valence orbitals are localized, in order to ensure invariance of subsequent

electron correlation treatments. This behaviour can be modified usif@@andCORHKlirec-
tives.

16.6.1 Defining the occupied spac®©CQ

OCCo04,0;...

defines the highest orbitgj in each symmetryto be localized.
16.6.2 Defining the core orbitals CORE

COREc¢y, Co...

The firstc; orbitals in each symmetry are treated as core orbitals and not localized. Thus, orbitals
¢ + 1 too; are localized in symmetry

16.6.3 Defining groups of orbitals GROUPOFFDIAG

GROUPrbl,orb2,0rb3,...

This card defines groups of orbitals to be localized as follows:

GROUP,1.1,2.1,3.1 a group of orbitals 1-3 in symmetry 1
GROUP,1.1,-3.1 equivalent to previous example
GROUP,3.1,5.1,-8.1 this group includes orbitals 3,5,6,7,8 in symmetry 1

Orbitals in different groups are localized independently. Orbitals not included in any group are
unchanged.

16.6.4 Localization between groups@FFDIAG

OFFDIAG

If this card is present, localize between groups instead of within groups.

16.7 Ordering of localized orbitals

ORDERype
If typeeCHARGREhe orbitals are ordered according to their charge centroids (default).

If type=FOCK the orbitals are ordered according to increasing diagonal elements of the fock
operator (PIPEK) or increasing Coulson-additive orbital energies (BOYS). This requires a Fock
operator from the preceding energy calculation. For localization of Hartree-Fock orbitals, this
operator is stored in the dump record and automatically found. For localization of MCSCF
orbitals, an effective fock operator is computed from the MCSCF density matrioERSITY

option). Alternatively, a dump record of a previous SCF calculation can be specified on the
FOCKcard, and then the fock operator is read from this record. For degenerate orbitals, further
ordering according to the the coordinates of charge centres is attempted (first according to largest
z-coordinates, then according to x, then y).
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16.7.1 No reordering NOORDER

NOORDER

If this card is present, the localized orbitals are not reordered. This is useful if localized orbitals
are used as starting guess, and it is intended that their order remains unchanged.

16.7.2 Defining reference orbitalsREFORB

REFORBecord.filgespecifications

The localized orbitals are reordered such that the overlap with the reference orbitals read from
record.fileis maximized. This is useful for local correlation treatments for keeping the order of
the localized constant for different geometries. A state specific orbital set can be selected using
specificationsas explained in secti¢n 2]16.

16.7.3 Selecting the fock matrix FOCHK

FOCKrecord.file

This specifies a record holding a Fock operator to be used for ordering the orbitals. Note that
only SCF dump records hold fock operators. Default is the Fock operator from the energy
calculation which produced the input orbitals.

16.7.4 Selecting a density matrix@ENSITY)

DENSITY,record.filespecifications

This specifies a record holding a density matrix for construction of a fock operator used for
ordering the orbitals. This can be used if no fock operator is available, and has only an effect for
MCSCF localizations. By default, the (state averaged) MCSCF density is used. A state specific
density matrix can be selected ussyuecificationss described in sectipn 2]16.

16.8 Localization thresholds THRESH

THRESHhresh,eorder

threshis a threshold for localization (default 1.d-12). dérderis nonzero (default 1.d-4), the
orbitals whose energy difference is smaller treender are considered to be degenerate and
reordered according to the position of their charge centres (see dectipn 16.7).

16.9 Printing options (PRINT)

PRINT,[ORBITAL=]pri [, CHARGH, CENTREF, TEST] [, TRAN;

If ORB[ITAL] is given, the localized orbitals are printed.

If CHA[RGE] or CEN[TRES] is given, the charge centres of the localized orbitals are printed.
If TRANIis given, the transformation matrix is printed (Boys only).

If TESTis given, intermediate information is printed.
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17 THE MCSCF PROGRAM MULTI

MULTI is a general MCSCF/CASSCF program written by
P. J. Knowles and H.-J. Werner (1984).

Bibliography:

H.-J. Werner and P. J. Knowles, J. Chem. Phys. 82, 5053 (1985).
P. J. Knowles and H.-J. Werner, Chem. Phys. Lett. 115, 259 (1985).

All publications resulting from use of this program must acknowledge the above. See also:

H.-J. Werner and W. Meyer, J. Chem. Phys. 73, 2342 (1980).
H.-J. Werner and W. Meyer, J. Chem. Phys. 74, 5794 (1981).
H.-J. Werner, Adv. Chem. Phys. LXIX, 1 (1987).

This program allows one to perform CASSCF as well as general MCSCF calculations. For
CASSCEF calculations, one can optionally use Slater determinants or CSRseale@tron basis.

In most cases, the use of Slater determinants is more efficient. General MCSCF calculations
must use CSFs as a basis.

A quite sophisticated optimization method is used. The algorithm is second-order in the orbital
and CI coefficient changes and is therefore quadratically convergent. Since important higher
order terms in the independent orbital parameters are included, almost cubic convergence is
often observed. For simple cases, convergence is usually achieved in 2-3 iterations. However,
convergence problems can still occur in certain applications, and usually indicate that the active
space is not adequately chosen. For instance, if two weakly occupied orbitals are of similar
importance to the energy, but only one of them is included in the active set, the program might
alternate between them. In such cases either reduction or enlargement of the active orbital space
can solve the problem. In other cases difficulties can occur if two electronic states in the same
symmetry are almost or exactly degenerate, since then the program can switch from one state
to the other. This might happen near avoided crossings or near an asymptote. Problems of this
sort can be avoided by optimizing the energy average of the particular states. It is also possible
to force convergence to specific states by choosing a subset of configurations as primary space
(PSPACE. The hamiltonian is constructed and diagonalized explicitly in this space; the coeffi-
cients of the remaining configurations are optimized iteratively using the P-space wavefunction
as zeroth order approximation. For linear molecules, another possibility is to Us@WE&NT

option, which makes it possible to force convergence to states with defigjtentum number,

i.e.,Z, M, A, etc. states.

17.1 Structure of the input

All sub-commands known tMULTI may be abbreviated by four letters. The input commands
fall into several logical groups; within each group commands may appear in any order, but the
groups must come in correct order.

a) The program is invoked by the commavtUL Tl or MCSCF

b) cards defining partitioning of orbitals space®€C,CORE,CLOSED
¢) general options (most commands not otherwise specified here)
d) aWFcard defining a state symmetry

e) options pertaining to that state symmetWEIGHT,STATE,LQUANT
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f) configuration specification for that state symmetr$ELECT,CON,RESTRICT
g) definition of the primary configurations for that state symmetPsPACE

h) further general options

Stages d) through to h) may be repeated several times; this is the way in which you specify an
average energy of several states of different symmetry.

17.2 Defining the orbital subspaces
17.2.1 Occupied orbitals

OCQny,ny,...,Ng;

n; specifies numbers of occupied orbitals (including CORE and CLOSED) in irreducible repre-
sentation number In the absence of aDCCcard, the information from the most recent MCSCF
calculation is used, or, if there is none, those orbitals corresponding to a minimal valence set,
i.e., full valence space, are used.

17.2.2 Frozen-core orbitals

CORENy, Ny, ... record.filg

n; is the number of frozen-core orbitals in irrep numhéFhese orbitals are doubly occupied in
all configurations and not optimized.

record.fileis the record name for frozen core orbitals; if not supplied, taken tdnon START
card.record.filecan be specified in any field after the last nonzgrdt should always be given

if the orbital guess is from a neighbouring geometry and should then specify the SCF orbitals
calculated at the present geometry. If a subsequent gradient calculation is performed with this
wavefunctionyecord.fileis mandatory and must specify closed-shell SCF orbitals at the present
geometry. Note thatcord must be larger than 2000.

If the COREcard is omitted, then the numbers of core orbitals are taken from the most re-
cent MCSCF calculation, or otherwise no orbitals are frozen. IfG@REcard is given as
CORErecord.file, then the orbitals corresponding to atomic inner shells are takensifer, 1
Li—Ne, 1s2s2p for Na—Ar, etc. ACOREcard without any specification resets the number of
frozen core orbitals to zero.

17.2.3 Closed-shell orbitals

CLOSEDn, My, ....Ng

n; is the number of closed-shell orbitals in irrep numbénclusive of anyCOREorbitals. These
orbitals do not form part of the active space, i.e., they are doubly occupied in all CSFs. In
contrast to the core orbitals (SE©ORE, these orbitals are fully optimized. Please note that the
program output sometimes sa@©®REwhen it mean€LOSED andFROZENwhen it means
CORE(historical reasons).

If the CLOSEDcard is omitted, then the data defaults to that of the most recent MCSCF calcu-
lation, or else the atomic inner shells as described above@RE
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17.2.4 Freezing orbitals

FREEZEorb.sym

The specified orbital will not be optimized and will remain identical to the starting guess.
orb.symshould be an active or closed-shell orbital. olb.symis a frozen core orbital, this
card has no effect.

17.3 Defining the optimized states

Each state symmetry to be optimized is specified by one WF card, which may optionally be
followed by STATE, WEIGHT, RESTRICT, SELECT, CON, and/orPSPACEcards. All

cards belonging to a particular state symmetry as defined olvifeard must form a block
which comes directly after thé&/Fcard. The cards can be in any order, however.

17.3.1 Defining the state symmetry

The number of electrons and the total symmetry of the wavefunction are specified on the WF
card:

WEelec,sym,spin

where

elec is the number of electrons

sym is the number of the irreducible representation

spin defines the spin symmetispin= 2S(singlet=0, doublet=1, trip-

let=2, etc.)

Note that these values take sensible defaults if any or all are not specified (see[secfion 2.13).

The input directiveSTATE WEIGHT LQUANT SELECT, PUNCSFalways refer to the state
symmetry as defined on the previodd-card. If such a directive is found beforacard has

been given, the current state symmetry is assumed, either from a previous calculation or from
variablegMC]SYMMETRY (1) and[MC]SPIN(1) (if these are defined). If any of these cards

or aWFcard is given, the variableSTATE WEIGHT LQUANTSELECTarenotused, and the
number of state symmetries defaults to one, regardless of how many symmetries are specified
in variable[MC]SYMMETRY

17.3.2 Defining the number of states in the present symmetry

STATEnstate

nstateis the number of states in the present symmetry. By default, all states are optimized with
weight 1 (seaVEIGHTcard).

17.3.3 Specifying weights in state-averaged calculations

WEIGHTW(1),w(2),...,w(nstatg;
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w(i) is the weight for the statein the present symmetry. By default, all weights are 1.0. See
alsoSTATEcard. If you want to optimize the second state of a particular state symmetry alone,

specify
STATE,2;WEIGHT,0,1;

Note, however, that this might lead to root-flipping problems.

17.4 Defining the configuration space

By default, the program generates a complete configuration set (CAS) in the active space. The
full space may be restricted to a certain occupation pattern usiri@ESS RICToption. Alter-
natively, configurations may be selected from the wavefunction of a previous calculation using
SELECT, or explicitly specified orCONcards. Note that this program only allows to select or
specify orbital configurations. For each orbital configuration, all spin couplings are always in-
cluded. PossibIRESTRICT, SELECTandCONcards must immediately follow thé/Fcard

which defines the corresponding state symmetry.

17.4.1 Occupation restrictions

RESTRICT,nmin,nmax,orlp,orb,,. . .orby;

This card can be used to restrict the occupation patterns. Only configurations containing be-
tweennmin and nmaxelectrons in the specified orbitatsb;, orb,,...,orb, are included in

the wavefunction. Iihminand nmaxare negative, configurations with exactly abs{n) and
absfimay electrons in the specified orbitals are deleted. This can be used, for instance, to omit
singly excited configurations. The orbitals are specified in the fuumber.syqwherenumber

is the number of the orbital in irrepym SeveralRESTRICT cards may follow each other.
RESTRICTonly works if a CONFIG card is specified before the fiigEcard.

RESTRICTcards given before the fir8¥/Fcards are global, i.e., are active for all state symme-
tries. If such a global restrict card is given, variafMC]RESTRICT is notused.

Additional state-specifiRESTRICT cards may be given afterWFcard. These are used in
addition to the global orbital restrictions.

If neither state-specific nor glob®8ESTRICT cards are found, the values from the variable
[MC]RESTRICT are used.

17.4.2 Selecting configurations

SELECTrefl,ref2,refthr,refstat, mxshrf

This card is used to specify a configuration set other than a CAS, which is the default. This
option automatically triggers th@ONFIGoption, which selects CSFs rather than determinants.
Configurations can be defined usi@®Ncards, which must follow immediately the SELECT
card. Alternatively, ifrefl is an existing MoLPROrecord name, the configurations are read in
from that record and may be selected according to a given threshold.

refl=recl.file (rec> 2000) The configurations are read in from the speci-
fied record. Ifreflis not specified, the program assumes that
the configurations are read from subsequent CON cards (see
CON).
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ref2=rec2.file (rec2> 2000) Additional configurations are read from the spec-
ified record. Ifrec2is negative, all records betweescl and
absfec?) are read. All configurations found in this way are
merged.

refthr Selection threshold for configurations read from disc (records
recl-rec?. This applies to the norm of all CSFs for each or-
bital configuration.

refstat Specifies from which state vector the configurations are se-
lected. This only applies to the case that the configurations
were saved in a state-averaged calculatiorefitatis not spec-
ified, the configurations are selected from all states.

mxshrf max. number of open shells in the selected or generated con-
figurations.

17.4.3 Specifying orbital configurations

COI\hly n2,N3,Ng,...

Specifies an orbital configuration to be included in the present symmetry. Th€@stard
must be preceded by 8ELECTcard. ng, n, etc. are the occupation numbers of the active
orbitals (0,1,or 2). For example, for

0CC,5,2,2;,CLOSED,2,1,1;

Ny is the occupation of orbital 3.1 (number.symy),is the occupation of orbital 4.1 of 5.1,

ng of 2.2, andns of 2.3 Any number ofCONcards may follow each other.

Example for the BH molecule:

0oCC,4,1,1; ! four sigma, one pi orbitals are occupied

CORE,1; ! first sigma orbital is doubly occupied and frozen
WF,6,1; I 6 electrons, singlet Sigma+ state

SELECT I triggers configuration input

CON,2,2 I 2sigma**2, 3sigma**2

CON,2,1,1 I 2sigma**2, 3sigma, 4sigma

CON,2,0,2 I 2sigma**2, 4sigma**2

CON,2,0,0,2 I 2sigma**2, 1pi_x**2

CON,2,0,0,0,2 I 2sigma**2, 1pi_y**2

17.4.4 Selecting the primary configuration set

PSPACREhresh

The hamiltonian is constructed and diagonalized explicitly in the primary configuration space,
which can be selected with tiESPACEcard. The coefficients of the remaining configurations
(Q-space) are optimized iteratively using the P-space wavefunction as zeroth order approxima-
tion.

If threshis nonzero, it is a threshold for automatically selecting all configurations as P-space
configurations which have energies less tharin+thresh whereeminis the lowest energy of

all configurations. Further P-space configurations can be specified@8Ngards, which must
follow immediately after the®SPACEcard. These are merged with the ones selected according
to the threshold. Automatic selection can be avoided by specifying a very small threshold.
There is a sensible default value for thresh (0.4), so you usually don't npsdeace card

in your input. Furthermore, if the number of configurations in the MCSCF is less than 20, all
configurations go into the P-space unless you give a PSPACE card in the input.
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A P-space threshold defined onRPSPACEcard before the firswWF(or STATE WEIGHT
SELECT, PUNCSHf WFis not given) card is global, i.e., valid for all state symmetries. State-
specific thresholds can be defined by placir@SPACEcard after the correspondingfFcard.

In the latter case theSPACEcard can be followed b ONcards, which define state-specific
P-space configurations.

17.4.5 Projection to specifig\ states in linear molecules

Since MoLPRoOcan only use Abelian point groups (e@y, instead ofC., for linear molecules),
Ao states as well a5* states occur in the irreducible representation number 1, for example.
Sometimes it is not possible to predict in advance to which state(s) the program will converge.
In such cases theQUANToption can be used to specify which states are desired.

LQUANTIam(1),lam(2),..,lam(nstate)

lam(i) is the/A quantum number of statei.e., O forX states, 1 fofl states, 2 foA states, etc.

The matrix over\? will be constructed and diagonalized in the P-space configuration basis. The
eigenvectors are used to transform the P-space hamiltonian into a symmetry adapted basis, and
the program then selects the eigenvectors of the correct symmetry. The states will be ordered by
symmetry as specified on th€®UANTcard; within each symmetry, the states will be ordered
according to increasing energy.

17.5 Restoring and saving the orbitals and CI vectors

MULTI normally requires a starting orbital guess. In this section we describe how to define these
orbitals, and how to save the optimized orbitals. In a CASSCF calculation, one has the choice of
transforming the final orbitals to natural orbitals (the first order density matrix is diagonalized),
to pseudo-canonical orbitals (an effective Fock-operator is diagonalized), or of localizing the
orbitals.

17.5.1 Defining the starting guess

STARTrecord,[options]

record: dump record containing starting orbitals. As usuetordhas the formrec.ifil, where
irec is the record number (e.g., 2140), afitithe file number (usually 2). Theptionscan be
used to select orbitals of a specific type; for details, see s¢ction 2.16.

If this card is missing, the program tries to find suitable starting orbitals as follows:

First: Try to read orbitals from the record specified on@RBITAL
card (or the corresponding default, £@BBITAL). All files are
searched.

Second: Try to find orbitals from the most recent MCSCF calculation.

All files are searched.
Third: Try to find orbitals from the most recent SCF calculation. All

files are searched.
If no orbitals are found, a starting orbital guess is generated.

It is often useful to employ MCSCF orbitals from a neighbouring geometry as starting guess
(this will happen automatically if orbitals are found, see the above defaults). Note, however,
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that frozen-core orbitals should always be taken from an SCF or MCSCF calculation at the
present geometry and must be specified separately o@@Ecard. Otherwise the program

is likely to stop with error “non-orthogonal core orbitals”. The program remembers where to
take the core orbitals from if these have been specified G@REcard in a previous MCSCF
calculation.

17.5.2 Rotating pairs of initial orbitals

ROTATEorbl.sym,orb2.sym,angle

Performs a X 2 rotation of the initial orbital®rblandorb2in symmetrysymby angledegrees.
With angle=0 the orbitals are exchangeBROTATHESs meaningful only after th&TARTcard.
SeeMERGHor other possibilities to manipulate orbitals.

17.5.3 Saving the final orbitals

ORBITAL,record.file

The orbitals are dumped to recartord.file Default forrecordis 2140 andile=2. This default

record number is incremented by one for each subsequent MCSCEF calculation in the same job
(see section 2.16). Therefore, if several different MCSCF calculations at several geometries
are performed in one job, each MCSCF will normally start with appropriate orbitals even if no
ORBITAL or STARTCcard is present.

The ORBITAL card can be omitted if NATORB, CANORBr LOCORRard is present, since
orb can also be specified on these cards (the same defauttbfas above apply in these cases).

17.5.4 Saving the CI vectors and information for a gradient calculation

Old form (obsolete):
SAVEcidump,refsav,grdsav

New form:

SAVE|CI =cidump] [REF=refsay] [GRBgrdsay;

This directive must be placed before amFor STATE cards. The options can be given in any
order.

cidump: record name for saving the Cl vectors. By default, the vectors are only written to a
scratch file. INATORB, CANORBr LOCORRards are presentidumpshould be specified

on these cards. At present, there is hardly any use of saved CI vectors, and therefore this option
is rarely needed.

refsav:record name for saving the orbital configurations and their weights for use in subsequent
MULT]I or ClI calculations using th8 ELECTdirective. If wavefunctions for more than one state
symmetry are optimized in a state-averaged calculation, the weights for each state symmetry are
saved separately on recondgsaw-(istsym-1) « 100, wherdastsymis the sequence number of
theWFcard in the input. If severdlATORBCANORBor LOCORRards are present, the record
number is increased by 1000 for each subsequent orbital set. Note that this option implies the
use of CSFs, even of TOONFIGcard (see sectign 17.6.1) is present.

grdsav:record name for saving the information which is needed in a subsequent gradient calcu-
lation. This save is done automatically to record 5000.1 if the input contd@RCEr OPTG
card, and therefore tH@RDoption is normally not required.
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17.5.5 Natural orbitals

NATORHrecord] [optiong

Request to calculate final natural orbitals and write them to remwdrd The default for
recordis 2140.2, or what else has been specified o®BRBITAL card, if present. By default,

the orbitals are not printed and the hamiltonian is not diagonalized for the new orbitals The
following optionscan be specified (in any order):

Cl Diagonalize the hamiltonian in the basis of the computed natu-
ral orbitals and print the configurations and their associated co-
efficients. This has the same effect as@RRINT,CIVECTOR
directive (see sectign 4.[12. By default, only configurations with
coefficients larger than 0.05 are printed. This threshold can be
modified using thd HRESHsee sectiop 17.8.2) @ THRESH
(see section 4.11) options.

STATE=state Compute natural orbitals for the specified stadtatehas the
form istate.isym e.g., 3.2 for the third state in symmetry 2.
In contrast to earlier versiongsymrefers to the number of
the irreducible representation, and not the sequence number of
the state symmetry. It is therefore independent of the order
in which WFcards are given. The specified state must have
been optimized. ISTATEIs not given and two or more states
are averaged, the natural orbitals are calculated with the state-
averaged density matrix (default).

SPIN=ms2 Compute natural orbitals for states with the specified spis2
equals % S i.e., O for singlet, 1 for doublet etc. This can be
used to together witBTATEto select a specific state in case
that states of different spin are averaged5sTIATEIs not spec-
ified, the state-averaged density for all states of the given spin

is used.
SAVE-=record Request to save the civector(s) to the specified record.
ORBITAL=record Request to save the orbitals to the specified record (same effect

as specifyingecordas first agrument (see above).

PRINT=nvirt Request to printvirt virtual orbitals in each symmetry. By de-
fault, the orbitals are not printed unless tDBRBPRINToption
(see section 17.8.1is present or the gldBBRINT,ORBITALS
(see sectiop 4.12) directive has been given before. PRINT
option on this card applies only to the current orbitals.

SeveraNATORB, CANOREandLOCORRards (for different states) may follow each other.

In contrast to earlier versions of M.PROthe different orbital sets can all be stored in one dump
record (but different records still work). See secfion 2.16 for information about dump records
and how specific orbital sets can be requested in a later calculation.

17.5.6 Pseudo-canonical orbitals

CANORBrecord] [optiong

or
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CANONICAL]Jrecord][optiong

Request to canonicalize the final orbitals, and writing them to reeword All options have
the same effect as described MATORB

17.5.7 Localized orbitals

LOCORBrecord] [optiong
or
LOCAL([record] [optiong

Request to localize the final orbitals, and writing them to regecibrd All options have the
same effect as described fNATORB

Note: LOCALIs interpreted by MULTI, buLOCALI is a separate command which calls the
localization program and not recognized by MULTI. In order to avoid confusion, it is recom-
mended to useOCORBather therLOCALas subcommand within MULTI.

17.5.8 Diabatic orbitals

In order to construct diabatic states, it is necessary to determine the mixing of the diabatic
states in the adiabatic wavefunctions. In principle, this mixing can be obtained by integration
of the non-adiabatic coupling matrix elements. Often, it is much easier to use an approximate
method, in which the mixing is determined by inspection of the CI coefficients of the MCSCF
or Cl wavefunctions. This method is applicable only if the orbital mixing is negligible. For
CASSCF wavefunctions this can be achieved by maximizing the overlap of the active orbitals
with those of a reference geometry, at which the wavefunctions are assumed to be diabatic (e.g.
for symmetry reasons). The orbital overlap is maximized using using theohw&® command

in the MCSCHprogram. Only the active orbitals are transformed.

This procedure works as follows: first, the orbitals are determined at the reference geometry.
Then, the calculations are performed at displaced geometries, and the "diabatic" active orbitals,
which have maximum overlap with the active orbitals at the reference geometry, are obtained
by adding eDIAB directive to the input:

Old form (Molpro96 , obsolete):
DIAB,orbref, orbsav, orbl,orb2,pri
New form:

DIAB,orbref[, TYPE=orbtypd [, STATE=statd [, SPIN=spin [,MS2=ms3 [, SAVE-orbsayj
[,ORBZXorbl, ORBZorb2] [,PRINT=pri] [, METHOD=method

Hereorbrefis the record holding the orbitals of the reference geometrypdoghvis the record

on which the new orbitals are stored.difbsavis not given (recommended!) the new orbitals
are stored in the default dump record (2140.2) or the one given o®@REITAL directive
(see sectiofn 17.5.3). In contrast to earlier versions ofLNRO it is possible thabrbref and
orbsavare the same. The specificatioR¥PE, STATE, SPIN can be used to select specific
sets of reference orbitals, as described in se€tiorj 2r14., orb2is a pair of orbitals for which

the overlap is to be maximized. These orbitals are specified in theriamber.syme.g. 3.1
means the third orbital in symmetry 1. dfbl, orb2are not given, the overlap of all active
orbitals is maximizedpri is a print parameter. If this is set to 1, the transformation angles for
each orbital are printed for each Jacobi iteratiorethoddetermines the diabatization method.
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method=1(default): use Jacobi rotationsiethod=2 use block diagonalization. Both methods
yield very similar resultsmethod=2must only be used for CASSCF wavefunctiomethod=-1
andmethod=-2 as the positive values, but AO overlap matrix of the current geometry is used.
This minimizes the change of the MO coefficients, rather than maximizing the overlap to the
neighbouring orbitals.

Using the defaults described above, the following input is sufficient in most cases:
DIAB,orbref

Using Molpro98 is is not necessary any more to give aB£OMand DISPL cards. The
displacements and overlap matrices are computed automatically (the geometries are stored in
the dump records, along with the orbitals).

The diabatic orbitals have the property that the sum of orbital and overlap contributions in the
non-adiabatic coupling matrix elements become approximately zero, such that the adiabatic
mixing occurs only through changes of the CI coefficients. This allows to determine the mixing
angle directly from the CI coefficients, either in a simple way as described for instance in J.
Chem. Phys89, 3139 (1988), or in a more advanced manner as described by Pacher, Ceder-
baum, and Kdppel in J. Chem. Phy®&9, 7367 (1988). Recently, an automatic procedure, as
described in J. Chem. Phy&02 0000, (1999) has been implemented int@Ro. This is
available in Version 99.1 and later and is described in seCtibn 28.

Below we present an example for the first two excited states,&f, lhich haveB; and A,
symmetry inCyy, andA” symmetry inCs. We first perform a reference calculationGp, sym-

metry, and then determine the diabatic orbitals for displaced geometi@ssymmetry. Each
subsequent calculation uses the previous orbitals as reference. One could also use the orbitals
of theC,, calculation as reference for all other calculations. In this case one would have to take
out the second-last input card, which setforb=2141.2
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*** H2S diabatic A" states

basis=vVDZzZ luse cc-pVDZ basis set
geometry={x; luse Cs symmetry
planeyz; Ifix orientation of the molecule
noorient Idont allow automatic reorientation

s;hl,s,r1;h2,s,r2,h1 theta} 1Z-matrix geometry input
gprint,orbitals,civector Iglobal print options

text,reference calculation for C2V

theta=92.12,r1=2.3,r2=2.3 Ireference geometry

hf;occ,7,2;wf,18,1; Iscf calculation for ground state
multi;occ,9,2;closed,4,1; ldefine active and inactive spaces
wf,18,2;state,2; Itwo A" states (1B1 and 1A2 in C2v)
orbital,2140.2 Isave orbitals to 2140.2

examples/

reforb=2140.2 h2s_diab.com

text,calculations at displaced geometries

rd=[2.4,2.5,2.6] Idefine a range of bond distances

do i=1,#rd lloop over displaced geometries

r2=rd(i) Iset r2 to current distance

multi;occ,9,2;closed,4,1; Isame wavefunction definition as at reference geom.

wf,18,2;state,2;

orbital,2141.2 Isave new orbitals to record

diab,reforb Icompute diabatic orbitals using reference orbitals
Istored on record reforb

reforb=2141.2 Iset variable reforb to the new orbitals.

enddo

See sectiop 28 for the automatic generation of diabatic energies.

17.6 Selecting the optimization methods

By default, MULTI uses the non-linear optimization method developed by Werner, Meyer, and
Knowles. Other methods, such as the Newton-Raphson procedure or the Augmented Hessian
procedure, are also implemented and can be selected usingERATIONS directive (for
state-averaged calculations, only the non-linear optimization method can be used). For CASSCF
calculations, the Cl problem is solved in a basis of Slater determinants, ur3slglGcard

is given. Some procedures may be disabled usingtiTdirective.

17.6.1 Selecting the Cl method

CONFIGkey,

keymay beDET or CSF, and defaults t&CSFE If no CONFIGor SELECTcard is given, the
default is determinants (CASSCF).
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17.6.2 Selecting the orbital optimization method
TheITERATIONS directive can be use to modify the defaults for the optimization method. It
consists of a sequence of several cards, ending withNiDdcard.

ITERATIONS;
DQmethodl,iter], TQjiter2];
DONTmethod2,iterBTQjiter4];
END

methodcan be one of the following:

DIAGCI Diagonalize hamiltonian in the beginning of the specified iter-
ations. This is the default for iteration 1.

INTERNAL Optimize internal orbitals at the beginning of the specified iter-
ations. This is default for second and subsequent iterations.

WERNER use Werner-Meyer-Knowles non-linear optimization method for
the specified iterations. This is the default for all iterations.

AUGMENT Use step-restricted Augmented Hessian method for the speci-
fied iterations.

NEWTON Use Newton-Raphson method for specified iterations.

UNCOUPLE Do not optimize orbitals and CI coefficients simultaneously in
the specified iterations. This option will set DIAGCI for these
iterations.

NULL No orbital optimization.

17.6.3 Disabling the optimization

In addition to thd TERATIONS directive described above, some procedures can be be disabled
more simply using th® ONTdirective. DONTcode

codemay be

ORBITAL Do initial Cl but don't optimize orbitals.

WAVEFUNC Do not optimize the orbitals and CI coefficients (i.e. do only
wavefunction analysis, provided the orbitals and ClI coefficients
are supplied (seS8TART card)).

WVFEN Alias for WAVEFUNC.

ANAL Do no wavefunction analysis.

17.6.4 Disabling the extra symmetry mechanism

NOEXTRA

This card disables the search for extra symmetries. By default, if extra symmetries are present,
each orbital is assigned to such an extra symmetry and rotations between orbitals of different
extra symmetry are not performed.
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17.6.5 Saving the density matrix

The first order density matrix in AO basis is written automatically to the dump record specified
on theORBITAL card (default 2140.2). If nORBITAL card is present, but a record is specified

on aNATORBCANORBor LOCORRard, the densities are saved to the first record occurring

in the input. In a state-averaged the SA-density, as well the individual state densities are saved.
See sectiof 2.16 for information about how to recover any of these densities for use in later
programs.

17.7 Calculating expectation values

By default, the program calculates the dipole expectation and transition moments. Further
expectation values or transition properties can be computed usinRA&, TRAN2and
EXPEC, EXPECXirectives.

17.7.1 Matrix elements over one-electron operators

EXPECopen,opeb,...,0pek
TRANopen,opeb,...,0pem

Calculate expectation values and transition matrix elements for the given one-electron operators.
With EXPEConly expectation values are calculateger is a codeword for the operator. The
available operators and their associated keywords are given in sectipn 4.13.

17.7.2 Matrix elements over two-electron operators

EXPEC20pen,opep,...,0pen
TRANZoper,opebp,...,0per

Calculate transition matrix elements for two-electron operators. This is presently only useful for
angular momentum operators. WEXPEC?2only diagonal matrix elements will be computed.
For instance

TRAN2,LXX calculates matrix elements fhﬁ

TRAN2,LYY calculates matrix elements fb§

TRAN2,LXZ calculates matrix elements fé(l_xl_z+ L.Lx)
TRAN2,LXX,LYY,LZZ calculates matrix elements fog, L2, andL2. The matrix ele-

ments for the surh? are also printed.

17.8 Miscellaneous options

All commands described in this section are optional. Appropriate default values are normally
used. Note that printing of the orbitals and civectors can also be requested using the global
GPRINTcommand, or by givingNATORBr CANORBptions.
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17.8.1 Print options

ORBPRINT,nvirt]

requests the occupied andirt virtual orbitals in each symmetry to be printed (defauirt=0).

By default, the program does not print the orbitals, unlesSORBPRINTdirective or a global
GPRINT,ORBITALS (see sectiofi 4.12) command is present. Specific orbital sets can be
printed using thé®RINT option on aNATORBCANORBPBor LOCORRard (see sectign 17.5.5).

To print additional information at the end of the calculation, use

PRINT keyl,key2, .;
Printing is switched on fokey] key2... . To print information in each iteration, use
IPRINT ,keyl,key2, .;

Possible print keys are:

MICRO print details of “microiterations” — useful for finding out what'’s
going wrong if no convergence

REF print summary of configuration set (CSFs only)

REF1 print list of configuration set (CSFs only)

COR print summary of intermediate spaces used in CSF calculation

COR1 print list of intermediate configuration sets (CSFs only)

PSPACE print list of configurations making up the “primary” space

ORBITALS print orbitals (see alsSORBPRINT

NATORB print natural orbitals (see alSORBPRINT)

VIRTUALS print virtual orbitals (see alSORBPRINT

CIVECTOR print Cl vector (better ussEANORBr NATORB

INTEGRAL print transformed integrals (for testing only!)

DENSITY print density matrices

HESSIAN print hessian

DIAGONAL print diagonal elements of hessian

GRADIENT print gradient

LAGRANGI print Lagrangian

STEP print update vector

ADDRESS print addressing information (for testing only!)

DEBUG print debugging information

Cl2 print debugging information in routine ci2 (Warning: may be
long!!)

[e] print debugging information in I/O routines

17.8.2 Convergence thresholds

Convergence thresholds can be modified using
ACCURACYGRADIENEcony [, STEP=scon{[,ENERG¥econy

where
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conv Threshold for orbital gradient (default 1£).)
econv Threshold for change of total energy (default $p
sconv Threshold for size of step (default 1%).

The default values can be modified using the gldbBaHRESHommand (see sectign 4|11).
Normally, the above default values are appropriate.

17.8.3 Maximum number of iterations

MAXITERmaxit

maxitis maximum number of iterations (default 6). If the calculation does not converge in the
default number of iterations, you should first think about the reason before increasing the limit.
In most cases the choice of active orbitals or of the optimized states is not appropriate (see
introduction of MULTI)

17.8.4 Test options

TEST,i1,i2,i3,...;

Activate testing options numberéd], i2, ... . Please do not use unless you know what you are
doing!

17.8.5 Special optimization parameters

STEPradius,trustl,tfacl,trust2,tfac2

Special parameters for augmented hessian method. For experts only!

GOPERgop;

Use G-operator technique in microiterations (Default). If igop.lt.0 do not use G-operators.
COPTciacc,copvar,maxci,cishft,icimax,icimx1,icimx2,icstrt,icstep

Special parameters for the direct CI method. For experts only!

ciacc grad threshold for Cl diagonalization

copvar start threshold for Cl-optimization

maxci max. number of Cl-optimizations per microiteration

cishft denominator shift for g-space

icimax max. number of Cl-optimizations in first macroiteration

icimx1 max. number of Cl-optimizations in second and subsequent
iterations

icimx2 max. number of Cl-optimizations in internal absorption step

icstrt first microiteration with Cl-optimization

icstep microiteration increment between Cl-optimizations
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INTOPT,maxito,maxitc,maxrep,nitrep,iuprod

Special parameters for internal optimization scheme. For experts only!
NONLINEARtmaxr,ipri,drmax,drdamp,gfakl,gfak2,gfak3,irdamp,ntexp
Special parameters for non-linear optimization scheme. For experts only!
Old form (obsolete):

THRESHKthrpri,thrpun,varmin,varmax,thrdiv,thrdoub

New form:

THRESH, THRPRI=thrpri] [, THRPUN#hrpun [, VARMIN=varmin|
[ VARMAXwarmax [, THRDIV=thrdiv] [, THRDOUthrdouQ

thrpri threshold for printing CI coefficients (default 0.04)

thrpun threshold for writing CI coefficients to the punch file. Default
is no write to the punch file

varmin,varmax thresholds for non-linear optimization scheme. For experts only!

thrdoub threshold for detecting almost doubly occupied orbitals for in-

clusion into the pseudo canonical set (default 1.d-7).

DIIS ,disvar,augvar,maxdis,maxaug,idsci,igwgt,igvec,idstrt,idstep

Special parameters for DIIS convergence acceleration. For experts only!

17.8.6 Saving wavefunction information for CASVB

VBDUMRvbdump;

For users of the valence bond progr&@ASVB all wavefunction information that may subse-
quently be required is saved to the recebdlump The default is not to write this information. If
the keyword is specified without a value fdsdump then record 4299.2 is used. This keyword
is not needed prior to variation@ASVBcalculations.

17.8.7 Saving transformed integrals

TRNINT,trnint;

trnint specifies the record name for integrals in the basis of active CASSCF MOs. These are
used for example b ASVB(see sectiop 29.5). The default value fiorint is 1900.1.

17.9 Coupled-perturbed MCSCF

The coupled-perturbed MCSCEF is required for computing gradients with state-averaged orbitals,
non-adiabatic couplings, difference gradients or polarizabilities. We note that the present im-
plementation is somewhat preliminary and not very efficient.
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17.9.1 Gradients for SA-MCSCF

For computing state-averaged gradients, use
CPMCSCF,GRABtate[SPIN=spin,[MS2=ms3,[ ACCltthresH,[RECORBrecord

wherestatespecifies the state (e.g., 2.1 for the second state in symmetry 1) for which the gra-
dients will computed. spin specifies the spin of the state: this is half the value used in the
corresponding WF card (e.g., 0=Singlet, 0.5=Doublet, 1=Triplet). Alternati¢82can be
used, wherens2= 2*spin, i.e., the same as specified\Wfcards. The specification &PIN or

MS2is only necessary if states with different spin are state-averagedrd specifies a record

on which the gradient information is stored (the default is 5101ttgshis a threshold for the
accuracy of the CP-MCSCF solution. The default is 1.d-7.

The gradients are computed by a subsequent cBRIDBCESr OPTG

Note: if for some reason the gradients are to be computed numerically from finite energy differ-
ences, it is in state-averaged calculations necessary to give, insteadCG®M@SCnhput, the
following:

SAVE,GRAD=-1

Otherwise the program will stop with an error message.

17.9.2 Difference gradients for SA-MCSCF

For computing difference gradients, use
CPMCSCF,DGRA#&atelstate2[ACCWEthresH,[RECORErecord

wherestatelandstate2specify the two states considered. (e.g., 2.1,3.1 for the second and third
states in symmetry 1) The gradient of the energy difference will be computed. Both states must
have the same symmetmecord specifies a record on which the gradient information is stored
(the default is 5101.1)threshis a threshold for the accuracy of the CP-MCSCF solution. The
default is 1.d-7.

The gradients are computed by a subsequent cRIDBCESr OPTG

17.9.3 Non-adiabatic coupling matrix elements for SA-MCSCF

For computing non-adiabatic coupling matrix elements analytically, use
CPMCSCF,NACHtatelstate2 ACCWthresH,| RECORErecord

wherestatelandstate2specify the two states considered. (e.g., 2.1,3.1 for the second and third
states in symmetry 1) Both states must have the same symmetord specifies a record on
which the gradient information is stored (the default is 5101.1). This will be read in the subse-
guent gradient calculatiorthreshis a threshold for the accuracy of the CP-MCSCF solution.
The defaultis 1.d-7.

NADCandNADKare an aliases faHADC andSAVEis an alias foRECORD
The matrix elements for each atom are computed by a subsequentEa@IRGES

Note: this program is not yet extensively tested and should be used with care!
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17.10 Optimizing valence bond wavefunctions

VB={...}

Using this keyword, the optimization of the CI coefficients is carried ouCB5VB The VB
keyword can be followed by any of the directives described in seftipn 29. Energy-based opti-
mization of the VB parameters is the default, and the output level for the Gra8VBiterations

is reduced to-1.

17.11 Hints and strategies

MCSCEF is not a “black box” procedure like SCF! For simple cases, for example a simple
CASSCF with noCLOSEDorbitals, this program will converge in two or three iterations. For
more complicated cases, you may have more trouble. In that case, consider the following:

e Always start from neighbouring geometry orbitals when available (this is the default).

e The convergence algorithm is more stable when there al@Li@SEDorbitals, i.e., or-
bitals doubly occupied in all configurations, but fully optimized. Thus a reasonable ap-
proach is to make an initial calculation wi@LOSEDreplaced byCORHKall doubly occ.
frozen).

e If still no success, you can switch off the coupling between CI coefficients and orbital
rotations for a few iterations, e.g.:

ITERATIONS;UNCOUPLE,1,TO,2;END;
and/or disable the simultaneous optimization of internal orbitals & Cl, e.qg.:
ITERATIONS;DONT,INTERNAL,1,TO,2;END;

You can often get a clue about where the program starts to diverge if you include:
IPRINT,MICRO;

in the data. Also consider the general remarks at the beginning of this chapter. For the details of
the algorithms used, see J. Chem. Phys 82, 5053 (1985); Chem. Phys. Letters 115, 259 (1985);
Advan. Chem. Phys. 59, 1 (1987);

17.12 Examples

The simplest input for a CASSCF calculation fos® C,, symmetry, is simply:

geometry={o;h1,0,r;h2,0,r,h1theta} 1Z-matrix geometry input

r=1 ang Ibond length
theta=104 lbond angle
. examples/
hf Ido scf calculation
. h20_casscf.com
multi Ido full valence casscf -

This could be extended, for instance, by the following input cards

0CC4,1,2; I specify occupied space
CLOSED,2 I specify closed-shell (inactive) orbitals
CORE,1; I specify frozen core orbitals

WF,10,1,; I define wavefunction symmetry
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START,2100.2; ! read guess orbitals from record 2100, file 2

ORBITAL,2140.2; ! save final orbitals to record 2140, file 2

NATORB,PRINT,CI ! print natural orbitals and diagonalize the hamiltonian
I for the natural orbitals. The largest CI coefficients
I are printed.

Example for a state-averaged calculation for GNandB 2> states, and\ 2y, 2I'Iy states
averaged. A full valence CASSCF calculation is performed

***,Cn

r=2.2 Idefine bond length

geometry={c;n,c,r}

rhf,occ,5,1,1;wf,13,1,1; IRHF calculation for sigma state

orbital,2100.2 Isave orbitals to record 2100.2 (default)

multi;occ,6,2,2;closed,2; IDefine active and inactive orbitals

start,2100.2; IStart with RHF orbitals from above examples/
save,ref=4000.2 ISave configuration weights for Cl in record 4000.2 cn_sa_casscf.com
wf,13,1,1;state,2;wf,13,2,1;wf,13,3,1;!Define the four states

natorb,ci,print; IPrint natural orbitals and associated ci-coefficients

tran,lz ICompute matrix elements over LZ

expec2,lzz lcompute expectation values for LZZ

Example for an RASSCF (restricted active space) calculation $oiridluding SCF determi-
nant plus all double excitations into valence orbitals. The single excitations are excixged.
symmetry, CSF method used:

***,NZ

geometry={N1;N2,N1,r} lgeometry input

r=2.2 Ibond length

hf;occ,3,1,1,,2;wf,14,1;save,2100.2 !Iscf calculation

multi;occ,3,1,1,,3,1,1; IDefine occupied orbitals

core,l,,,,1,2100.2; IDefine frozen core scf orbitals

config; IlUse CSF method examples/
wf,14,1; IDefine state symmetry n2_rasscf.com
restrict,0,2,3.5,1.6,1.7; IRestriction to singles and doubles

restrict,-1,-1,3.5,1.6,1.7; ITake out singles

print,refl IPrint configurations

natorb,ci,print; IPrint natural orbitals and CI| coeffs
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18 THE CI PROGRAM
Multiconfiguration reference internally contracted configuration interaction

Bibliography:

H.-J. Werner and P.J. Knowles, J. Chem. Phys. 89, 5803 (1988).
P.J. Knowles and H.-J. Werner, Chem. Phys. Lett. 145, 514 (1988).

All publications resulting from use of this program must acknowledge the above. See also:

H.-J. Werner and E.A. Reinsch, J. Chem. Phys. 76, 3144 (1982).
H.-J. Werner, Adv. Chem. Phys. 59, 1 (1987).

The commandCl or CI-PRO calls the program. The commarISD calls fast closed-shell
CISD program. The comman@Cl calls closed-shell quadratic Cl program. The command
CCSDxalls closed-shell coupled-cluster program.

18.1 Introduction

The internally contracted MRCI program is called by the CI command. This includes as special
cases single reference Cl, CEPA, ACPF, MR-ACPF and MR-AQCC. For closed-shell reference
functions, a special faster code exists, which can be called using the CISD, QCI, or CCSD
commands. This also allows to calculate Brueckner orbitals for all three cases (QCl and CCSD
are identical in this case).

With no further input cards, the wavefunction definition (core, closed, and active orbital spaces,
symmetry) corresponds to the one used in the most recently done SCF or MCSCF calcula-
tion. By default, a CASSCF reference space is generated. Other choices can be made using
the OCC CORECLOSEDWE SELECT, CON andRESTRICT cards. The orbitals are taken

from the corresponding SCF or MCSCF calculation unles®BBITAL directive is given. The
wavefunction may be saved using tBAVEdirective, and restarted usi8TART TheEXPEC
directive allows to compute expectation values over one-electron operators, anidAhli-

rective can be used to compute transition matrix elements for one-electron properties. Natural
orbitals can be printed and saved using N#TORRBlirective.

For excited state calculations SB€ATE REFSTATE andPROJECT
18.2 Specifying the wavefunction

18.2.1 Occupied orbitals

OCQ]L ng,...,Ng,

n; specifies numbers of occupied orbitals (includ®@@REand CLOSED in irreducible repre-
sentation number. If not given, the information defaults to that from the most recent SCF,
MCSCEF or ClI calculation.

18.2.2 Frozen-core orbitals

CORENy, 2, ..., ng;
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n; is the number of frozen-core orbitals in irrep numbeirhese orbitals are doubly occupied

in all configurations, i.e., not correlated. If @OREcard is given, the program uses the same
core orbitals as the last CI calculation; if there was none, then the atomic inner shells are taken
as core. To avoid this behaviour and correlate all electrons, specify

CORE

18.2.3 Closed-shell orbitals

CLOSEDN, Ny, ...,Ng

n; is the number of closed-shell orbitals in irrep numhénclusive of any core orbitals. These
orbitals do not form part of the active space, i.e., they are doubly occupied in all reference CSFs;
however, in contrast to the core orbitals (€@RE, these orbitals are correlated through single
and double excitations. If not given, the information defaults to that from the most recent SCF,
MCSCF or CI calculation. For calculations with closed-shell reference function (closed=occ),
seeCISD, QCI, andCCSD

18.2.4 Defining the orbitals

ORBIT,name.filgspecificationg

name.filespecifies the record from which orbitals are read. Optionally, varspegifications
can be given to select specific orbitalm&me.filecontains more than one orbital set. For details
see section 2.16.

The default is the set of orbitals from the last SCF, MCSCF or CI calculation.

18.2.5 Defining the state symmetry

The number of electrons and the total symmetry of the wavefunction are specified Wbfi-the
card:

WEelec,sym,spin

where

elec is the number of electrons

sym is the number of the irreducible representation

spin defines the spin symmetispin= 2S(singlet=0, doublet=1, trip-

let=2, etc.)

The WF card must be placed after any cards defining the orbital sga€€% CORE CLOSED

The REFcard can be used to define further reference symmetries used for generating the con-
figuration space, se6REF.
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18.3 Additional reference symmetries

REFsym

This card, which must come after thNéFdirective, defines an additional reference symmetry
used for generating the uncontracted internal and singly external configuration spaces. This is
sometimes useful in order to obtain the same configuration spaces when different point group
symmetries are used. For instance, if a calculation is dofg symmetry, it may happen that

the two components of @ state, one of which appears A and the other i®\’, come out not
exactly degenerate. This problem can be avoided as in the following example:

for a doublet’ state:

WF,15,1,1; ldefine wavefunction symmetry (1)
REF,2; Idefine additional reference symmetry (2)

and for the doublet A’ state:

WF,15,2,1; ldefine wavefunction symmetry (2)
REF,1; Idefine additional reference symmetry (1)

For linear geometries the same results can be obtained more cheaplZyssygimetry,

WF,15,2,1; ldefine wavefunction symmetry (2)

REF,1; Idefine additional reference symmetry (1)
REF,3; Idefine additional reference symmetry (3)
or

WF,15,3,1; ldefine wavefunction symmetry (2)

REF,1; Idefine additional reference symmetry (1)
REF,2; Idefine additional reference symmetry (2)

EachREFcard may be followed bRESTRICT, SELECT, andCONcards, in the given order.

18.3.1 Selecting configurations

SELECTrefl,ref2,refthr,refstat, mxshyf

This card is used to specify a reference configuration set other than a CAS, which is the default.
Configurations can be defined usi@Ncards, which must appear after t8B&€LECTcard.
Alternatively, if refl is an existing MoLPRO record name, the configurations are read in from
that record and may be selected according to a given threshold.

The select card should normally be placed directly afteMikeor REF card(s), or, if present,
theRESTRICTcards. The general order of these cards is

WHor RER
RESTRICT (optional)
SELECT (optional)
CON (optional)
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refl=recl.file (rec1>2000 The configurations are read in from the specified
record. See sectign 17.5.4 about how to save the configurations
in the MCSCF calculation. Ifeflis not specified, the program
assumes that the configurations are read from subse@@@xit
cards (se€ON.

ref2=rec2.file (rec2>2000 additional configurations are read from the spec-
ified record. Ifrec2is negative, all records betweescl and
absfec?) are read. All configurations found in this way are
merged.

refthr: Selection threshold for configurations read from disc (records
recl-rec?. This applies to the norm of all CSFs for each or-
bital configuration.

refstat Specifies from which state vector the configurations are se-
lected. This only applies to the case that the configurations
were saved in a state-averaged calculatiomefdtatis zero or
not specified, the configurations are selected from all states. If
refstatis greater than zero, then the specified reference state is
used. Ifrefstatis less than zero, then all appropriate reference
states are used. Lastly, riéfstatis of the formistatl.istat2
statedstatlthroughistat2are used.

mxshrf, maximum number of open shells in the selected or generated
configurations.

18.3.2 Occupation restrictions

RESTRICT,nmin,nmax,orlp,orb,,. . .orby;

This card can be used to restrict the occupation patterns in the reference configurations. Only
configurations containing betweaminandnmaxelectrons in the specified orbitadsb;, orb,,

..., orb, are included in the reference function.nifninandnmaxare negative, configurations

with exactly abstmin) and absima electrons in the specified orbitals are deleted. This can be
used, for instance, to omit singly excited configurations. The orbitals are specified in the form
number.synwherenumberis the number of the orbital in irrepym SeveraRESTRICT cards

may follow each other.

TheRESTRICTcards must follow th&VFor REFcards to which they apply. The general order
of these cards is

WHor RER
RESTRICT (optional)
SELECT (optional)
CON (optional)

If a RESTRICT cards precedes th&/Fcard, it applies to all reference symmetries. Note that
RESTRICTalso affects the spaces generatedsB. ECTand/orCONcards.

18.3.3 Explicitly specifying reference configurations

CO'\hl, N2,N3,Ny,...
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Specifies an orbital configuration to be included in the reference functigm, etc. are the
occupation numbers of the active orbitals (0,1,or 2). Any numb&@ifcards may follow each
other, but they must all appear directly afte8aLECTcard.

18.3.4 Defining state numbers

STATEnstate,nroot(1),nroot(2),...,nroot(nstate)

nstateis the number of states treated simultaneousigpt(i) are the root numbers to be calcu-
lated. These apply to the order of the states in the initial internal Cl. If not specifi@ok(i)=i.
Note that it is possible to leave out states, i.e.,

STATE,1,2; I calculates second state
STATE,2,1,3; ! calculates first and third state

All states specified must be reasonably described by the internal configuration space. It is pos-
sible to have different convergence thresholds for each staté\(3€kkard). It is also possible

not to converge some lower roots which are included in thentisot(i) (seeREFSTATEcard).

For examples, s€REFSTATEcard.

18.3.5 Defining reference state numbers

REFSTATEnstatr,nrootr(1),nrootr(2),...,nrootr(nstaty)

nstatris the number of reference states for generating contracted pairs. This may be larger or
smaller thamstate If this card is not presennstatr=nstateandnrootr(i)=nroot(i). Roots for

which no reference states are specified but which are specified @TEEcard (or included

by default if thenroot(i) are not specified explicitly on tteTATEcard) will not be converged,

since the result will be bad anyway. However, it is often useful to include these states in the list
nroot(i), since it helps to avoid root flipping problems. Examples:

state,2;
will calculate two states with two reference states.
state,2;refstate,1,2;

will optimize second state with one reference state. One external expansion vector will be
generated for the ground state in order to avoid root flipping. The results printed for state 1 are
bad and should not be used (unless the pair space is complete, which might happen in very small
calculations).

state,1,2;refstate,1,2;

As the second example, but no external expansion vectors will be generated for the ground state.
This should give exactly the same energy for state 2 as before if there is no root flipping (which,
however, frequently occurs).

state,2;accu,1,1,1;

Will calculate second state with two reference states. The ground state will not be converged
(only one iteration is done for state 1) This should give exactly the same energy for state 2 as
the first example.
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18.3.6 Specifying correlation of orbital pairs

PAIR iorbl.isyl,iorb2.isy2,np

is a request to correlate a given orbital pair.

np=1: singlet pair
np=-1: triplet pair
np=0: singlet and triplet pair (if possible)

Default is to correlate all electron pairs in active and closed orbitals. Se@AIRS card.
PAIRS,iorbl.isy,iorb2.isy,np

Correlate all pairs which can be formed from orbitadsbl.isyl throughiorb2.isy2 Core
orbitals are excluded. Eith@orb2 must be larger thamorbl or isy2 larger thanisyl If
iorbl.isyFiorb2.isy2the PAIRS card has the same effect aPAIR card. PAIR andPAIRS
cards may be combined.

If no PAIR and noPAIRS card is specified, all valence orbitals are correlated. The created
pair list restricts not only the doubly external configurations, but also the all internal and semi
internals.

18.3.7 Restriction of classes of excitations

NOPAIR;

No doubly external configurations are included.
NOSINGLE;

No singly external configurations are included.
NOEXC,;

Perform CI with the reference configurations only.

18.4 Options
18.4.1 Coupled Electron Pair Approximation

CEPAnNcepa

Instead of diagonalizing the hamiltonian, perform CEPA calculation, CEPArgppa This is
currently available only for single configuration reference functions.

18.4.2 Coupled Pair Functional (ACPF, AQCC)

CPFEncpf,gacpfi,gacpfe
ACPFEncpf,gacpfi,gacpfe
AQCcpf,gacpfi,gacpfe

Instead of diagonalizing the hamiltonian, perform CPF calculatrmpfE2) (not yet imple-
mented) ACPF calculatiom¢pf=0) or AQCC calculationr{cpf=1). For ACPF and AQCC, the
internal and external normalization factgacpfi gacpfemay be reset from their default values
of 1, 2helecand 1, 1-felec2)(nelec3)/nelednelecl), respectively.
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18.4.3 Projected excited state calculations

PROJECTrecord,nproj¢

Initiate or continue a projected excited state calculation, with information storeecond. If
nprojc> 0, the internal CI vectors afprojc previous calculations are used to make a projection
operator. Ifnprojc= —1, this calculation is forced to be the first, i.e. ground state, with no
projection. Ifnprojc= 0, then ifrecord does not exist, the effect is the samengsojc= —1;
otherwisenprojc is recovered from the dump iecord Thus for the start up calculation, it is
best to useroject ,record-1; for the following excited calculations, upeoject ,record;

At the end of the calculation, the wavefunction is saved, and the information in the régom
updated. The project card also sets tteh option, so by default, transition hamiltonian
matrices are calculated.

For example, to do successive calculations for three states, use

18.4.4 Transition matrix element options

TRANHbption

If option> —1, this forces calculation of transition hamiltonian matrix elementsTiRANSor
PROJECTcalculation. Ifoption< 1, this forces calculation of one electron transition properties.

18.4.5 Convergence thresholds

ACCljstate,energy,coeff

Convergence thresholds for stédeate The actual thresholds for the energy and the CI coeffi-
cients are 10**(energy and 10**-(coeff). If this card is not present, the thresholds for all states
are the default values or those specified ontHRESH:ard.

18.4.6 Level shifts

SHIFT ,shiftp,shifts,shifti

Denominator shifts for pairs, singles, and internals, respectively.
18.4.7 Maximum number of iterations

MAXITERmaxit,maxitj

maxit maximum number of macroiterations;

maxiti maximum number of microiterations (internal CI).
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18.4.8 Restricting numbers of expansion vectors

MAXDAWNhaxdav,maxyi

maxdav maximum number of external expansion vectors in macroitera-
tions;

maxvi maximum number of internal expansion vectors in internal CI.

18.4.9 Selecting the primary configuration set
PSPACEselect,npspac

select energy criterion for selecting p-space configurations. If nega-
tive, a test for p-space H is performed.

npspac minimum number of p-space configurations. Further configu-
rations are added if either required by select or if configurations
are found which are degenerate to the last p-space configura-
tion. A minimum number of npspace is automatically deter-
mined from the state specifications.

18.4.10 Canonicalizing external orbitals

External orbitals are obtained as eigenfunctions of a Fock operator with the specified occupation
numbersy;. Occupation numbers must be provided for all valence orbitals.

18.4.11 Saving the wavefunction

SAVEsavecp,saveco,idelcg
or
SAVE[,CIVEC=savecp[, CONFIG=savecd[,DENSITY=dumpre¢[, NATORBdumpre¢[,FILES ]

savecp record name for save of wavefunction. If negative the wave-
function is saved after each iteration, else at the end of the job.
In case of coupled cluster methods (CCSD, QCISD, BCCD),
the wavefunction is saved in each iteration in any case (presently
only implemented for the closed-shell case).

saveco record name for save of internal configurations and their maxi-
mum weight over all states for subsequent use as reference in-
put (seeSELECTcard). If the record already exists, the record
name is incremented by one until a new record is created.

idelcg if nonzero orFILES is specified, don't erase icfil and igfil
(holding CI and residual vectors) at the end of the calculation.

dumprec Dump record for saving density matrix and natural orbitals.
Only one dump record must be given. In any case the den-
sity matrix and the natural orbitals are saved. See BIsor
NATORRards.
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18.4.12 Starting wavefunction

STARTreadcl,irest

readct record name from which the wavefunction is restored for a
restart. In the case of coupled cluster methods (CCSD, QCISD,
BCCD), the amplitudes are read from recoeddcland used
for restart (presently only implemented for closed-shell meth-
ods)

irest If nonzero, the CI coefficients are read and used for the restart;
otherwise, only the wavefunction definition is read in.

18.4.13 One electron properties

EXPECopen,opek,0pes,. . .;

After the wavefunction determination, calculate expectation values for one-electron operators
opef. See section 4.]13 for the available operators and their keywords. In multi-state calculations
or in projected calculations, also the transition matrix elements are calculated.

18.4.14 Transition moment calculations

TRANSreadcl,readc2,0pgropen,0pes,. . .;

Instead of performing an energy calculation, only calculate transition matrix elements between
wavefunctions saved on recordsadclandreadc2 See sectiof 4.13 for a list of available
operators and their corresponding keywords. If no operator names are specified, the dipole
transition moments are calculated.

18.4.15 Saving the density matrix

DMrecord.ifil,[idip];

The first order density matrices for all computed states are stored in resmdi on file ifil.

If idip is not zero, the dipole moments are printed starting at iteradiipn See alslNATORB

In case of transition moment calculation, the transition densities are also stored, provided both
states involved have the same symmetry.

18.4.16 Natural orbitals

NATORBRECORD}ecord. ifil[PRINT=nprint],[ CORE=natcof];

Calculate natural orbitals. The number of printed external orbitals in any given symmetry is
nprint) (default 2).nprint=-1 suppressed the printing. iécord is nonzero, the natural orbitals
and density matrices for all states are saved in a dump reeoodd on file ifil. If record.ifil is
specified on @Mcard (see above), this record is used. If different records are specified on the
DMandNATORRards, an error will result. The record can also be given orSthéEcard. If
COREHs specified, core orbitals are not printed.

Note: The dump record must not be the sameagecpor savecoon the SAVE card, or the
record given on th@ROJECT
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18.4.17 Miscellaneous options

OPTIONcodel=value,code2=value,

Can be used to specify program parameters and options. If no codes and values are specified,
active values are displayed. The equal signs may be omitted. The following codes are allowed
(max 7 per card):

NSTATE: seestate card

NSTATI: number of states calculated in internal ClI

NSTATR: seerefstat  card

NCEPA: seeCEPAcard

NOKOP: if nonzero, skip integral transformation

ITRDM: if .ge. O transition moments are calculated

ITRANS: if nonzero, perform full integral transformation (not yet imple-
mented)

IDIP: Print dipole moments from iteration numbealue

REFOPT: if nonzero, optimize reference coefficients; otherwise extract
reference coefficients from internal ClI

IAVDEN: average HIl and HSS denominators over spin couplings if nonzero

IDELCG: if.ne.0 then destroy files icfil,igfil at end

IREST: if nonzero, restart

NATORSB: if nonzero, natural orbitals are calculated and printed. The
number of printed external orbitals per symmetry is maiprb 2)

WEFENAT: if nonzero, natural orbitals are saved to this record

IPUNRF: if nonzero, punch coefficients of reference configurations

NPUPD: if nonzero, update pairs in nonorthogonal basis, otherwise in
orthogonal basis.

MAXIT: seemaxiter card

MAXITI: seemaxiter card

MAXDAYV: seemaxdav card

MAXVI: seemaxdav card

NOSING: seenosing card

NOPAIR: seenopair card

MXSHRF: seeselect card

IKCPS=0: In CIKEXT, only K(CP) is calculated; this option taken when
and only when no singles.

IKCPS=1: only K(CP’) is calculated. Implies that modified coupling co-
efficients are used.

IKCPS=2: K(CP) and K(CP’) are calculated. Default is IKCPS=2 except
when single reference configuration, when IKCPS=1.

IOPTGM: Option for density matrix routines.

IOPTGM=0: all quantities in density matrix routines are recalculated for

each intermediate symmetry (max. CPU, min. core).
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IOPTGM=1: quantities precalculated and stored on disk (max. 1/O, min.
core).

IOPTGM=2: guantities precalculated and kept in core (min. CPU, max.
core).

IOPTOR: If nonzero, calculate intermediate orbitals for each pair. Might

improve convergence in some cases, in particular if localized
orbitals are used.

18.4.18 Miscellaneous parameters

PARAModel=value,code2=value

Redefine system parameters. If no codes are specified, the default values are displayed. The
following codes are allowed:

LSEG: disc sector length

INTREL: number of integers per REAL*8 word

IVECT=0: scalar machine

IVECT=1: vector machine

MINVEC: call MXMB in coupling coefficient routines if vector length

larger than this value.

IBANK: number of memory banks for vector machines. If IBANK,
vector strides which are multiples of IBANK are avoided where
appropriate.

LTRACK: number of REAL*8 words per track or block (for file alloca-
tion)
LTR: determines how matrices are stored on disc. If LTR=LSEG, all

matrices start at sector boundaries (which optimizes 1/0), but
unused space is between matrices (both on disc and in core).
With LTR=1 all matrices are stored dense. This might increase
I/0O if much paging is necessary, but reduce I/O if everything
fits in core.

NCPUS: Maximum number of CPUs to be used in multitasking.

18.5 Miscellaneous thresholds

THRESkKodel=value,code2=value

If value=0, the corresponding threshold is set to zero, otherwise 1¢hfe). The equal signs
may be omitted. If no codes are specified, the default values are printed. The following codes
are allowed (max 7 per card):

ZERO: numerical zero

THRDLP: delete pairs if eigenvalue of overlap matrix is smaller than this
threshold.

PNORM: delete pair if its norm is smaller than this threshold (all pairs

are normalized to one for a closed shell case).



18 THE CI PROGRAM 146

PRINT: print CI coefficients which are larger than this value.

INTEG: omit two-electron integrals which are smaller than this value.
ENERGY: convergence threshold for energy; see alS6CUcard.

COEFF: convergence threshold for coefficients; see afsBCUcard.
SPARSE: omit coefficient changes which are smaller than this value.
EQUAL.: set values in the internal vector and the diagonal elements equal

if they differ by less than this value. Useful for keeping track
of symmetry.

18.6 Print options

PRINT,codel=value,code2=value,

Print options. Generally, the value determines how much intermediate information is printed.
value=-1 means no print (default for all codes). In some of the cases listed below the speci-
fication of higher values will generate even more output than described. The equal signs and
zeros may be omitted. All codes may be truncated to three characters. The following codes are
allowed (max 7 per card):

ORBITALS: print orbitals

JOP=0: print operator list

JOP=1: print coulomb operators in MO basis

JOP=2: print coulomb operators in AO and MO basis

KOP: asJOPfor internal exchange operators

KCP=0: print paging information for CIKEXT

KCP=1: print external exchange operators in MO basis

KCP=2: print operators in AO and MO basis

DM=0: print paging information for CIDIMA

DM=1: print density matrix in MO basis

DM=2: print density matrix in AO and MO basis

FPP=0: print energy denominators for pairs

FPP=1: in addition, print diagonal coupling coefficients in orthogonal
basis.

FPP=2: print operators FPP

CP=0: print update information for pairs in each iteration

CP=1: print pair matrix updates (MO basis)

CP=2: in addition print pair matrices (MO basis)

CP=3: print CP in AO basis (in CIKEXT)

Cl=0: print convergence information for internal ClI

Cl=1: printinternal Cl coefficients and external expansion coefficients

CS: as CP for singles

CPS=0: print paging information for CICPS

CPs=1: print matrices CPS in MO basis
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GPP=0: print paging information for CIGPQ

GPP=1: print matrices GP at exit of CIGPQ

GPS=0: print paging information for CIGPS

GPS=1: print vectors GS at exit CIGPS

GSP=1: print matrices GP at exit CIGPS

GPI=0: print paging information for CIGPI

GPI=1: print total GP in orthogonal basis

GPI=2: print matrices GP and TP

GIP=0: print paging information for CIGIP

GIP=1: print Gl at exit CIGIP

GSS=0: print paging information for CIGSS

GSS=1: print vectors GS at exit CIGSS

GSI=0: print paging information for CIGSI

GSI=1: print GS at exit CIGSI

GIS=0: print paging information for CIGIS

GIS=1: print Gl at exit CIGIS

Gll: print intermediate information in internal ClI

DPQ: print coupling coefficients((P, Q)

EPQ: print coupling coefficient§(P, Q)

HPQ: print coupling coefficientg(P, Q)

DPI: print coupling coefficients for pair-internal interactions

DSS: not yet used

DSI: not yet used

LOG: At end of each iteration, write summary to log file. Delete at
end of job ifLOG=0

CC=0: print address lists for coupling coefficients

CC=1: print coupling coefficients

DEN=1: print internal first order density

DEN=2: print internal second order density

DEN=3: print internal third order density

DEN=4: print first, second and third order densities

GAM=1: print first order transition densities

GAM=2: print second order transition densities

GAM=3: print first and second order transition densities

PAIRS=0: print list of non redundant pairs

PAIRS=1: print list of all pairs

CORE=0: print summary of internal configurationdl{(N — 1 andN — 2
electron)

CORE=1: print internal configurationd\,N — 1,N — 2)

REF=0: print summary of reference configurations
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REF=1:
PSPACE:
HII:

HSS:
SPQ:

TEST=0:
TEST=1:
TEST=2:
CPU:
ALL:

18.7 Examples

148

print reference configurations and their coefficients
print p-space configurations

print diagonal elements for internals

print diagonal elements for singles

various levels of intermediate information in pair orthogonal-
ization routine.

print information at each subroutine call

print in addition information about I/0O in LESW, SREIBW
print also information about I/O in FREAD, FWRITE
print analysis of CPU and I/O times

print everything at given level (be careful!)

*** Single reference CISD and CEPA-1 for water

r=0.957,angstrom

theta=104.6,degree;

geometry={0O;
H1,0O,r;

H2,0,r,H1 theta}

hf;wf,10,1;
ci;occ,3,1,1;core,1;wf,10,1;

1z-matrix geometry input

examples/

ITOTAL SCF ENERGY -76.02680642 h2o_cepal.com

ITOTAL CI(SD) ENERGY -76.22994348

ci;occ,3,1,1;core,1;wf,10,1;cepa,l; 'TOTAL CEPA(1) ENERGY -76.23799334

*** \Valence multireference Cl for X and A states of H20

gthresh,energy=1.d-8
r=0.957,angstrom,theta=104
geometry={0O;

H1,0,r;

.6,degree;
1z-matrix geometry input

H2,0,r,H1 theta}

hf;wf,10,1;

ITOTAL SCF ENERGY

-76.02680642

multi;occ,4,1,2;closed,2;core,1;wf,9,2,1;wf,9,1,1;tran,ly;

ci;occ,4,1,2;closed,2;core,1;wf,9,2,1;save,7300.1;

-75.66755631
-75.56605896

IMCSCF ENERGY
IMCSCF ENERGY examples/

ITOTAL MRCI ENERGY -75.79831209

ci;occ,4,1,2;closed,2;core,1;wf,9,1,1;save,7100.1;

ci;trans,7300.1,7100.1,ly;

ITOTAL MRCI ENERGY -75.71309879

ITransition moment <1.3|X|1.1> = -0.14659810 a.u.
ITransition moment <1.3|LY|1.1> = 0.96200488i a.u.

h2op_mrci_trans.com
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*** BH singlet Sigma and Delta states

r=2.1

geometry={b;h,b,r}

hf;occ,3;wf,6,1;

multi;
occ,3,1,1;core,1;wf,6,1;state,3;lquant,0,2,0;wf,6,4;lquant,2;
tran,lz;

expec2,izlz;

I Sigma states -- energies -25.20509620 -24.94085861
ci;occ,3,1,1;core,1;wf,6,1;state,2,1,3;

| Delta states -- energies -24.98625171
ci;occ,3,1,1;core,1;wf,6,1;state,1,2;

! Delta state -- xy component
ci;occ,3,1,1;core,1;wf,6,4;

149

examples/
bh_mrci_sigma_delta.c
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19 MULTIREFERENCE RAYLEIGH SCHRODINGER PERTUR-
BATION THEORY

Bibliography:

Original RS2/RS3:

H.-J. Werner, Mol. Phys. 89, 645-661 (1996)

New internally contracted RS2C:

P. Celani and H.-J. Werner, J. Chem. Phys. 112, 5546 (2000)

All publications resulting from use of this program must acknowledge the above.
The commands

RS2
RS2C
RS3

are used to perform second or third-order perturbation calculat®88.always includefRS2
as a first step. For closed-shell single-reference cases, this is equivalMR2tr MP3(but a
different program is usedRS2Ccalls a new more efficient second-order program (see below),
which should normally be used if third-order is not required (note R&38Cis not available).

19.1 Introduction

Multireference perturbation calculations are performed by the MRCI program as a special case.
For RS2 (CASPT2,RASPT2) only matrix elements over a one-electron operator need to be
computed, and therefore the computational effort is much smaller than for a corresponding
MRCI. For RS3 (CASPT3) the energy expectation value for the first-order wavefunction must
be computed and the computational effort is about the same as for one MRCI iteration. The
RS2 and RS3 programs use the same configuration spaces as the MRCI, i.e., only the doubly
external configurations are internally contracted.

A new version of the program has been implemented in which also subspaces of the singly ex-
ternal and internal configuration spaces are internally contracted (see reference given above).
This program, which is called using the keywd&2C is more efficient thafirS2, in particu-

lar for large molecules with many closed-shell (inactive) orbitals. It is recommended to use this
program for normal applications of second-order multireference perturbation theory (CASPT2,
RASPT2). Note that it gives slightly different results tHR82 due to the different contraction
scheme. It should also be noted that neitR&2 or RS2Care identical with the CASPT2 of
Roos et al. [J. Chem. Phy$€6, 1218 (1992)], since certain configuration subspaces are left
uncontracted. However, the differences are normally very small. The last point that should be
mentioned is that the calculation of CASPT2/RASPT2 density matrices (and therefore molecu-
lar properties) is presently possible only with the RS2 commandatdith RS2C.

The results of multireference perturbation theory may be sensitive to the choice of the zeroth-
order Hamiltonian. This dependence is more pronounced in second-order than in third-order.
Several options are available, which will be described in the following sections. It may also
happen tha{H© — E(©) in the basis of the configuration state functions becomes (nearly)
singular. This is known as "intruder state problem" and can cause convergence problems or
lead to a blow-up of the wavefunction. Often, such problems can be eliminated by including
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more orbitals into the reference wavefunction, but of course this leads to an increase of the CPU
time. The use of modified Fock operators (see below) or level shifts, as proposed by Roos and
Andersson [Chem. Phys. LetR45 215 (1995)] may also be helpful. Presently, only "real"
level shifts have been implemented.

With no further input cards, the wavefunction definition (core, closed, and active orbital spaces,
symmetry) corresponds to the one used in the most recently done SCF or MCSCF calculation.
By default, a CASSCF reference space is generated. Other choices can be made @3®qg the
CORECLOSEDWEFE SELECT, CONandRESTRICT cards, as described for titd program.

The orbitals are taken from the corresponding SCF or MCSCF calculation unl€RBITAL
directive is given.

For a CASPT2 calculation, the zeroth-order hamiltonian can be brought to a block-diagonal
form when (pseudo)canonical orbitals are used. This leads to fastest convergence. It is there-
fore recommended that in the preceedMylLTI calculation the orbitals are saved using the
CANONICALdirective (note that the default SATORR

Most options for MRCI calculations (likETATE REFSTATEetc.) apply also for RS2(C) and
RS3 and are not described here again. Some additional options which specific for CASPT2/3
and are described below.

19.2 Coupling MRCI and MRPT2

For particularly difficult cases with strong intruder problems, or in which second-order pertur-
bation theory fails to predict reliable results, a new method that couples MRCI and CASPT2 has
been developed. This variant is invoked using@iEeT2 directive:

CIPT2

In this case all excitations solely from active orbitals are treated by MRCI, while the remaining
excitations involving inactive (closed-shell) orbitals are treated by second-order perturbation
theory. Both methods are coupled by minimizing an appropriate energy functional. Of course,
this method is much more expensive that MRPT2. The cost is comparable to the cost for an
MRCI without correlating the inactive orbitals.

19.3 Excited state calculations

There are two possibilities to perform excited state calculations:
1) One can calculate each state separately. This is done using the card
STATE1 oot

whereroot is the desired root (i.e., 2 for the first excited state). In this case the Fock operator
used in the zeroth-order hamiltonian is computed using the density for the given state.

2) Alternatively, two or more states can be computed simultaneously, using
STATE n|[,rootl, root2, ..., rooth

wheren is the number of states to be computed. The default is to compute the lowestts.
Optionally, this default can be modified by specifying the desired romit as shown. One
should note that thidoes notorrespond to the multi-state CASPT2 presented in [Chem. Phys.
Lett. 288 299 (1998)].
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In the case that several states are computed simultaneously, the fock operator employed in the
zeroth-order Hamiltonian is computed from a state-averaged density matrix, and the zeroth-
order hamiltonians for all states are constructed from the same fock operator. By default, equal
weights for all states are used. This default can be modified using HH&HTdirective

WEIGHTwW1, w2,...,wn

If a REFSTATEcard is given (see sectipn 18.3.5), the state-averaged fock operator is made for
all reference states, and tiéEIGHTcard refers to the corresponding states.

19.4 Modified Fock-operators in the zeroth-order Hamiltonian.

Thegi, g2, andgs operators proposed by Andersson [Theor. Chim. AdteB1 (1995)] as well
as a furtheg, operator may be useds makes CASPT2 calculations size extensive for cases in
which a molecule dissociates to high-spin open-shell (RHF) atoms.

The indexn of the operator to be used is specified onR&2, RS2C or RS3 card:

RS2n
RS2Cn
RS3n

wheren can take the values 1 to 4. Instead of the valwae can also specif@l, G2etc.

19.5 Level shifts

Level shifts are often useful to avoid intruder state problems in excited state calculations. MOL-
PRO allows the use of shifts as described by Roos and Andersson, [Chem. Phy245&t1.5
(1995)]. The shift can be specified on tR&2or RS2Ccard

RS2[,Gn] [, SHIFT=shiff
RS2C[,Gn] [, SHIFT=shif{

Typical choices for the shift is are. D— 0.3. Only two figures after the decimal point are
considered. The shift affects the results, the printed energies as well BN ERG Wariable
include the energy correction for the shift as proposed by Roos and Andersson. At convergence,
also the uncorrected energies are printed for comparison.

19.6 Integral direct calculations

RS2, RS2C andRS3calculations with very large basis sets can be performed in integral-direct
mode. The calculation will be direct if a glob2IRECT or GDIRECTcard appears earlier in the
input. Alternatively, (mainly for testingDIRECT can be specified as an option on Ren[C]

card:

RS2[,Gn] [, SHIFT=shiff [, DIRECT]
RS2C],Gn] [, SHIFT=shiff [, DIRECT]

19.7 Options for CASPT2 and CASPT3

Other options can be set using tPTION command. These options are mainly used for
testing purposes and should be used with care. It should be noted that the only option that can
be modified in the RS2C programliSDIA : all others only work with RS2/RS3.
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OPTIONcodel=value,code2=value,

Of relevance for the CASPT2/3 program are the following options:

IPROCS=0
IPROCS=1

IPROCS=2

IPROCS=3

IPROCI=0
IPROCI=1

IPROCS=3,IPROCI=1

IFDIA=0

IFDIA=1

IFDIA=2

IHINT=0

IHINT=1

IHINT=2

NOREF=1

NOREF=0

(Default). Calculation uses uncontracted singles \R82

Non-interacting singles are projected out during update. This
is an approximate procedure which should be used with care.

The singles are fully internally contracted RS2 This is
achieved via a projection operator during the coefficient update
and may be inefficient.

Only singles with one or two holes in the closed-shells are in-
ternally contracted iflRS2 using a projection operator.

(Default). Calculation uses uncontracted internals RS2

Internals with two holes in the inactive space are internally con-
tracted inRS2using a projection operator.

This combination of options reproduces w82 the RS2C
result using projection operators. This requires lot of memory
and disk space and it is feasible only for small molecules.

(Default). All off-diagonal elements of the effective Fock ma-
trix are included.

The internal-external block of the Fock-matrix is neglected.
This eliminates the single-pair coupling.

All off-diagonal elements of the Fock matrix are neglected.
This corresponds to CASPT2D of Andersson et al. Note: in
this case the result is not invariant to rotations among active
orbitals!

(Default). Only one-electron integrals are used in the zeroth-
order Hamiltonian for all interactions.

The all-internal two-electron integrals are used in the zeroth-
order Hamiltonian for the internal-internal and single-single in-
teractions.

The all-internal two-electron integrals in the zeroth-order Hamil-
tonian are used for the internal-internal, single-single, and pair-
pair interactions. UsingHINT=2 andIDFIA=1 corresponds

to Dyall's CAS/A method for the case that CASSCF references
with no closed-shells (inactive orbitals) are used. Note that
this requires more CPU time than a standard CASPT2 calcu-
lation. Moreover, convergence of the CAS/A method is often
slow (denominator shifts specified onSHIFT card may be
helpful in such cases). In general, we do not recommend the
use oflHINT with nonzero values.

(Default). Interactions between reference configurations and
singles are omitted.

Interactions between reference configurations and singles are
included. This causes a relaxation of the reference coefficients
but may lead to intruder-state problems.
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IMP3=2

After CASPT2 do variational CI using all internal configura-
tions and the first-order wavefunctions of all states as a basis.
In this case the second-order energy will correspond to the vari-
ational energy, and the third-order energy approximately to a
Davidson-corrected energy. This is useful in excited state cal-
culations with near-degeneracy situations.
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20 MOJLLER PLESSET PERTURBATION THEORY

Closed-shell Mgller-Plesset perturbation theory up to full fourth order [MP4(SDTQ)] is part of
the coupled-cluster program.

The commandMP2, MP3, MP4perform the MP calculations up to the specified order (lower
orders are included).

MP4;NOTRIPL; performs MP4(SDQ) calculations.

Normally, no further input is needed if tiHdPncard directly follows the corresponding HF-
SCF. Otherwise, occupancies and orbitals can be specified as in the Cl program. The resulting
energies are stored in variables as explained in s¢ctipn 6.7.

20.1 Expectation values for MP2

One-electron properties can be computed as analytical energy derivatived® BrThis cal-
culation is much more expensive than a simple MP2, and therefore only doneEKBEC

card follows theMP2card (theGEXPEQirective has no effect in this case). The syntax of the
EXPECcard is explained in sectipn 4]13. For an example, see séction|21.6.1. The density matrix
can be saved using

DMrecord.ifil];
See also sectios 21.7 dnd 21.8.

20.2 Density-fitting MP2 (DF-MP2, RI-MP2)

Density-fitting MP2 (RI-MP2) can be performed with standard density or and Poisson fitting
basis sets. The present implementation works only without symmetry. The input is as follows:
DF-MP2Z;

Optionally, a cardFIT can follow on which the following options can be specified:
BASIS_MP2=string: Fitting basis sets, e.gJKFIT (default) for standard density

fitting or DENSITY:POISSON for mixed density/Poisson fit-
ting. These basis sets must have been defined in a previous

BASIS block.
THRAGvalue Screening threshold for 3-index integrals in the AO basis
THRM6value Screening threshold for 3-index integrals in the MO basis
THROWvalue Screening threshold for 2-index integrals of fitting basis.
THRPROBvalue Screening product threshold for first half transformation.
SPARSEvalue If Non-zero, use sparse algorithm in second-half transforma-

tion (default).

RI-MP2 is an alias for the commardF-MP2. At present, expectation values and gradients
cannot be computed withF-MP2.
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21 THE CLOSED SHELL CCSD PROGRAM

Bibliography:
C. Hampel, K. Peterson, and H.-J. Werner, Chem. Phys. Lett. 190, 1 (1992)
All publications resulting from use of this program must acknowledge the above.

The CCSD program is called by the CISD, CCSD, BCCD, or QCI directives. CID or CCD can
be done as special cases usingMl@SINGLdirective. The code also allows to calculate Brueck-
ner orbitals (QCI and CCSD are identical in this case). Normally, no further input is needed if
the CCSDxcard follows the corresponding HF-SCF. Optio@BITAL, OCCCLOSEDRCORE
SAVE START, PRINT options work as described for the MRCI program in secfion 18. The
only special input directives for this code BUECKNERNADIIS , as described below.

The convergence thresholds can be modified using
THRESEENERGYthrdenCOEFFthrvar

Convergence is reached if the energy change is smallettihden(default 1.d-6)andthe square
sum of the amplitude changes is smaller tttawar (default (1.d-10). ThE HRESHard must
follow the command for the method (e.€CSD and then overwrites the corresponding global
options (se&sTHRESHsec[ 4.1]1).

The computed energies are stored in variables as explained in section 6.7. As well as the energy,
the T, diagnostic (T. J. Lee and P. R. Taylor, Int. J. Quant. Chem. S23 (1989) 199) is printed
and stored in the variable T1DIAG for later analysis.

21.1 Coupled-cluster, CCSD

The commandCSDperforms a closed-shell coupled-cluster calculation. Usin@@8D(T)
command, the perturbative contributions of connected triple excitations are also computed. For
further information on triples corrections see under RCCSD.

21.2 Quadratic configuration interaction, QCI

QCI or QCISD performs quadratic configuration interaction, QCISD. Using@@(T) or
QCISD(T) commands, the contributions of connected triples are also computed by perturbation
theory. Normally, no further input is needed if tQ&I card follows the corresponding HF-SCF.
Otherwise, occupancies and orbitals can be specified as in the Cl program. For modifying DIIS
directives, see sectipn 21.5

21.3 Brueckner coupled-cluster calculations, BCCD

BCCLOSAVE=ecord,[PRINT],[TYPE=stypd

BCCDperforms a Brueckner coupled-cluster calculation and computes Brueckner orbitals. With
these orbitals, the amplitudes of the singles vanish at convergence. UsiBG@i2(T) com-

mand, the contributions of connected triples are also computed by perturbation theory. Nor-
mally, no further input is needed if ti@CCDcard follows the corresponding HF-SCF. Other-
wise, occupancies and orbitals can be specified as in the Cl pro@RECKNERarameters

can be modified using tiBRUECKNERirective.
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The Brueckner orbitals and approximate density matrix can be save@iL.& R@ump record
using theSAVEoption. The orbitals are printed if tHERINT option is given.TYPEcan be used
to specify the type of the approximate density to be computed:

TYPE=REF Compute and store density of reference determinant only (default).
This corresponds to the BOX (Brueckner orbital expectation value)
method of Chem. Phys. Let815 248 (1999).

TYPE=TOT Compute and store density with contribution of pair amplitudes (lin-
ear terms). Normally, this does not seem to lead to an improvement.
TYPE=ALL Compute and store both densities

Note: The expectation variables are stored in variables as usual. In the case that both densities
are made, the variables contain two values, the first correspondiRgkand the second to
TOT(e.g., DMZ(1) and DMZ(2)). IITYPE=REFor TYPE=TOTis give, only the corresponding
values are stored.

21.3.1 TheBRUECKNERirective

BRUECKNERrbbrk,ibrstr,ibrueck,brsfak

This directive allows the modification of options for Brueckner calculations. Normally, none of
the options has to be specified, and BleCDcommand can be used to perform a Brueckner
CCD calculation.

orbbrk: if nonzero, the Brueckner orbitals are saved on this record.
ibrstr: First iteration in which orbitals are modified (default=3).
ibrueck Iteration increment between orbital updates (default=1).
brsfak Scaling factor for singles in orbital updates (default=1).

21.4 Singles-doubles configuration interaction, CISD
Performs closed-shell configuration interaction, CISD. The same results as with the CI pro-

gram are obtained, but this code is somewhat faster. Normally, no further input is needed. For
specifying DIIS directives, see sectijon 21.5

21.5 TheDIIS directive

DIIS ,itedis,incdis,maxdis,itydis
This directive allows to modify the DIIS parameters for CCSD, QCISD, or BCCD calculations.

itedis First iteration in which DIIS extrapolation may be performed (de-
fault=4).

incdis Increment between DIIS iterations (default=1).

maxdis Maximum number of expansion vectors to be used (default=6).

itydis: DIIS extrapolation type. itedis=1 (default): residual is minimized.

itedis=2:AT is minimized.

In addition, there is a thresholBHRDISwhich may be modified with th# HRESHdirective.
DIIS extrapolation is only done if the variance is smaller tAi&RDIS
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21.6 Examples

21.6.1 Single-reference correlation treatments for KO

*** h20 test

memory,1,m lallocate 1 MW dynamic memory
geometry={o;h1,0,r;h2,0,r,h1,theta} 1Z-matrix geometry input

basis=vtz lcc-pVTZ basis set

r=1 ang Ibond length

theta=104 lbond angle

hf Ido scf calculation

text,examples for single-reference correlation treatments

Ci ICISD using MRCI code les/
ci;cepa,l Icepa-1 using MRCI code E)Z(‘chpcgz com
mp2 ISecond-order Moeller-Plesset - '
mp3 ISecond and third-order MP

mp4 1Second, third, and fourth-order MP4(SDTQ)

mp4;notripl IMP4(SDQ)

cisd ICISD using special closed-shell code

cesd(t) Icoupled-cluster CCSD(T)

qci(t) lquadratic configuration interaction QCISD(T)

beed(t) IBrueckner CCD(T) calculation

21.6.2 Single-reference correlation treatments for bF»

#* N2F2 CIS GEOMETRY (C2h)

rnn=1.223,ang Idefine N-N distance
rnf=1.398,ang ldefine N-F distance
alpha=114.5; ldefine FNN angle
geometry={N1

N2,N1,rnn

F1,N1,rnf,N2,alpha
F2,N2,rnf,N1,alpha,F1,180}

basis=vtz lcc-pVTZ basis set examples/
method=[hf,cisd,ccsd(t),qcisd(t),bccd(t)] 'all methods to use n2f2_ccsd.com
do i=1,#method lloop over requested methods

$method(i) Iperform calculation for given methods

e(i)=energy Isave energy in variable e

enddo lend loop over methods

table,method,e lprint a table with results

title,Results for n2f2, basis=$basis ltitle of table

This calculation produces the following table:

Results for n2f2, basis=VTZ

METHOD E E-ESCF
CISD -308.4634948  -0.78283137
BCCD(T)  -308.6251173  -0.94445391
CCSD(T)  -308.6257931  -0.94512967
QCISD(T)  -308.6274755  -0.94681207
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21.7 Saving the density matrix

DMrecord.ifil];

The effective first order density matrix is computed an stored in reiemold on file ifil. This
currently works for closed-shell MP2 and QCISD. See &l#d ORB

21.8 Natural orbitals

NATORHBRECORDgecord.ifil,[PRINT=nprint],| CORE=natcof];

Calculate natural orbitals. This currently only works for closed-shell MP2 and QCISD. The
number of printed external orbitals in any given symmetrypsint) (default 2). nprint=-1
suppressed the printing. The natural orbitals and the density matrix are saved in a dump record
record on file ifil. If record.ifil is specified on @&Mcard (see above), this record is used. If
different records are specified on tbdand NATORR:ards, an error will result. The record

can also be given on tHf@AVEcard. Note that the effective density matrix of non-variational
methods like MP2 or QCISD does not strictly behave as a density matrix. For instance, it has
non-zero matrix elements between core and valence orbitals, and therefore core orbitals are
affected by the natural orbital transformation. Also, occupation numbers of core orbitals can
be larger than 2.0. IEOREs given fiatcor=1), the core orbitals are frozen by excluding them
from the natural orbital transformation.

21.9 Excited states using linear response
(CCSD-LR, EOM-CCSD)

Excitation energies can be computed using linear response (LR) theory (also called equation of
motion (EOM) approach). Accurate results can only be expected for singly excited states. The
states to be computed are specified orE@Mnput card, which is a subcommand 6CSD

The following input forms are possible

EOMstatel, state2, state3, ...

Computes the given states. Each state is specified in therfomier.syme.g., 5.3 means the
fifth state in symmetry 3. Note that state 1.1 corresponds to the ground state CCSD wavefunction
and is ignored if given.

EOM—nl.syml, —n2,syn®, ...

Computes the firghl states in symmetrgym1 n2 in symz2etc.
EOMnNl.synil, —n2,syni, ...

Computes statasl throughn2 in symmetrysyml

The different forms can be combined, e.g.,
EOM-3.1,22,23,-53

computes states 1-3 in symmetry 1, the second excited state in symmetry 2, and the second
through fifth excited states in symmetry 3. Note that state 1.1 is the ground-state CCSD wave-
function.
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21.9.1 Parameters for EOM-CCSD EOMPAR

Normally, no further input is needed. However, some defaults can be changed ust@MHRAR
directive:

EOMPAReyl =valuel key2 =value2...

where the following keywordkey are possible:

MAXDA¥nv Maximum value of expansion vectors per state in Davidson procedure
(default 10).
INISINGL =ns Number of singly excited configurations to be included in initial Hamil-

tonian (default 20; the configurations are ordered according to their
energy). SometimeBNISINGL should be put to zero in order to
catch states dominated by double excitations.

INIDOUBL=nd Number of doubly excited configurations to be included in initial
Hamiltonian (default 10).

INIMAX =nmax Maximum number of excited configurations to be included in initial
Hamiltonian. By defaulthmax= ns+ nd.

MAXITER=itmax Maximum number of iterations in EOM-CCSD (default 20).

MAXEXTRAmMaxex Maximum number of extra configurations allowed to be included in
initial Hamiltonian (default 0). In the case of near degeneracy it is
better to include a few extra configurations to avoid a slow conver-
gence.

DIFOCK=difo If set to 0, the program uses an approximate diagonhT &dr look-
ing for the initial configurations (corresponding to thi@ax+ maxex
lowest diagonal elements) and for the vector update in the Davidson
procedure. If set to 1, the diagonal of the Fock matrix is used in-
stead. If set to 2, the update procedures from CCSD program are
used.DIFOCK=1 and 2 should give exactly the same results. Default
for non-local EOM-CCSD (even based on local CCSD) is 0. For the
local EOM-CCSDDIFOCK:is always set to 2.

EOMLOCAteom| If set to 0, non-local calculation (default). If set to 1, it simulates the
local EOM-CCSD using the standard EOM prograaBOMLOCA+EL
is a test option and shouldn’t be used for the time being.

INIMAX is used only ifINISINGL andINIDOUBL are both zero.

All keywords can be abbreviated by at least four characters.

21.9.2 Print options for EOM-CCSD (EOMPRINTJ

The following print options are for testing purposes and for looking for the convergence prob-
lems.
EOMPRINTKkeyl =valuel key2 =value2. ..

where the following keywordkey are possible:

DAVIDSONMNipr Information about Davidson procedure:
ipr=1 print results of each "small diagonalization"
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DIAGONAL

PSPACE

HEFF

RESIDUUM

ipr=2 also print warning information about complex eigenvalues
ipr=3 also print hamiltonian and overlap matrix in trial space.

Information about configurations:

ipr=1 print the lowest approximate diagonal elements of the trans-
formed hamiltonian

ipr=2 print orbital labels of important configurations

ipr=3 print all approximate diagonal elements

ipr=4 also print the long form of above.

Print information about the initial approximate hamiltonian:
ipr=2 print the approximate hamiltonian used to find the first approx-
imation.

Print information about effective Hamiltonian:
ipr=2 print columns of effective hamiltonian and overlap matrix in
each iteration

Print information about residuum vectors:

ipr=-1 no print in iteration

ipr=0 print energy values + residuum norm (squared) for each itera-
tion (default)

ipr=1 also print warning about complex eigenvalue, and a warning

when no new vectors is added to the trial space due to the too small
norm of the residuum vector.

ipr=2 also print how many vectors are left
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22 OPEN-SHELL COUPLED CLUSTER THEORIES

Spin unrestrictedRHF-UCCSDand patrtially spin restrictedRHF-RCCSDopen-shell coupled
cluster theories as described in J. Chem. PBg(1993) 5219 (see also erratum , J. Chem.
Phys., submitted for publication) are available imMPRQ. In both cases a high-spiRHFrefer-

ence wavefunction is used. In the description that follows, the acroR@&GSandUCCSare

used, but the theories should normally be referred fRlBE-RCCSDRHF-UCCSDIn order to
distinguish them from alternative ansétze based on spin-unrestricted orbitals. The program will
accept either the full or abbreviated acronyms as input commands.

In the RCCSDtheory certain restrictions among the amplitudes are introduced, such that the
linear part of the wavefunction becomes a spin eigenfunction (this is not the casdi@ @D
method, even if alRHFreference function is used). At present, the implementatidR@ESD

is only preliminary, and no CPU time is saved by as comparedd@&SDHowever, improved
algorithms, as described in the above publication, are currently being implemented, and will be
available in the near future.

The input is exactly the same as for closed-s@€liSD except thaRCCSDor UCCSDare used
as keywords. By default, the open-shell orbitals are the same as used RHthieeference
function, but this can be modified usi@CC CLOSEDandWFcards.

Perturbative triples corrections are computed as follows:

RCCSD(T), UCCSD(T) triples corrections are computed as defined by J. D. Watts, J. Gauss
and R. J. Bartlett, J. Chem. Phy@88718 (1993).

RCCSD[T], UCCSDI[T] corrections are computed without contributions of single excita-
tions (sometimes called CCSD+T(CCSD)) .

RCCSD-T, UCCSD-T triples corrections are computed as defined by M. J. O. Deegan and
P. J. Knowles, Chem. Phys. Letters 227 (1994) 321.

In fact, all three contributions are always computed and printed. The following variables are
used to store the results (heZ€SDstands for eithed CCSnr RCCSD

ENERGY total energy for method specified in the input.
ENERGC total CCSDenergy without triples.
ENERGT(1) total CCSD(T) energy.

ENERGT(2) total CCSD[T] energy.

ENERGT(3) total CCSD-Tenergy.

We note that the present implementation performs the (partial) integral transformation using an
algorithm which is not optimal in its memory use, and therefore needs quite a large memory if
extensive basis sets are used. Future improvements will remove this bottleneck.



23 LOCAL CORRELATION TREATMENTS 163

23 LOCAL CORRELATION TREATMENTS

23.1 Introduction

The local correlation program of dLPROcan currently perform closed-shell MP2(D), MP3(D),
MP4(SDQ), CISD, QCISD, and CCSD calculations. So far, only MP2 is publicly available.
Linear scaling versions of the other methods are still experimental and will be released later.
Perturbative energy corrections for triple excitations are under development and will also be
available in the near future. Note that you have to install the ‘local’ module in order to use local
correlation methods. If you want linear scaling, you also need the ‘direct’ module.

References:

General, local CCSD:
[1] C. Hampel and H.-J. WerneLocal Treatment of electron correlation in coupled cluster
(CCSD) theoryJ. Chem. Physl04, 6286 (1996).

Multipole treatment of distant pairs:
[2] G. Hetzer, P. Pulay, H.-J. Wernddultipole approximation of distant pair energies in local
MP2 calculations Chem. Phys. Let290, 143 (1998).

Linear scaling local MP2:
[3] M. Schitz, G. Hetzer and H.-J. Wernkgw-order scaling local electron correlation meth-
ods. I. Linear scaling local MP2]. Chem. Physl11, 5691 (1999).

LMP2 Gradients and geometry optimization:
[4] A. El Azhary, G. Rauhut, P. Pulay and H.-J. Wern®nalytical energy gradients for local
second-order Mgller-Plesset perturbation thealyChem. Physl08 5185 (1998).

LMP2 vibrational frequencies:
[5] G. Rauhut, A. El Azhary, F. Eckert, U. Schumann and H.-J. Wetmgract of Local Approx-
imations on MP2 Vibrational FrequencigSpectrochimica Actab, 651 (1999).

Intermolecular interactions and the BSSE problem:
[6] M. Schitz, G. Rauhut and H.-J. Wernkaocal Treatment of Electron Correlation in Molecu-
lar Clusters: Structures and Stabilities of §8),, n=2—4, J. Phys. Chenil02 5997 (1998).

[7] N. Runeberg, M. Schutz and H.-J. WernBhne aurophilic attraction as interpreted by local
correlation methodsJ. Chem. Physl10, 7210 (1999).

23.2 Getting started

The local correlation treatment is switched on by preceding the command nameLby.an
by using theLMP2 LMP3 LMP4 LQCI[[SD](T)] , LCCSD[(t)] , or LCISD directives.
Further options can be given on the same input card or on subsddDE®{l or MULTPcards.
Alternatively, one can also give thg®OCALor theMULTPdirective after the normaP2 MP3
MP4 QCI[[SD](T)] ,CCSDI[(T)] , orCISD directives.

Thus, the two input cards

METHOD
LOCAL[keyl =valud,[key2 =valued, ...

are equivalent to

LMETHOI[keyl =valug,[key2 =value], ...
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whereMETHODS one ofMP2 MP3 MP4 QCI[[SD](T)] , CCSD[(T)] , or CISD.

Similarly,
METHOD
MULTR[keyl =valud,[key2 =valueg, ...

is equivalent to
LMETHOMULTR[keyl =valud,[key2 =value], ...

(The full set of options is described in sectjon 23.6, and summarized in [Table 9)BAL
andMULTPdirectives only differ in the defaults that they assume for the input keys.

The LOCAL directive requests a traditional local correlation calculation, where all pairs (of
occupied orbitals) that are correlated by MP2 are treated equal, regardless of their distance.
The MULTPdirective turns on additional approximations that depend on the distance between
the orbitals: Thealistant pairsare treated by a multipole approximation as described in Ref.
[2], and very distant pairsare neglected. This is a prerequisite to obtain linear scaling for
large molecules. UsingOCAL(without choosing appropriate settings manually) will result in
O(N?®) scaling. Be sure to read the applicable parts of the next section before starting your own
calculations.

23.3 Doing it right
23.3.1 Always...

Turn off symmetry! Otherwise, you won't get appropriately localized orbitals (local orbitals
will tend to be symmetry equivalent instead of symmetry adapted). Symmetry is in principle
OK only if all atoms are symmetry unique. This allows the treatment of planar molecules in
Cs symmetry when using theOCALdirective. But note that the multipole program does not
support symmetry at all, so choose alw&@symmetry with theMULT Pdirective.

To turn off symmetry, specifmosym as the first line of your geometry input, e.g.

geometry={
nosym
o1
H1,01,roh
H2,01,roh,h1,hoh

Use NOORIENT! Under certain circumstances it may happen that the domains and correlation
energies are not rotationally invariant. We therefore recommend to uBEX@E&RIENToption in

the geometry input, to avoid unintended rotations of the molecule when the geometry changes.
This is particularly important for geometry optimizations and for calculations of interaction

energies (see sectipn 23/4.1).

Check your orbital domains! Local correlation methods are less ‘black box’ than the canonical
ones. It is therefore recommended always to check the orbital domains, which are printed in the
beginning of each local calculation. For checking, the opp@MONLY=tan be used to stop

the calculation after the domain generation. The orbital domains consist of all basis functions
for a subset of atoms. These atoms are selected so that the domain spans the corresponding
localized orbital with a preset accuracy (alterable with REYMSE]. A typical domain output,

here for water, looks like this:
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Orbital domains

Orb. Atom Charge Crit.
21 101 1.17 0.00

3 H2 0.84 1.00
31 101 2.02 1.00
4.1 101 1.96 1.00
5.1 101 1.17 0.00

2 H1 0.84 1.00

This tells you that the domains for orbitals 2.1 and 5.1 comprise the basis functions of the oxygen

atom and and one hydrogen atom, while the domains for orbitals 3.1 and 4.1 consist of the basis
function on oxygen only. The latter ones correspond to the oxygen lone pairs, the former to the

two OH bonds, and so this is exactly what one would expect.

Improper domains could result from improperly localized orbitals or forgdt®s Y Mirective.

This does not only negatively affect performance and memory requirements, but can also lead
to bogus results. Poor localization is sometimes an intrinsic problem, in particular for strongly
conjugated systems. In rare cases it might also happen that the localization procedure does not
converge.

The default for the selection criteriddOMSELis 0.98. This works usually well for small basis
sets like cc-pVDZ. For larger basis sets like cc-pVTZ we recommend to use a slightly larger
value of 0.985 to ensure that enough atoms are included in each domain.

There are some other options which affect the domain selection:

CHGMINvalue determines the minimum allowed Mulliken charge for an atom (ex-
cept H) in a domain, i.e., atoms with a smaller (absolute) charge are
not included, even if th&®OMSElLcriterion is not fulfilled (default

0.01).
CHGMINHvalue asCHGMIN but used for H-atoms (default 0.03).
CHGMAXvalue If Mulliken charge is larger than this value, the atom is included inde-

pendent of any ranking.

MAXBEmaxbp If maxbp=1 the atoms are ranked according to their contribution to
the Boughton-Pulay overlap. taxbp=0 (default), the atoms are
ranked according to atomic charges. In both cases atoms with charges
greater thatCHGMAre always included, and atoms with the same
charges are added as groups.

MULLIKEN=option Determines method to determine atomic charggsion=0 (default):
squares of diagonal elements $1C are used.option=1 Mulliken
gross charges. It appears that the first choice works better with diffuse
basis sets.

MERGEDGMumber  If this option is given, all orbital domains containimgmberor more
atoms in common are mergedumber=1is treated asiumber=2
default 0). This is particularly useful for geometry optimizations
of conjugated or aromatic systems like, e.g., benzene. In the latter
case MERGEDOM=huses the generation of fuldomains, i.e., the
domains for all threegrorbitals comprise all carbon basis functions.
Note that the merged domains are generated after the above print of
orbital domains, and information about merged domains is printed
separately. See sectipn 23]4.2 for further discussion of geometry op-
timizations.
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These options can be disabled by setting their values to zero.

23.3.2 Linear scaling MP2

Linear scaling of the CPU time as well as memory and disk requirements with molecular size
(for a fixed basis set) can be achieved for very extended systems if the calculation is performed
in integral-direct manner (i.e., the 2-electron integrals are never stored on disk) [3]. This requires
the DIRECT module. In order to achieve low-order scaling Me/LTPdirective must be used.
Normally, the program uses appropriate defaults and no further options must be set. Thus, the
typical input structure looks as follows:

memory,64,m Ispecify enough memory if you try a very large calculation
file,2,name.wfu !save orbitals and other info for later restart
gdirect lenable integral-direct mode
basis={...} lbasis specification
geometry={nosym;noorient;...} !geometry specification
hf Iscf calculation (this often takes most of the time, since at
Ipresent this is not linearly scaling)
locali,pipek IOrbital localization (this card is optional). If not given
IPipek-Mezey localization is done automatically within the LMP2 program
mp2;multp ILocal MP2 with multipole approximation for distant pairs.

Notice that for small systems a local MP2 with these default options might take more time than
a conventional MP2. There are two reasons for this: firstly, the default options in the LMP2 case
are chosen so that the memory and disk requirements are minimized. This requires the evalu-
ation of each unique integral twice in the transformation. Secondly, the LMP2 equations have
to be solved iteratively, which takes some additional time. It is possible to speed up local MP2
calculations for small or medium size molecules using the following option oGIDERECT

card:

GDIRECT,PAGE=1

In this case each unique integral is computed only once, but intermediate storage of the half
transformed integrals on disk is required. The disk requirements scale cubically in this case,
and therefore this option cannot be used for very large cases.

The CPU-time depends sensitively on the prescreening thresholds used in the transformation.
Their choice, in turn, depends on the required accuracy. The default thresholds (1.d-7) normally
ensure that absolute numerical errors in the energy are aroyhti Eor many applications,

lower accuracy is sufficient, and a change of the default values can achieved be requesting a less
accurate energy:

GTHRESH,ENERGY=1.d-5

This card must be given before thP2directive and will then increase the prescreening thresh-
olds to 1.d-6 (note that it might also influence the accuracy of the SCF if given befokthe
card!). On the other hand, requesting a more accurate energy will tighten the thresholds. Tighter
thresholds will also be chosen automatically if the AO overlap matrix has very small eigenval-
ues, which can happen for large and diffuse basis sets.

The prescreening thresholds for LMP2 can also be changed using the specific options
THRAO_LMP2THRQ1_LMP2and THRQ2_LMP2n theDIRECT card (see sectidn 8), but
this is only recommended for experienced users.
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23.4 Density-fitting LMP2 (DF-LMP2, RI-LMP2)

Density-fitting LMP2 can be performed with standard density or and Poisson fitting basis sets.
The present implementation works only without symmetry. The input is as follows:

DF-LMP2,[Imp2 option$

Optionally, a cardFIT can follow on which the following options can be specified (appropriate
default values are available):

BASIS_MP2=string Fitting basis sets, e.gJKFIT (default) for standard density fitting or
DENSITY:POISSON for mixed density/Poisson fitting. These basis
sets must have been defined in a previBASIS block.

THROWvalue Screening threshold for 2-index integrals of fitting basis.

THRAGvalue Screening threshold for 3-index integrals in the AO basis.

THRM6value Screening threshold for half-transformed 3-index integrals.

THRSWvalue Threshold for Schwarz screening.

THRPROSBvalue Product threshold for screening in first half transformation.

SPARSEvalue If valueis on-zero, use sparse algorithm in second-half transformation
(default).

LOCFIT=value If value=1use united orbital fitting domains (default).vlue=2use
united pair fit domains.

RDOMAWXalue Radius for extending the pair fitting domains. Should be nonzero if
LOCFIT=2.

KSCEENvalue If value=1use Schwarz screening (linear scaling algorithm).

MINBLK=value Minimum AO blocking size.

MAXBLKvalue Maximum AO blocking size.

MAXFIT=value Maximum block size for fitting functions.

MAXBATC#Hvalue Blocking size for first half transformation.

RI-MP2 is an alias for the commandF-MP2. At present, expectation values and gradients
cannot be computed withF-MP2.

23.4.1 Intermolecular interactions

For calculations of interaction potentials of weakly interacting systems, the domains of the sub-
systems should be determined at a very large distance and saved ussfg/tBgecordoption

on theLOCALor MULTPcards, or theSAVEcommand (see sectipn 235.1). If the asymptotic
energy is not needed it is sufficient to do this initial calculation using od@MONLY31

These domains should then be reused in the subsequent calculations at all other intermolecular
distances by using tH&TARrecordoption or theSTARTcommand (see sectipn 23.5.2). Only

in this way the basis set superposition error is minimized and normally negligible (of course,
this does not affect the BSSE for the SCF, and therefore the basis set should be sufficiently large
to make the SCF BSSE negligible). Usually, diffuse basis functions are important for obtaining
accurate intermolecular interactions. Unfortunately, these spoil the efficiency of prescreening
and therefore make direct calculations much more expensive.

For examples and discussions of these aspects see Refs. [6,7]
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23.4.2 Gradients and frequency calculations

Geometry optimizations [4,5] and humerical frequency calculations [5] can be performed using
analytical energy gradients [4] for local MP2. LMP2 geometry optimizations are particularly
attractive for weakly bound systems, since virtually BSSE free structures are obtained (see sec-
tion[23.4.] and Refs. [6,7]). It should be noted, however, that the current implementation is
not particularly efficient, and nothing has been done so far to achieve low-order scaling for
large systems. Analytical energy gradients are not yet available for the multipole approximation
of distant pairs, and therefoMULTPcannot be used in geometry optimizations or frequency
calculations.

A particular problem in LMP2 gradient calculations is the elimination of redundant basis func-
tions in the domains (see Refs. [1,4]). If redundancies are present, gradient calculations require
the elimination of individual basis functions (opti@ELBAS=Y), which is less unique than

the elimination of eigenvectors corresponding to small eigenvalues of the overlap matrix (op-
tion DELBAS=0Q. If the redundancies are exact, i.e., if the overlap matrix for a domain has
zero eigenvalues, it is in principle irrelevant which function is deleted. In practice, however,
the selection sometimes influences the numerical stability. On the other hand, if the overlap
matrix has very small but nonzero eigenvalues, the computed energy slightly depends on which
basis functions are eliminated. We tried very hard to make the selection algorithm as robust as
possible, but pitfalls in certain cases cannot be fully excluded. Problems with the redundancy
elimination normally occur only for very small molecules (2 or 3 atoms) with very small ba-
sis sets. If difficulties are encountered, it is recommended tdP&BIT,DOMAINS to obtain

more detailed information about domains and redundant functions. The default behaviour can
be changed using tHeELBAS DELEIG, DELSHL TYPECHECKandTHRLOGptions.

Whenever possible, the domains should be nratiionally invariant which can be achieved
by eliminating shells of basis functions (sB&LSHLoption). Sometimes it may be necessary
to modify the threshol@HRLOGo obtain the desired result. In order to avoid problems when
rotational invariance is not strictly fulfilled, we recommend always to use oNBORIENT
option in the geometry input for optimizations or frequency calculations.

The SAVEandSTARToptions should always be used to keep the domains fixed during geom-

etry optimizations, frequency calculations, or whenever smooth potential energy functions are
required. In optimizations with very large geometry changes, it may be useful to determine new
domains at the optimized geometry and repeat the geometry optimization with these domains.

Particular care must be taken in optimizations of highly symmetric aromatic systems, like, e.g.,
benzene. IDg, symmetry, the localization of the-orbitals is not unique, i.e., the localized
orbitals can be rotated around tlig axis without changing the localization criterion. This
redundancy is lost if the symmetry is slightly distorted, which can lead to large changes of the
localized orbitals. If now the domains are kept fixed using 3#&/Eand STARToptions, a

large error in the energy might result. On the other hand, if the domains are not kept fixed,
their size and quality might change during the optimization, again leading to spurious energy
changes and divergence of the optimization. The best way to avoid this problem is to use the
MERGEDOM=btion (see sectidn 23.3.1). If this option is given, the domains forttbitals

will comprise the basis functions of all six carbon atoms, and the energy will be invariant with
respect to unitary transformations among the threebitals. Note that this problem does not
occur if the symmetry of the aromatic system is lowered by a substituent.

Finally, we note that the LMP2 gradients are quite sensitive to the accuracy of the SCF con-
vergence (as is also the case for MP2). If very accurate structures are required, or if numerical
frequencies are computed from the gradients, the default SCF accuracy might be insufficient.
We recommend in such cases to add&CU,14 directive (possibly eveACCU,16) after the
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HF card. Indicative of insufficient SCF accuracy are small positive energy changes near the end
of the geometry optimization.

23.4.3 Basis sets

For numerical reasons, it is useful to eliminate projected core orbitals, since these may have
a very small norm. By default, projected core orbitals are eliminated if their norm is smaller
then 0.1 (this behaviour can be changed usingDlB¢ CORand THRCORptions). For local
calculations we recommend the use of generally contracted basis sets, e.g., the correlation con-
sistent cc-pVnZ sets of Dunning and coworkers. For these basis sets the core basis functions are
uniguely defined, and will always be eliminated if the defaultsD&l.CORand THRCORire

used.
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23.5 Further commands
23.5.1 Saving the wavefunctiotsAVE

The wavefunction can be saved for later restart using
SAVErecord

whererecord has the usual form, e.g., 4000.2 means record 4000 on file 2. If this command is
given, the domain information as well as the amplitudes are saved (for MPn the amplitudes are
not saved). If just the domain information should be stored SA¥Eoption on theLOCAL

card can also be used (cf. section 23.6).

23.5.2 Restarting a calculatiorSTART

Local CCSD or QCISD calculations can be restarted using
STARTrecord

The record given must have been saved in a previous local calculation usiB@\edirec-

tive. If the STARTcommand is given, the domain information as well as the amplitudes of the
previous calculation are used for restart. It is possible, for instance, to start a local CCSD cal-
culation with the amplitudes previously saved for a local QCISD calculation (but of course it is
not possible to use a record saved for a non-local CCSD or QCISD calculation). If it is intended
only to use the domain information but not the amplitudes for a restarG TR Toption on
theLOCALcard can be used (cf. section 23.6).

23.5.3 Defining orbital domainsDOMAIN

Normally, the orbital domains are determined automatically using the procedure of Boughton
and Pulay, J. Comput. Chenl4, 736 (1993) and J. Chem. Phy404, 6286 (1996). The
selection criterion can be modified by tb®©MSEIkey (see section 23.6. It is also possible to
define the domains “by hand”, using tB®©MAINdirective:

DOMAINorbital,atoml, atom2. ..

whereorbital has the formorb.isym , e.g., 3.1 for the third orbital in symmetry 1, aatbmi

are the atomic labels as given in the Z-matrix geometry input, or, alternatively, the Z-matrix
row numbers. All basis functions centred at the given atoms are included into the domain. For
instance

DOMAIN,3.1,C1,C2

defines a domain for a bicentric bond between the carbon a&@drasndC2. TheDOMAINcards

must be given after an@CC CLOSEDor CORHlirectives. Note that the order of the localized
orbitals depends on the localization procedure, and could even change as function of geometry,
and therefore manu8OMAINNput should be used with great care. The domains of all orbitals
which are not explicitly defined usinrgOMAINcards are determined automatically as usual.

23.5.4 Correlating subsets of electronTOMLIST

In large molecules, it may be sufficient to correlate only the electrons in the vicinity adtare
group, and to treat the rest of the molecule only at the SCF level. A®MLIST directive
allows the specification of a subset of atoms:
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ATOMLIST,atom] atom?2...

The program will then correlate only electrons in orbitals whose domains are exclusively cov-
ered by the given atoms. Electrons in a bonding orbital from one of the given atoms to one
which is not part of the list are not correlated. This may significantly reduce the computation
time, and, provided the active atoms are sensibly chosen, may give still sufficiently accurate
results for theactive group e.g. bond lengths and bond angles.

23.5.5 Energy partitioning for molecular cluster calculationsENEPART

The local character of occupied and virtual orbitals in the local correlation treatment also of-
fers the appealing possibility to decompose the intermolecular interaction energy of molecular
clusters into individual contributions of different excitation classes. This allows to distinguish
between intramolecular-, dispersive-, and ionic components of the correlation contribution to
the interaction energy (cf. M. Schitz, G. Rauhut and H.J. Werner, J. Phys. Qit&rb197
(1998)). The energy partitioning algorithm is activated either by supplying the giEPART

card:

ENEPARTepari,[ieparf]

The epart parameter determines the cutoff distance for (intramolecular) bond lengths (in a.u.,
default 3 a.u.) and is used to automatically determine the individual monomer subunits of the
cluster. Thdepart parameter enables the energy partitioning, if set to a value larger than zero
(default 1). Additionally, if iepart is set to 2, a list of all intermolecular pair energies and their
components is printed.

The output section produced by the energy partitioning algorithm will look similar to the fol-
lowing example:

energy partitioning enabled !

centre groups formed for cutoff [au] = 3.00
1 :01 H11 H12

2 :02 H21 H22

energy partitioning relative to centre groups:

intramolecular correlation: -.43752663
exchange dispersion : .00000037
dispersion energy : -.00022425
ionic contributions : -.00007637

The centre groups correspond to the individual monomers determinegpéot=3. In the

present example, two water monomers were found. The correlation energy is partitioned into
the four components shown above. The exchange dispersion, dispersion and ionic components
reflect directly the related intermolecular components of the complex, while the intramolecu-
lar correlation contribution to the interaction energy has to be determined by a supermolecular
calculation, i.e. by subtracting the (two) corresponding monomer correlation energies from the
intramolecular correlation component of the complex given in the output.

23.5.6 Split Coulomb operator treatment of weak and strong pair’iATTENUATE

This method is still in development and has to be considered experimental. We document it here
because we hate ‘undocumented features’, but please, do yourself a favour and don’t use it for
the time being. If you get in trouble with it, we won't help you.

The method relies on the partitioning of the Coulomb operator into a rapidly decaying short
range part containing the singularity and a smooth long range part. The integrals over both parts
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of the Coulomb operator are then treated separately. The short range integrals are obtained by
transformation of the short range integrals in the AO basis, which is faster than the conventional
transformation as more efficient screening is possible. The long range integrals are treated by
a multipole expansion. In contrast to conventional multipole expansions, this expansion has an
infinite radius of convergence. The method is available by replacing@@ALor MULTPcard

by theATTENUATEard.

ATTENUATHkeyl =valud,[key2 =valued, ...

It does everything thMULTPcard does (i. €., distant pairs are still treated by ordinary multipole
expansion), plus it will enable the split Coulomb operator treatment of weak and strong pairs
and select reasonable defaults. See seftior) 23.6 for details. If you don't want distant pairs to
be treated by ordinary multipole expansion, simply speDif§TPAIR=0 on theATTENUATE

card. Note that this method will only work in the context of integral-direct calculations.

23.6 Options

Various options can be specified using key/value pairs qualifyind @&ALor MULTPcom-

mand. For all options appropriate default values are set, and so these options must usually be
modified only for special purposes. For convenience and historical reasons, alias names are
available for various options, which correspond to the variable name used in the program. Table
[9 summarizes the keys, aliases and default values. In the following, the parameters are described
in more detail.

General Parameters:

LOCAIL=local Determines which method is used:
LOCAL=Q Conventional (non-local) calculation.
LOCAL=L Local method is simulated using canonical MOs. The lo-
cal basis is used only at an intermediate stage to update the amplitudes
in each iteration (only for testing).
LOCAL=2 Calculation is done in local basis, but without using lo-
cal blocking (i.e. full matrices are used). This is the most expensive
method and only for testing.
LOCAL=3 Fully local calculation. This is the fastest method for lo-
cal calculations with no weak pairs.
LOCAL=4 Fully local calculation (Default). This is the fastest method
for large molecules with many weak pairs and requires minimum
memory.

SAVE=record Allows the domain information to be saved cord=name.ifilfor
later restart usingTART. This can be used to freeze the domains as
function of geometry. Note that the domain information is automati-
cally stored if aSAVEdirective is given (see above), and in this case
the record given on thBAVEcard will overwrite any record given as
SAVEoption.

START=record Retrieves domain information previously saved usi#g/E Note that
the domain information is automatically restored 8 8ARTdirective
is given (see above), and in this case the record given oSTRRT
card will overwrite any record given &TARToption.

PIPEK=option If this option is given anaption> 0, the orbitals are localized using
the Pipek-Mezey technique. If this option is not givenoption=0
(default), the orbitals are localized unless localized orbitals are found
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SAVORBrecord

DOMONL=xfralue

in the orbital record (cf.ORBITAL and LOCALIZE directives). In

the latter case, the most recent localized orbitals are used. Setting
option=-1 switches the localization off. lbption> 1 the localized
orbitals are printed. Note: Boys localization can only be performed
using theLOCALIZE command. The program will use the Boys or-
bitals if they are found in the orbital record and fRE°EK option is
absent ooption< 0.

Allows the localized and projected orbitals to be saveteanrd=name.ifil
for later use (e.g. plotting). The two orbital sets are stored in the same
dump record and can be restored at later stages using
ORBITAL,record[TYPE=]LOCALor

ORBITAL,record[ TYPES]PROJECTEDrespectively.

If value> 0 only domains are made, but no energy is computed. This
can be used to check and save the domains for later use.

Parameters for selection of weak and distant pairs:

WEAKPAIRdistance

DISTPAIR =distance

VERYDIST=distance

If all atoms of orbital domain [i] are separated by at ledistance
[a.u.] from any atom of orbital domain [j], pair (ij) is treated by MP2.
The default isdistance=1 which means that all pairs for which [i]
and [j] have no atom in common are treated as weak pairs. Setting
distance=0eliminates weak pairs, i.e. all pairs are fully included in
the calculation. This option has no effect for local MP2 calculations.

If all atoms of orbital domain [i] are separated by at ledistance
[a.u.] from any atom of orbital domain [j], pair (ij) is treated approx-
imately by MP2, provided the multipole approximation is activated.
Settingdistance=0eliminates distant pairs, i.e. no pairs are treated
approximately. Default is OMULTPcard: 8).

If all atoms of orbital domain [i] are separated by at ledistance
[a.u.] from any atom of orbital domain [j], pair (ij) is neglected. Set-
ting distance=0(default) eliminates very distant pairs, i.e. no pairs
are neglected. Reasonable valuesdistancewould be 12-15 [a.u.]
Default is 0 MULTPcard: 15).

Parameters to define domains:

DOMSEtvalue

DELCORnNshell

Threshold for selecting the atoms contributing to orbital domains us-
ing the method of Boughton and Pulay. The defaulafue=0.98
value=1.0would include all atoms into each orbital domain. The cri-
terion is somewhat basis dependent. The larger the basis, the fewer
functions will be selected with a given threshold. The default value
usually works well for double-zeta basis sets. For larger basis sets
(e.g., cc-pVTZ) itis recommended to usgue=0.985 In most cases,

the domain selection is uncritical for saturated molecules. However,
for delocalized systems it is recommended to check the printed or-
bital domains! In cases of doubt, compare the domains you get with a
smaller basis (e.g., cc-pVDZ). See also MaXANGption below.

Activates elimination of basis functions corresponding to core or-
bitals. If nshell=1, only 1s-functions are eliminated from projected
space. Ifnshell=2 (default) I functions on first-row atoms, and,1

2s, and -functions are eliminated on second-row atoms. Nothing
is eliminated on H or He atoms. If effective core potentials are used,
nothing is deleted at the corresponding atom. Also, functions are only
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DELBAS-ibaso

deleted if the norm of the projected function is beldWRCORde-
fault 0.1)

This parameter determines the method for eliminating redundant
functions of pair domains.

ibaso=0 The space of normalized eigenvectors3if which corre-
spond to small eigenvalues, is eliminated (default if no gradients are
computed).

ibaso > O: individual basis functions are eliminated. The value of
ibasoaffects details of the method to determine redundant functions.
ibaso=1 Redundant functions eliminated from pair domains, using
Jacobi method for diagonalization of overlap matrices. This is the de-
fault if properties or gradients are computed.

ibaso=2 Redundant functions are eliminated from pair domains, us-
ing Householder method for diagonalization of overlap matrices.
ibaso=3 Redundant functions are eliminated from orbital and pair
domains, using Jacobi method for diagonalization of overlap matri-
ces.

ibaso=4 Redundant functions are eliminated from orbital and pair
domains, using Householder method for diagonalization of overlap
matrices.

The diagonalization method has only an effect REELEIG=1 if
degenerate eigenvalues are presdhiso> 2 has only an effect if
NONORM=0

Parameters for selection of redundant functions ifDELBAS> O;

DELSHI=idIshl

TYPECHECHtypechk

DELEIG=idleig

This parameter determines if whole shells of basis functions (i.e., all
p-functions for a given exponent at one atom) should be simultane-
ously eliminated. This may be useful in order to guarantee rotational
invariance in geometry optimizations and frequency calculations.
idlshl=1: eliminate as many functions of a shell simultaneously as
possible, but never more than determined by small eigenvalue of the
overlap matrix (default).

idIshl=2: asidlshl=1, but also eliminate functions with identical norm
simultaneously.

idIshl=3: eliminate all functions of a shell simultaneously, even if a
larger number of functions is deleted than determined by small eigen-
values of the overlap matrix. This must be used with care, since very
poor energies may sometimes result!

idIshl=4: asidlshl=3, but also eliminate functions with identical norm
simultaneously.

idlshl> 4: asidlshl=4, but equivalent functions centred at all sym-
metry equivalent atoms are considered to form a shell (not recom-
mended!).

If nonzero, activates basis function type restrictions in redundancy
check. For a given atom, only basis functions corresponding to occu-
pied atomic orbitals are allowed to be deleted. For instance, on first
row atoms at most tws-functions and on@-shell will be deleted. No
functions are deleted from hydrogen or He atoms.

This option determines how redundant basis functions are selected.

idleig=0: functions corresponding to the smallest diagonal elements
of projected orbital matrix are eliminated.

idleig=1: Functions corresponding to the largest coefficients in the
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DELCMIN-=value

eigenvectors of are deleted (default). Since degenerate eigenvec-
tors can arbitrarily mix, the selection may not be unique and depend
on the diagonalization method (sB&LBAS.

Only effective withDELEIG=1. Only basis functions with coeffi-
cients larger thawaluein the eigenvectors of small eigenvalues can
be deleted (default 0.1).

Parameters for multipole treatment of exchange operators

MULTMETHGiDption
DSTMLElevel

Used internally by thtMULTPcard - don’t mess with it.

Determines the expansion level of the multipole expansion of distant
pairs (e.g. 1 means dipole approximation, 2 quadrupole approxima-
tion and so on). Default is MULTPcard: 3).

Parameters for energy partitioning:

IEPART=value

EPARTEcutoff

Miscellaneous options:
SKIPDIST =skipdist

ASYDOMjiterm

LOCSINGHlocsing

MAXAN&max

enables/disables energy partitioning.

iepart=0: energy partitioning is disabled.

iepart=1: energy partitioning is enabled.

iepart=2. energy partitioning is enabled. Additionally, a list of all
pair energies and their components is printed.

cutoff parameter to determine individual monomers in a cluster (i.e.
centre groups). Should be somewhat larger than the largestintramolec-
ular bond length (given in a.u.).

Test-parameter. Its value should only affect the efficiency but not in-
fluence the results.

skipdist=-1 weak and distant pairs are set to zero after MP2 but are
not eliminated from the pair list and not skipped in any loop.
skipdist=Q No pairs are deleted from pair list, but weak and distant
pairs are skipped in the loops were appropriate.

skipdist=1 Very distant pairs are neglected from the beginning. Dis-
tant pairs are eliminated after MP2.

skipdist=2 As skipdist=1, but also weak pairs are eliminated after
MP2.

skipdist=3 As skipdist=2, but distant pairs are eliminated from the
operator list in case of LMP2 with multipole approximations for dis-
tant pairs. This is the default.

Enables the use of asymmetric domains for distant pairs. The asym-
metric domain approximation supplements the multipole approxima-
tion for distant pairs, as it suppresses the treatment of configurations
for which no integrals can be computed by multipole expansion. This
leads to computational savings and improved numerical stability.
jiterm=0: Disable asymmetric domains.

jiterm=-1: Enable asymmetric domains (default).

jiterm=-2: Enable a variation of the asymmetric domain formalism:
Exchange operators will initially be projected to the asymmetric do-
main instead of simply packed.

If locsing.ne.Qthe single excitations use the full space, i.e., they are
not treated locally. This is only works fWtOCAL=1

The purpose of this experimental option is to reduce the basis set
sensitivity of the Boughton-Pulay (BP) method for domain selection.
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Only basis functions with angular momentum uplitax-1 are in-
cluded when computing the overlap of the approximate and exact or-
bitals. For exampleMAXANG=2neans to omit all contributions of

d, f and higher angular momentum functions. To obtain reasonable
domains, the value ddOMSEImust often be reduced (to 0.97 or so).
This option should only be used with care!

MAXBEmaxbp If maxbp=1 the atoms are ranked according to their contribution to
the Boughton-Pulay overlap (default); this should normally give the
smallest and best orbital domains.mbixbp=Q the atoms are ranked
according to Mulliken charges. In both cases atoms with Mulliken
charges greater than 0.6 are always included, and atoms with the same
Mulliken charges are added as groups.

MULLIKEN=option Determines rlnethod to determine atomic charggsion=0: diagonal
elements 052 C are usedoption=1. Mulliken gross

PIPEKAO=option If option> 0, the orbitals are localized my maximizing the coefficients
of basis functions of a given type at a given atom. Normally, this is
only useful to uniquely define degenerate orbitals in atoms. For in-
stance, when this option is used to localize the orbitals for a dimer
like (Ar). at a very long distance, cleanpx, py, andp, atomic or-
bitals will be obtained. It is not recommended to use this option for
molecular calculations!

NONORMalue Determines if projected functions are normalized (not recommended).
value=-1: projected orbitals are normalized before redundancy check.
value=0: projected orbitals are normalized after redundancy check
(default).
value=1: projected orbitals are normalized in redundancy check, af-
terwards unnormalized.
value=2: projected orbitals are never normalized.

LMP2ALGGvalue If nonzero, use low-order scaling method in LMP2 iterations. This
may require more CPU time in calculations for smaller molecules.

OLDDEEvalue For compatibility with older versions: if nonzero, revert to old de-
faults. Options set before this may be overwritten.

Thresholds:

THRPIP=thresh Threshold for Pipek-Mezey localization. The localization is assumed
to be converged if all 2 2 rotation angles are smaller thitmesh The
defaultis 1d — 12. It can also be modified globally usi®rHRESH,
LOCALI=thresh Note thatGTHRESHSs not an input command of
the local program and must be given beforeMEeTHORard.

THRORBthresh Threshold for eliminating functions from pair domains whose norm

is smaller therthreshafter projecting out the occupied space. The
default isthrorb=1.d-6.

THRLOGthresh Threshold for eliminating redundant basis functions from pair do-
mains. For each eigenvalue 8f < threshone function is deleted.
The default is 1.d-6. The method used for deleting functions depends
on the parametel®LEIG andIBASO.

THRMP2thresh Threshold for neglecting small fock matrix couplings in the LMP2
iterations (default 1.d-8). Specifying a larger threshold speeds up the
iterations but may lead to small errors in the energy. In the initial
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THRCORthresh

iterations, a larger threshold is chosen automatically. It is gradually
reduced to the specified final value during the iterations.

Threshold for deleting projected core orbitals. The functions are only
deleted if their norm is smaller thahresh(default 0.1)

The thresholds can also be specified onTRRESH:ard.

23.7 Additional options available on theATTENUATEcard

The defaults reported for the following keys are likely to change in the future.

Most important options

DECA¥w

SHORTMLFevel

LONGMLFlevel

This is the decay parameter that determines the splitting of the Cou-
lomb operator in the split approach. Larger valueswoput more
weight to the long range part of the operator, which means that the
multipole correction will have more difficulties to converge but the
transformation of the short range part will be faster. Default: 0.20

Determines the expansion level of monopolar multipole expansions in
the context of the split Coulomb operator approach. Default: 15

Determines the expansion level of bipolar multipole expansions in the
context of the split Coulomb operator approach. Default: 13

Specifying which integrals to treat by which multipole expansion type

RMAIN=distance

RIONIC =distance

SUPPRESSdistance

When the distance between two orbitals is closer than the absolute
value of distance multipole corrections (in the context of the split
approximation) will be carried out as monopolar expansions, other-
wise a more sophisticated approach will be used involving four ex-
pansions for each pair, one for the ordinary dispersion block of the
exchange matrix for the given pair, two for the two ionic exchange
blocks and one for the exchange-dispersion block (see the section on
energy partitioning for explanation of these terms).didtanceis a
positive value, the distance between the orbitals will be taken to be
the distance between the closest atoms of the two orbital domains (as
in WEAKPAIRDISTPAIR etc.), if it is a negative value, the distance

of the centroids of the two orbitals will be considered. Default: 1

When the distance between two orbitals is closer thiatancea.u.],

the multipole correction of ionic blocks of the exchange operators will
be carried out as monopolar expansion, otherwise a bipolar expansion
will be performed. The distance is understood as the distance of the
centroids of the two orbitals. Default: O

When the distance between two orbitals (distance of centroids) is
higher than the absolute value distance[a.u.], the multipole cor-
rection of the exchange-dispersion blocks of the exchange operators
is suppressed. If a positive value is given, the multipole correction of
the ionic exchange blocks is also suppressed. A zero value disables
the suppression of multipole corrections. Default: 0

Options for least squares fit generation of interaction coefficients
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FITMLTP=option Specifies how the coefficients for the multipole expansion of long
range integrals are calculated.
option=0: Taylor expansion
option=1: Least squares fit
Default: 1

F1DGRID=value Sets the number of quadrature points used to generate integrals that
arise in the one-dimensional fit (i.e. for the monopolar multipole ex-
pansion). Default: 50

F2DGRIDR=value Sets the number of quadrature points used along (reial) coordi-
nate when generating integrals for the two-dimensional fit (i.e. for the
bipolar multipole expansion). Default: 50

F2DGRIDP=value Sets the number of quadrature points used along{a@gular) coor-
dinate for the two-dimensional integrals. Default: 20

F1DBORDERvalue If greater than 0, sets the upper bound of integration (in bohr) and
selects the Gauss—Legendre quadrature for the one-dimensional inte-
grals. If 0, selects Gauss—Laguerre quadrature. Default: O

F2DBORDERvalue The same for the two-dimensional integrals.

F1IDGAMM#y Sets the negative exponent of the weight function for the one-dimensional
fit. Smaller values are better for more diffuse densities. Should be
positive (leading to a negative exponent). Default: 1.7

F2DGAMMzy The same for the two-dimensional fit.
WEIGHT3>option Selects what type of weight function is used for the fits.
option=0. Flat

option=1 Spatial

Remember to changelDGAMMA/F2DGAMMAcordingly when us-
ing a flat weight functiony = 1.0 is then a reasonable value. Default:
1

Options for determination of batches

NUMBATCHalue If 0, selects automatic determination of the number of batches. If >0,
provides a manual override for this number. Default: 0

BATCHDIAMvalue Maximal acceptable diameter of batches. Used to automatically de-
termine the number of batches. If zero, disables batches (i.e., only
one batch will be created). Default: 35

BATCHALGEDption  Selects the algorithm used to determine the batches.
option=0: Manually set batch centres. Three arrays with nBRA&CHX
BATCHYBATCHzhave to be set in the input before thié2card that
contain thex-, y- andz-coordinates of the desired batch centres.
option=1: Simple algorithm: Determines a path through the molecules
and distributes the batch centres along this path.
option=2 A robust simulated annealing algorithm. Will only use
atom positions as batch centres, might therefore fail for strongly sep-
arated dimers and similar systems where there is no atom near the
optimal batch centre position.
option=3,4 A less robust simulated annealing algorithm that directly
tries to optimize the batches instead of the batch centres.
Default: 2

WEIGHTPREMvalue  Affects the one-dimensional path laid through the molecul8&FCHALGO=1
Smaller values mean a more systematic, directed order of atoms from
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RANSEEBvalue

one end to the other. Larger values mean that the distance from one
atom in the path to the next will become smaller. Has to be between
0 and 1. Default: 0.5

Negative values initialize the random number generator for the sim-
ulated annealing algorithms. Positive numbers suppress initialisation
of the random number generator. Default: -1

Further numerical stability options

CUTOFEdistance

MONOPOI=Bption

Multipole operators
MAXMLTP£option

MULTPAGEoption

Applies a simple cutoff to orbitals before the transformation of the
multipole operators. Orbital coefficients belonging to AOs that are
more thardistancga.u.] away from the orbital centre will be deleted.
distance0 means don’t use a cutoff. Default: 15

Specifies how to treat monopole integrals. Monopole integrals should
be zero due to the orthogonality between occupied and virtual orbitals.
Therefore, they are usually not included in the calculation. However,
this does not hold exactly when an orbital cutoff is applied. Including
monopole integrals in the calculation might therefore improve the nu-
merical stability.

option=0: Neglect monopole integrals

option=1 Use monopole integrals in the translation, but neglect them
later on

option=2 Use monopole integrals everywhere (translation and ex-
pansion), only neglect monopoleé=2pole interactions, where is

the requested multipole level

option=3; Use monopole integrals everywhere (translation and ex-
pansion), but neglect all monopolé®2pole, dipole—2pole, quadrupole—
2P~1pole interactions and so on. This is entirely consistent, but re-
duces the effective multipole level by 1 as compared to the other op-
tions.

Default: 1

Defines the highest level of multipole operators that are created. Has
to be greater or equal than eaclD8 TMLTLONGMLBAGNdSHORTML,T

is otherwise overwritten by the default, which is MagTMLTLONGMLT
SHORTML]) Greater values are a useless waste of CPU unless you
save the operators for later reuse.

option=0 Suppress paging of multipole operators during multipole
expansion. After their creation, all operators are read from disk into
memory. Will crash if not enough memory is available.

option=1. Read operators from disk when needed. Small perfor-
mance impact.

Default: 1

Essentially obsolete keys (for Taylor expansions)

TRUNCATEoption

Determines if the simple or exhaustive truncation truncation scheme
will be used for multipole expansions. Exhaustive truncation means
that, unlike a classical multipole expansion, all interactions of mul-
tipoles up to the highest order are taken into account, e. g. in an ex-
pansion of level two, the exhaustive scheme will include quadrupole-
quadrupole terms while the simple scheme won't. Valid options are:
option=0: Always use simple truncation.
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DAMRorder

option=1: Use simple truncation for bipolar expansions, but exhaus-
tive truncation for monopolar expansions. This significantly improves
convergence when a Taylor expansion is used, but also accelerates the
onset of divergent behaviour for large expansion levels and should
therefore always be used in connection with a damping function for
multipole operators.

option=2 Use simple truncation for monopolar expansions, but ex-
haustive truncation for bipolar expansions including distant pair treat-
ment.

option=3; Always use exhaustive truncation.

The latter two options are not useful and only included for the sake of
completeness. Default: 0

Specifies the form of a damping function that is applied to orbitals
before the transformation of the multipole operatoosder is actu-

ally the order of a Taylor series that is part of the function and that
mimics the behaviour of the monopolar multipole expansion. Only
multiples of 4 are reasonable values. Higher values mean a harder
damping function (i. e. less damping at short distances, but more at
long distances). A value of O disables the damping. A value of 8 is
recommended when using a Taylor expansion. Default: 0

SCALEDAM#Bscalefactor The damping function can additionally be scaled by the value of

Stuff for debugging
PAIREN=option

scalefactor A value lower than 1 means the damping function will
be squeezed, while a value higher than 1 will cause it to be stretched.
A value of 0 disables the scaling (as well as 1). A value of 0.9 is
recommended when using a Taylor expansion. Default: 0

Prints a list of uncoupled pair energies before the MP2 iterations.
Can be used as a convenient diagnostic when getting totally implau-
sible correlation energies or no convergence or ‘UNREASONABLE
NORM’ messages.
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Table 9: Summary dbcal

(multp ) options and their default values

Parameter Alias Default value

Meaning

General Parameters:

LOCAL 4
SAVE SAVDOM 0
START RESTDOM 0
PIPEK LOCORB 0
SAVORB SAVLOC 0
DOMONLY 0

determines which program to use
specifies record for saving domain info
specifies record for reading domain info
activates or deactivates PM localization
specifies record for saving local orbitals
if set, only domains are made.

if 2, only orbital domains are made.

Parameters to select weak and distant pairs:

WEAKPAIR  WEAKP 1
DISTPAIR  DISTP 0(8)
VERYDIST VERYD 0(15)
Parameters to define domains:
DOMSEL CHGFRAC 0.98
DELCOR IDLCOR 2
DELBAS IBASO 0

criterion for selection of weak pairs
criterion for selection of distant pairs
criterion for selection of very distant pairs

selection criterion for orbital domains
delete projected core AOs up to certain shell
determines how to remove redundancies

Parameters for redundancy check udb@MSEL=1

TYPECHECK TYPECHK 1
DELSHL IDLSHL 1
DELEIG IDLEIG 1
DELCMIN CDELMIN 0.1

activates basis function type restrictions
determines if whole shells are to be deleted
determines how to select redundant functions
parameter for use wWithELEIG=1

Parameter for multipole treatment of exchange operators:

DSTMLT 0(3)
Parameters for energy partitioning:
IEPART 0

EPART 3.0

Miscellaneous options:

SKIPDIST  SKIPD 3
ASYDOM JITERM 0
LOCSING LOCSNG 0
MAXANG MAXL 99
CHGMIN 0.01
CHGMINH 0.05
CHGMAX 0.40
MAXBP MAXBP 0
MULLIKEN LOCMUL 0
PIPEKAO LOCAO 0
NONORM 2
LMP2ALGO MP2ALGO 1
OLDDEF 0
Thresholds:

THRPIP 1.d-12
THRORB 1.d-6
THRLOC 1.d-6
THRCOR 1.d-1
THRMP2 1.d-8

expansion level for distant pairs

If nonzero: do energy partitioning
cutoff parameter for determining individual monomers

determines at which stage weak and distant pairs are eliminate
parameter for use of asymmetric domains

determines virtual space used for singles

restriction for Boughton-Pulay domain selection

minimum Mulliken charge for BP domain selection

minimum Mulliken charge of H-atoms for BP domain selection
If charge larger than this value, atom is always included
determines how to rank atoms in Boughton-Pulay domain sele
determines how to rank atoms for domains

activates AO localization criterion

determines whether projected functions are normalized

if nonzero, use low-order scaling method in LMP22 iterations
allows to revert to older defaults

Threshold for Pipek-Mezey localization.

Threshold for eliminating projected orbitals with small norm.
Threshold for eliminating redundant projected orbitals.
Threshold for eliminating projected core orbitals.

Threshold for neglecting small fock matrix elements in the
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Table 10: Summary dadttenuate  options and their default values
Parameter Default value Meaning

Most important options:

DECAY 0.20 split parametean

SHORTMLT 15 level p of monopolar multipole expansion

LONGMLT 13 level p of bipolar multipole expansion

Specifying which integrals to treat by which multipole expansion type:

RMAIN 1 when to switch from monopolar to four-block treatment

RIONIC 0 when to switch from monopolar to bipolar treatment of ionic blocks
SUPPRESS 0 when to suppress cross-excited blocks

Options for least squares fit generation of interaction coefficients:

FITMLTP 1 use least squares fit instead of Taylor
F1DGRID 50 no. of quadrature points for 1D fit

F2DGRIDR 50 no. of quadrature points for 2D fit

F2DGRIDP 20 no. of quadrature points for 2D fjt
F1DBORDER 0 end of integration interval for 1D fit
F2DBORDER 0 end of integration interval for 2D fit
FIDGAMMA 1.7 negative exponent of weight function for 1D fit
F2DGAMMA 1.7 negative exponent of weight function for 2D fit
WEIGHT3D 1 use spacial instead of flat weight function

Options for determination of batches:

NUMBATCH 0 manually set number of batches

BATCHDIAM 35 maximal diameter of batches

BATCHALGO 2 algorithm to determine batches

WEIGHTPREV 0.5 parameter for algorithBATCHALGO=1

RANSEED -1 initialize random number generator for simulated annealing

Further numerical stability options:
CUTOFF 15 orbital cutoff
MONOPOLE 1 if and how to treat monopole integrals

Multipole operators:
MAXMLTPL auto manually set level of multipole operators to create
MULTPAGE 1 turn on paging of multipole operators during multipole expansion

Essentially obsolete keys (for Taylor expansion):

TRUNCATE 0 truncation pattern of multipole expansion
DAMP 0 damping function for orbitals
SCALEDAMP 0 scaling factor for the damping function
Stuff for debugging:

PAIREN 0 print a list of uncoupled pair energies
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24 THE FULL CI PROGRAM

This module is the determinant full Cl program, as described in

P.J. Knowles and N.C. Handy, Chem. Phys. Letters 111 (1984) 315,
P.J. Knowles and N.C. Handy, Comp. Phys. Commun. 54 (1989) 75.
Published work resulting from the use of this program should cite these references.

The program in normal use finds the lowest eigenvector of the complete CI hamiltonian matrix;
more sophisticated use is possible, but not documented here. The program is interfaced to free
standing versions such as supplied in the CPC program library by use DtxEdption.

The program is called with the commaR@]I .

24.1 Defining the orbitals

ORBIT,name.file

name.filespecifies the record from which orbitals are read. The default is the set of orbitals from
the last SCF, MCSCEF or ClI calculation.

24.2 Occupied orbitals

OCQ‘I) ng,...,Ng;

n; specifies numbers of occupied orbitals (includ@@REin irreducible representation number
i. If not given, the default is the complete basis set.

24.3 Frozen-core orbitals

CORENy, 2, ..., ng;

n; is the number of frozen-core orbitals in irrep numbeirhese orbitals are doubly occupied

in all configurations, i.e., not correlated. If @OREcard is given, the program uses the same
core orbitals as the last Cl calculation; if there was none, then the atomic inner shells are taken
as core. To avoid this behaviour and correlate all electrons, specify

CORE

24.4 Defining the state symmetry

The number of electrons and the total symmetry of the wavefunction are specified Wf-the
card:

WEelec,sym,spin

where

elec is the number of electrons

sym is the number of the irreducible representation

spirn defines the spin symmetrgpin= 2S (singlet=0, doublet=1, triplet=2,

etc.)
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24.5 Printing options

PRINT,code,value

Print options. Generally, the value determines how much intermediate information is printed.
value=-1 means no print (default for all codes).vilueis omitted, it is taken as zero, which

is usually appropriate. Specification of higher values will generate more output. The following
codes are allowed:

ORBITAL Print molecular orbitals

INTEGRAL Print integrals

TIMING Print extra timing information
DIAGONAL Print diagonal elements of Hamiltonian
HAMILTONIAN Print much intermediate information

24.6 Interface to other programs

DUMP

causes the FCI diagonalization to be bypassed, with input information and transformed inte-
grals being written to a formatted file FCIDUMP. The format is as described in Comp. Phys.
Commun. 54 (1989) 75.
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25 PROPERTIES AND EXPECTATION VALUES

25.1 The property program

The property program allows the evaluation of one-electron operators and expectation values.
Normally, the operators are computed automatically when using the gBIBEPEQlirective

(see section 4.13) or tiEXPECor TRANcommands in the SCF, MCSCF, and CI programs. The
explicit use of the property program is only necessary in the rare case that the user is interested
in an orbital analysis of the properties.

25.1.1 Calling the property program (PROPERTY

PROPERTY

invokes the property program.

25.1.2 Expectation valuesPENSITY)

DENSITY/[,record.filg [, specificationp

If this card is present, the density matrix will be read from recerbrd.fileand property expec-
tation values will be calculated. If the specificati@tord.fileis omitted, the last dump record
is used. Density matrices for specific states can be selectedamedicationsas explained in

sectior] 2.1j6. Note that the density matrices are stored in the same record as the orbitals.

25.1.3 Orbital analysis ORBITAL)

ORBITAL[,record.filg [,specificationk

If this card is present, the orbitals are read from reaebrd.fileand an orbital analysis of

the expectation values is printed (the density matrix must also be providedRecdfd.file

is omitted, the last dump record is used. This is only meaningful for diagonal density matrices
(SCF or natural orbitals). Natural orbitals for specific states can be selectedpstifications

as explained in sectign 2]16.

25.1.4 Specification of one-electron operators

The required operators are specified by code words. Optionally, the geometry or the nuclear
centre at which the operator is computed can be specified.

For each operator, an input card of the following form is required:

code,centre,x,y,z,factor

codespecifies the property. The available operators are given in s¢ctign 4.13.

The other parameters have the following meaning:

centre row number of Z-matrix or atomic symbol defining the centre at
which property shall be calculated; é¢entreZz O you need not read
in coordinates.

X,¥,Z cartesian coordinates of the point (onhcéntre=0).
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factor the operator is multiplied by this factor. The defauliastor=1 except
for REL In this cases proper factors for relativistic corrections are
used unlesfactoris given. The two commas before factor are needed
to preserve compatibility witMolpro96

25.1.5 Printing options

PRINT,print

This card is used to control output, mainly for debugging purposes.

print=0 no test output (default)
print> 0 operators are printed.

25.1.6 Examples

The following example computes the dipole quadrupole moments of water and prints an orbital
analysis. By default, the origin is at the centre of mass, and this is taken as origin for the
guadrupole moments.

*** h20 properties
geometry={o;h1,0,r;h2,0,r,h1 theta} 1Z-matrix geometry input

r=1 ang Ibond length

theta=104 lbond angle

hf Ido scf calculation

property Icall property program

orbital Iread scf orbitals

density Iread scf density matrix

dm lcompute dipole moments and print orbital contributions

gm lcompute quadrupole moments and print orbital contributions
multi;state,2 Ido full-valence CASSCF

natorb,state=1.1
natorb,state=2.1

property
orbital,state=1.1
density,state=1.1
dm

gm

property
orbital,state=2.1
density,state=2.1
dm

gm

lcompute natural orbitals for state 1.1
lcompute natural orbitals for state 2.1
examples/
Icall property program h2o_property.com

Iread casscf natural orbitals for state 1.1
Iread casscf density matrix for state 1.1

lcompute dipole moments and print orbital contributions

lcompute quadrupole moments and print orbital contributions

Icall property program
Iread casscf natural orbitals for state 2.1
Iread casscf density matrix for state 2.1
lcompute dipole moments and print orbital contributions
lcompute quadrupole moments and print orbital contributions

Alternatively, the dipole and quadrupole moments can be computed directly in the SCF and
MCSCF programs, but in this case no orbital contributions are printed: program
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*** h20 properties
geometry={o;h1,0,r;h2,0,r,h1theta} 1Z-matrix geometry input

r=1 ang lbond length

theta=104 lbond angle

gexpec,dm,gm Iglobal request of dipole and quadrupole moments

hf Ido scf calculation examples/
multi;state,2 Ido full-valence CASSCF h2o_gexpecl.com
natorb,state=1.1 lcompute natural orbitals for state 1.1

natorb,state=2.1 lcompute natural orbitals for state 2.1

25.2 Distributed multipole analysis

Any density matrix can be analysed using the distributed multipole analysis described by Stone,
Chem. Phys. Letters (1981), 83, 233. The multipole moments arising from the overlap of each
pair of primitives are calculated with respect to the overlap centre, and then shifted to the nearest
of a number ofnultipole sitesBy default these comprise all atoms specified in the integral input.
However the list of multipole sites can be modified by deleting and/or adding sites, and also by
restricting the rank of multipole which may be transferred to any given site. The atomic charges
are stored in the MOLPRO variabhkésTCHARGEThe i'th element ilPATCHARGEorresponds

to the i'th row of the Z-matrix input.

Options may appear in any order, excBENSITY, which must be first if given.

The present version does not allow generally contracted AO basis sets.

25.2.1 Calling the DMA program (DMA

DMA;

This command initializes the DMA program.

25.2.2 Specifying the density matrix DENSITY)

DENSITY,record.file[,specificationf

The density matrix to be analysed is that found in receodrdon filefile. If omitted,record.file
defaults to current orbital record. If specifiddlENSITY must appear first in the input. Density
matrices for specific states can be selected uspregificationsas explained in sectign 2]16.

25.2.3 Linear moleculesl(INEAR, GENERA)L

GENERAL
(default) invokes the normal program, which copes with any geometry.
LINEAR

invokes a faster program which can be used when all the atoms are arranged parallebxishe
and only them = 0 components of the multipoles are required.
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25.2.4 Maximum rank of multipoles (LIMIT )

LIMIT ,name,Imax

Imax is the highest rank of multipole that is to be calculated by the program. Default (and
maximum) is 10 for the general program and 20 for the linear onaartfeis specified, the limit
applies only to multipole sitaame

25.2.5 Omitting nuclear contributions NONUCLEAR

NONUCLEAR

The nuclear contributions to properties are not to be evaluated.

25.2.6 Specification of multipole sitesADDQ) DELETH

ADDname,x,y,z,Imax,radius

Add a new site atX, y, 2 with the namespecified. The multipole rank is limited taax

if a value is specified, otherwise the value of Imax specified byLIMAT directive is used.

No account is taken of symmetry; every site in a symmetry-equivalent set must be specified
explicitly. Theradiusof the site may also be specified (default 1.0).

DELETEname

Delete all atoms with theamegiven from consideration as a multipole site. Note that original
atoms from the integral program have namgh 3, ... as printed in integral outpuDELETE,ALL
deletes all atoms and gives the multipoles with respect to the origin only.

25.2.7 Defining the radius of multipole sitesRADIUS

RADIUSnhame,r

Assign radiug to all sites with thenamegiven. The program moves multipoles at an overlap
centreP to the siteSfor which the value ofP— S /r(S) is smallest. In the absence oRADIUS
directive, all sites are given radius 1.

25.2.8 Notes and references

The multipoles produced by this analysis are given in their spherical harmonic definitions.
Explicit formulae for translating between the cartesian and spherical harmonic definitions of
the multipole moments are given igxplicit formulae for the electrostatic energy, forces and
torques between a pair of molecules of arbitrary symme®yL. Price, A. J. Stone, and M.
Alderton, Molec. Phys., 52, 987 (1984).

For examples of the use &iMAanalysis see, Price and Stone, Chem. Phys. Lett., 98, 419
(1983); Buckingham and Fowler, J. Chem. Phys., 79, 6426 (1983).

25.2.9 Examples

The following input calculates SCF multipole moments for water.
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*** h20 distributed multipole analysis
geometry={o;h1,0,r;h2,0,r,h1theta} 1Z-matrix geometry input

r=1 ang lbond length

theta=104 lbond angle

basis=6-311g** examples/

hf Ido scf calculation h2o_dma.com
dma;limit,,4 Iresults for total multipoles are

25.3 Mulliken population analysis
25.3.1 Calling the population analysis program POP

POPR

Invokes Mulliken analysis program, which analyses any density matrix into its contributions
from s,p,d,f... basis functions on each atom. The density matrix is taken from the last dump
record, unless overridden with tiENSITY card. The subcommands may be abbreviated by
the first four characters. The atomic charges are stored in the MOLPRO vahibBldARGE

The i'th element iPATCHARGEorresponds to the i'th row of the Z-matrix input.

25.3.2 Defining the density matrix DENSITY)

DENSITY,record.file[,specificationk

Take density matrix to be analysed from recoedord on file file. Density matrices for specific
states can be selected usipecificationsas explained in sectign 2]16. Note that the density
matrices are stored in the same record as the orbitals.

25.3.3 Populations of basis functionsNDIVIDUAL )

INDIVIDUAL ;

25.3.4 Example

*** h20 population analysis
geometry={o;h1,0,r;h2,0,r,h1 theta} 1Z-matrix geometry input

r=1 ang Ibond length

theta=104 lbond angle

basis=6-311g** les/
hf ldo scf calculation exampies
pop; IMulliken population analysis using mcscf density h20_pop.com
individual Igive occupations of individual basis functions

If specified, the Mulliken populations of each individual basis function are printed.

25.4 Finite field calculations

Dipole moments, quadrupole moments etc. and the corresponding polarizabilities can be ob-
tained as energy derivatives by the finite difference approximation. This is most easily done
with theDIP, QUADor FIELD commands. An error will result if the added perturbation is not
totally symmetric (symmetry 1). Note that the orbitals must be recomputed before performing
a correlation calculation.
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25.4.1 Dipole fieldsDIP)
DIP xfield,yfield,zfield
DIP+ xfield,yfield,zfield

Add a finite dipole field to the one electron Hamiltonian and the core energy. The field strength
is given byxfield,yfield,zfieldDIP+ adds to any existing field, otherwise any previous field is
removed.

25.4.2 Quadrupole fields QUAD
QUAIDXxxfield,yyfield,zzfield,xyfield,xzfield,yzfield
QUAD+xxfield,yyfield,zzfield,xyfield,xzfield,yzfield

Exactly as thddIP command, but adds a quadrupole field.

25.4.3 General fieldsFIELD)

FIELD ,operl,facl, oper2,fac2, .;.
FIELD+ ,operl,facl, oper2,facz, .;.

Adds one-electron operatooperl, oper?2 ...with the corresponding factofacl, fac2 ...to
the one-electron hamiltonian. The available operators are given in sgctign 4.13. An error will
result if the added perturbation is not totally symmetric (symmetry 1).

FIELD+ adds to any existing field, otherwise any previous field is removed.

Note thatFIELD does currently not modify core polarization potentials (CPP). If CPPs are
present, on\DIP andQUADshould be used.

25.4.4 Examples

The first examples shows various possibilities to add perturbations to the one-electron hamilto-
nian.
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*** H20 finite fields
memory,4,m

R = 0.96488518 ANG
THETA = 101.90140469
geometry={H1

O,H1,R;
H2,0,R,H1,THETA}
hf;wf,10,1; Iscf without field
f=0.05
dip,,.f ladd dipole (z) field to hO
hf Ido scf with modified hO
field,dmz,f ladd dipole (z) field to HO
Isame result as previous example
hf ldo scf with modified hO
quad,,,f ladd quadrupole (gmzz) field to hO
hf ldo scf with modified hO
field,gmzz,f ladd quadrupole (gmzz) field to hO;
Isame result as previous example
hf Ido scf with modified hO

field,zz,f,xx,-0.5*f,yy,-0.5*f
ladd general field; same result as quad above
hf ldo scf with modified hO

field,zz,f Isame as before with separate field commands
field+,xx,-0.5*f
field+,yy,-0.5*f

hf ldo scf with modified hO
field Iremove field
hf Iscf without field

191

examples/
field.com

The second example shows how to compute dipole moments and polarizabilities using finite

fields.
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*** H20 finite field calculations

r=1.85,theta=104 Iset geometry parameters
geometry={0O; 1z-matrix input
H1,0,r;
H2,0,r,H1 theta}
basis=avtz ldefine default basis
field=[0,0.005,-0.005] Idefine finite field strengths
method=[hf,mp4,ccsd(t),casscf,mrci]
k=0
do i=1,#field lloop over fields
dip,,,field(i) ladd finite field to H
do m=1,#method lloop over methods
k=k+1
$method(m) Icalculate energy
e(k)=energy Isave energy examples/
enddo h2o_field.com
enddo
k=0
n=#method
do m=1#method
k=k+1

energ(m)=e(k)

dipmz(m)=(e(k+n)-e(k+2*n))/(field(2)-field(3)) Idipole moment as first energy derivative

dpolz(m)=(e(k+n)+e(k+2*n)-2*e(Kk))/((field(2)-field(1))*(field(3)-field(1))) !polarizability as second der.
enddo

table,method,energ,dipmz,dpolz
title,results for H20, r=3%$R, theta=$theta, basis=$basis

25.5 Relativistic corrections

Relativistic corrections may be calculated within the Cowan-Griffin approach by computing ex-
pectation values of the mass-velocity and 1-electron Darwin integrals; these should be generated
using the property integral program with keywdr&L The expectation values can be computed
within the SCF, MCSCF and CI programs in the usual way usingelBECTcommand, again

with the keywordREL The mass-velocity and Darwin terms, and their sum are subsequently
available through the lLPRoOVariablesMASSYDARVWANdEREL respectively.

25.5.1 Example

***,arz

geometry={arl;ar2,arl,r} Igeometry definition

r=2.5 ang Ibond distance

hf; Inon-relativisitic scf calculation

expec,rel,darwin,massv Icompute relativistic correction using Cowan-Griffin operator

e_nrel=energy Isave non-relativistic energy in variable enrel

show,massv,darwin,erel Ishow individual contribution and their sum

dkroll=1 luse douglas-kroll one-electron integrals examples/
) S - ar2_rel.com

hf; Irelativistic scf calculation -

e_dk=energy Isave relativistic scf energy in variable e_dk.

show,massv,darwin,erel Ishow mass-velocity and darwin contributions and their sum

show,e_dk-e_nrel Ishow relativistic correction using Douglas-Kroll
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25.6 CUBE — dump density or orbital values

CUBEfilename,iflag,pnz,n3

calls a module which dumps the values of various properties on a spatial parallelopipedal grid
to an external file. The purpose is to allow plotting of orbitals, densities and other quantities by
external programs. The format of the file is intended to be the same as that produced by other
programs.

filename is the unix path name of the file to be written, and its specification is
mandatory.
iflag If iflag is negative (default), a formatted file will be written, otherwise

unformatted fortran i/o will be used.

Nn1,Np,N3 specify the number of grid points in each of three dimensions. If not
specified, sensible defaults are chosen.

By default, the last density computed is evaluated on the grid, and writtBlename This
behaviour can be modified by one or more of the following subcommands.

25.6.1 DENSITY — source of density

DENSITY,[density-source
GRADIENT][density-source
LAPLACIAN,[density-source

Compute the density and, optionally, its gradient and laplactdensity-source>may be a
record number containing the required density, and may contain further qualification, such as
set number, in the usual way. By default, the last computed density is taken.

25.6.2 ORBITAL — source of orbitals

ORBITAL,[orbital-list],[ orbital-sourcé

<orbital-list> is a list of one or more orbital numbers of the fonmmber.symmetryr keywords
chosen fromHOMOLUMQOCGC ALL. If nothing is specified, the default KOMO<orbital-
source>may be a record number containing the required density, and may contain further qual-
ification, such as set number, in the usual way. By default, the last computed orbitals are taken.

Note that the CUBE file format precludes simultaneous orbital and density dumps, but that this
may be achieved in the GOPENMOL format (fee P5.7).

25.6.3 AXIS — direction of grid axes

AXIS x,y,z

x,y,zspecify the unnormalised direction cosines of one of the three axes defining the grid. Up
to threeAXIS commands can be given, but none is required. Axes need not be orthogonal. By
default, the first axis is the cartesianthe second is orthogonal to the first and to the cartesian
z, and the third is orthogonal to the first two.
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25.6.4 BRAGG — spatial extent of grid

Based on the direction of the coordinate axes, a parallelopiped (in the usual case of orthogonal
axes, a cuboid) is constructed to contain the molecule completely. The atoms are assumed to be
spherical, with an extent proportional to their Bragg radii, and the constant of proportionality
can be changed from the default value using

BRAGGcale

After the parallelopiped has been constructed, the grid is laid out with equal spacing to cover it
using the number of points specified on tBedBEcommand.

25.6.5 ORIGIN — centroid of grid

ORIGIN,x,y,z

x,y,zspecify the centroid of the grid. It is usually not necessary to use this option, since the
default should suffice for most purposes.

25.6.6 Format of cube file

The formatted cube file contains the following records

(A) job title.

(A) brief description of the file contents.

(15,3F12.6) number of atoms, coordinates of grid origin (bohr).

(15,3F12.6) number of grid points;, step vector for first grid dimension.

(15,3F12.6) number of grid pointsy,, step vector for second grid dimension.

(15,3F12.6) number of grid points, step vector for third grid dimension.

(15,4F12.6) atomic number, charge and coordinates; one such record for each
atom.

(6E13.5) Ny x Ny records of lengtmz containing the values of the density or

orbital at each grid point. In the case of a number of orbitalshe
record length ign x nz, with the data for a single grid point grouped
together. In the case of the density gradient, there is first a record of
length nz containing the density, then one of lengthz3ontaining

the gradient, with the three cartesian components contiguous. For the
laplacian, there is a further record of lengih

25.7 GOPENMOL — calculate grids for visualization in gOpenMol

GOPENMOQ@ilename,iflag,pny,n3

The syntax and sub-options are exactly the same as for CUBE, except that the files produced are
in a format that can be used directly in the gOpenMol visualization program. The following
should be noted.

¢ Only the base name (up to the last ') filenameis used, and is appended by different
suffices to create several different files:
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.crd A CHARMmM CRD-format file containing the coordinates is al-
ways produced, and may be used in the invocation of gOpen-
Mol:
rungOpenMol -i  filenamecrd

_density.plt If DENSITY is given, then the fildilename density.plt
is produced and contains the density grid in gOpenMol internal
format.

_orbital_ number symmetnyplt If ORBITAL is given, then for each orbitalum-
ber. symmetngpecified, the filéilename orbital_  number symmetryplt
is produced and contains the orbital grid in gOpenMol internal
format.

The default is not to produce any orbitals or densities, and so only the atomic coordinates
are dumped.

The default is to use unformatted binary files, and this should not normally be changed.

The ORIGIN andAXIS commands should not be used.

o If
INTERACT

is given in the input, when all the grids have been calculated, an attempt is made to
start gOpenMol by executing the Unix commanohgOpenMol . If rungOpenMol

is not in$PATH then nothing happens. Otherwise, gOpenMol should start and display
the molecule. Anyplt files produced can be added to the display by following the
Plot ;Contour menu item. The name of the Unix command may be changed from the
defaultrungOpenMol by specifying it as the first argument to tidTERACTdirective.

By default, gOpenMol is not started, and this is equivalent to giving the comBAamCH
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26 DIABATIC ORBITALS

In order to construct diabatic states, it is necessary to determine the mixing of the diabatic
states in the adiabatic wavefunctions. In principle, this mixing can be obtained by integration
of the non-adiabatic coupling matrix elements. Often, it is much easier to use an approximate
method, in which the mixing is determined by inspection of the CI coefficients of the MCSCF
or Cl wavefunctions. This method is applicable only if the orbital mixing is negligible. For
CASSCF wavefunctions this can be achieved by maximizing the overlap of the active orbitals
with those of a reference geometry, at which the wavefunctions are assumed to be diabatic (e.g.
for symmetry reasons). The orbital overlap is maximized using using théoh&® command

in theMCSCHprogram.

This procedure works as follows: first, the orbitals are determined at the reference geometry.
Then, the calculations are performed at displaced geometries, and the "diabatic" active orbitals,
which have maximum overlap with the active orbitals at the reference geometry, are obtained
by adding aDIAB directive to the input:

Old form (Molpro96 , obsolete):
DIAB ,orbref, orbsav, orbl,orb2,pri
New form:

DIAB,orbref[, TYPE=orbtypd [, STATE=statd [, SPIN=spin [, MS2=ms3 [, SAVE-orbsayj
[,ORBZXorbl, ORB2orb2] [, PRINT=pri]

Hereorbrefis the record holding the orbitals of the reference geometrypashvis the record

on which the new orbitals are stored.difbsavis not given (recommended!) the new orbitals
are stored in the default dump record (2140.2) or the one given CORBITAL directive (see
sectior] 17.5]3). In contrast to earlier versions abIMRO it is possible thabrbref andorbsav

are the same. The specificatioR¥PE STATE SPIN can be used to select specific sets of
reference orbitals, as described in secfion |2.4fh1, orb2is a pair of orbitals for which the
overlap is to be maximized. These orbitals are specified in the fomber.syme.g. 3.1 means

the third orbital in symmetry 1. lbrbl1, orb2are not given, the overlap of all active orbitals is
maximized.pri is a print parameter. If this is set to 1, the transformation angles for each orbital
are printed for each jacobi iteration.

Using the defaults described above, the following input is sufficient in most cases:
DIAB ,orbref

Using Molpro98 is is not necessary any more to give aB£OMand DISPL cards. The
displacements and overlap matrices are computed automatically (the geometries are stored in
the dump records, along with the orbitals).

The diabatic orbitals have the property that the sum of orbital and overlap contributions in the
non-adiabatic coupling matrix elements become approximately zero, such that the adiabatic
mixing occurs only through changes of the CI coefficients. This allows to determine the mix-
ing angle directly from the CI coefficients, either in a simple way as described for instance
in J. Chem. Phys89, 3139 (1988), or in a more advanced manner as described by Pacher,
Cederbaum, and Koéppel in J. Chem. PH8@.7367 (1988).

Below we present an example for the first two excited states,&, hich haveB; and A,
symmetry inCyy, andA” symmetry inCs. We first perform a reference calculationGp, sym-

metry, and then determine the diabatic orbitals for displaced geometi@ssymmetry. Each
subsequent calculation uses the previous orbitals as reference. One could also use the orbitals
of theC,, calculation as reference for all other calculations. In this case one would have to take
out the second-last input card, which setforb=2141.2
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*** H2S diabatic A" states

basis=vVDZ

geometry={x;
planeyz;
noorient
s;hl,s,r1;h2,s,r2,h1 theta}

gprint,orbitals,civector

text,reference calculation for C2V
theta=92.12,r1=2.3,r2=2.3

hf;occ,7,2;wf,18,1;

multi;occ,9,2;closed,4,1;
wf,18,2;state,2;
orbital,2140.2
reforb=2140.2

text,calculations at displaced geometries

rd=[2.4,2.5,2.6]

do i=1#rd

r2=rd(i)
multi;occ,9,2;closed,4,1;
wf,18,2;state,2;
orbital,2141.2
diab,reforb

reforb=2141.2
enddo

197

luse cc-pVDZ basis set
luse Cs symmetry
Ifix orientation of the molecule
Idont allow automatic reorientation
1Z-matrix geometry input

Iglobal print options

Ireference geometry
Iscf calculation for ground state
ldefine active and inactive spaces

Itwo A" states (1B1 and 1A2 in C2v)

Isave orbitals to 2140.2 examples/

h2s_diab.com

Idefine a range of bond distances
lloop over displaced geometries
Iset r2 to current distance
Isame wavefunction definition as at reference geom.
Isave new orbitals to record
Icompute diabatic orbitals using reference orbitals

Istored on record reforb
Iset variable reforb to the new orbitals.
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27 NON ADIABATIC COUPLING MATRIX ELEMENTS

Non-adiabatic coupling matrix elements can be computed by finite differencé4G&CFor
Cl wavefunctions using thBDRprogram. For state-averagbtCSCRwvavefunctions, they can
also computed analytically (cf. sectipn 17]9.2).

Note that present numerical procedure has been much simplified relatielpoo96 . No
GEOMNdDISPL input cards are needed any more, and the three necessary calculations can be
done in any order.

27.1 The DDR procedure

In order to compute the coupling matrix elements by finite differences, one has to compute and
store the wavefunctions at two (first-order algorithm) or three (second-order algorithm) slightly
displaced geometries. The order of these calculations is arbitrary.

The typical strategy is as follows:

1.) Compute the wavefunction at the reference geometry. The wavefunctions for both states
have to be stored using tf®AVE command of theCl program. If the matrix elements are
computed foMCSCHRvavefunctions, it is necessary to recompute the wavefunction witBlthe
program, using thBlOEX®ption. The transition density matrix is stored usingEhddirective

of the CI program.

2.) Compute the wavefunctions at the (positively) displaced geometry and store the Cl wave-
function in a second record.

3.) If the second-order (three-point) method is used, step (2) is repeated at a (negatively) dis-
placed geometry.

4.) Compute the transition density matrices between the states at the reference geometry and
the displaced geometr(ies). This is done with TRRANSdirective of the Cl program.

5.) Finally, theDDRprogram is used to assemble the matrix element. Using the first-order
two-point method, only a single input line is needed:

DDRdr, orbl, orb2, trdm2

wheredr is the geometry increment used as denominator in the finite difference mettbdd,
is the record holding the orbitals of the reference geomeiry? is the record holding the
orbitals of the displaced geometry, aimdm2is the record holding the transition density matrix
computed from the Cl-vectors RtandR+DR.

If central differences (three points) are used, the input is as follows:

DDR2*dr
ORBITAL,orb1,0orb2,0rb3
DENSITY,trdm1,trdm2,trdm3

wheredr, orbl, orb2are as above, amatb3 is the record holding the orbitals at the negatively
displaced geometry.

trdm1, trdm2, trdm3are the records holding the transition densitigR|R), y(R|R+ DR), and
Y(RIR—DR), respectively.

If more than two states are computed simultaneously, the transition density matrices for all pairs
of states will be stored in the same record. In that case, and also when there are just two states
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whose spatial symmetry is not 1, it is necessary to specify for which states the coupling is to be
computed using thE TATEdirective:

STATEstate, state

wherestatg is of the formistate.isym(the symmetries of both states must be the same, and it is
therefore sufficient to specify the symmetry of the first state).

As an example the input for first-order and second-order calculations is given below. The cal-
culation is repeated for a range of geometries, and at the end of the calculation the results are
printed using th& ABLE command.

In the calculation shown, the "diabatic" CASSCF orbitals are generated in the two CASSCF
calculations at the displaced geometries by maximizing the overlap with the orbitals at the ref-
erence geometry. This is optional, and (within the numerical accuacy) does not influence the
final results. However, the relative contributions of the orbital, overlap and CI contributions to
the NACME are modified. If diabatic orbitals are used, which change as little as possible as
function of geometry, the sum of overlap and orbital contribution is minimized, and to a very
good approximation the NACME could be obtained from the Cl-vectors alone.
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*** lif non-adiabatic coupling

memory,1,m

basis,f=avdz,li=vdz
r=[10.0,10.5,11.0,11.5,12.0]

dr=0.01

geometry={li;f,li,rlif}

rlif=3
hf;occ,4,1,1
multi;closed,3;
wf,12,1;state,2;
orbital,2140.2

do i=1#r
rlif=r(i)
multi;closed,3;
wf,12,1;state,2;
orbital,2140.2

ci;state,2;noexc;
save,6000.2;
dm,8000.2;

rlif=r(i)+dr

multi;closed,3;
wf,12,1;state,2;
start,2140.2;
orbital,2141.2;
diab,2140.2

ci;state,2;noexc;save,6001.2;

rlif=r(i)-dr

multi;closed,3;
wf,12,1;state,2;
start,2140.2;
orbital,2142.2;
diab,2140.2

ci;state,2;noexc;save,6002.2;

ci;trans,6000.2,6001.2;

dm,8100.2;

ci;trans,6000.2,6002.2;

dm,8200.2;

ddr,dr,2140.2,2141.2,8100.2

Idefine basis
Idefine bond distances
Idefine increment

Idefine geometry

Ifirst calculation at R=3

ISCF
ICASSCF, 3 inactive orbitals
ITwo 1Al states

Idump orbitals to record 2140.2

lloop over geometries
Iset bond distance
ICASSCF, 3 inactive orbitals
ITwo 1A1 states
I0verwrite previous orbitals by present ones

IC| for 2 states, no excitations
Isave wavefunction to record 6000.2
Isave (transition) densities to record 8000.2

lincrement bond distance by dr

Isame CASSCF as above
ITwo 1Al states
Istart with orbitals from reference geometry
Isave orbitals to record 2141.2
lgenerate diabatic orbitals by maximizing the
loverlap with the orbitals at the reference geometry

ICI for 2 states, wavefunction saved to record 6001.2
examples/

Irepeat at r-dr lif_nacme.com

Isame CASSCF as above
ITwo 1A1 states
Istart with orbitals from reference geometry
Isave orbitals to record 2142.2
Igenerate diabatic orbitals by maximizing the
loverlap with the orbitals at the reference geometry

IC| for 2 states, wavefunction saved to record 6002.2

ICompute overlap and transition density <R|R+DR>
ISave transition density to record 8100.2

ICompute overlap and transition density <R|R-DR>
ISave transition density to record 8200.2

lcompute NACME using 2-point formula (forward difference)

nacmelp(i)=nacme Istore result in variable nacmelp

ddr,-dr,2140.2,2142.2,8200.2 Icompute NACME using 2-point formula (backward difference)

nacmelm(i)=nacme Istore result in variable nacmelm
ddr,2*dr lcompute NACME using 3-point formula
orbital,2140.2,2141.2,2142.2; lorbital records for R, R+DR, R-DR
density,8000.2,8100.2,8200.2; ltransition density records for R, R+DR, R-DR
nacme2(i)=nacme Istore result in variable nacme2

end do lend of loop over differend bond distances

nacmeav=(hacmelp+nacmelm)*0.5 laverage the two results forward and backward differences

table,r,nacmelp,nacmelm,nacmeav,nacme2 lprint a table with results
title,Non-adiabatic couplings for LiF ltitle for table
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This calculation produces the following table:

Non-adiabatic couplings for LiF

R NACME1P NACME1M NACMEAV NACME2
10.0 -0.22828936  -0.22328949  -0.22578942  -0.22578942
10.5 -0.51777034  -0.50728914  -0.51252974  -0.51252974
11.0 0.76672943 0.76125391 0.76399167 0.76399167
115 0.42565202 0.42750263 0.42657733 0.42657733
12.0 0.19199878 0.19246799 0.19223338 0.19223338

Note that the sign changes because of a phase change of one of the wavefunctions. In order to
keep track of the sign, one has to inspect both the orbitals and the ci-vectors.

28 QUASI-DIABATIZATION

The DDR procedure can also be used to generate quasi-diabatic states and energies for MRCI
wavefucntions (CASSCF case can be treated as special case usM@E¥irective in the

MRCI). The quasi-diabatic states have the propery that they change as little as possible relative
to a reference geometry; with other words, the overlap between the states at the current geometry
with those at a reference geometry is maximized by performing a unitary transformation among
the given states. Preferably, the adiabatic and diabatic states should be identical at the reference
geometry, e.g., due to symmetry. For instance, in the examples given below ftB;ttamd

In, states of HS, Gy geomtries are used as reference, and at these geometries the states are
unmixed due to their different symmetry. At the displaced geometries the molecular symmetry
is reduced tCs. Both states now belong to tR&” irreducible representation and are strongly
mixed. For a description and application of the procedure described below, see D. Simah, B.
Hartke, and H.-J. Werner, J. Chem. Ph¥&1, 4523 (1999).

This diabatization can be done automatically and requires two steps: first, the active orbitals
of a CASSCF calculation are rotated to maximize the overlap with the orbitals at the reference
geometry. This is achieved using théAB procedure described in sectjon 17]5.8. Secondly, the
DDRprocedure can be used to find the transformation among the CI vectors.

The following input is required:

DDR calls the DDR procedure.

ORBITAL,0rb1, orb2  orblandorb2 are the (diabatic) orbitals at the current and reference
geometry, respectively.

DENSITY,trdm1,trdm2 trdmlare the transition densities computed at the current geometry,
trdm2 are transition densities computed using the wavefunctions of
the current (bra) and reference (ket) geometries.

MIXING,statel, state2, .. The given states are included in the diabatization.

ENERG)1, e2, ... Adiabatic energies of the states. |If this input card is present, the
Hamiltonian in the basis of the diabatic states is computed and printed.
Alternatively, the energies can be passedDRusing the Molpro
variableEADIA.

The results are printed and stored in the following Molpro variables, provide@&MeRGY
directive or theEADIA variable is found:

Results including the first-order orbital correction:
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SMAT The firstnstatex nstateelements contain the state overlap matrix (bra
index rans fastest).

UMAT The firstnstatex nstateelements contain the transformation matrix.

HDIA The firstnstate (nstate+ 1) /2 elements contain the lower triangle of

the diabatic hamiltonian.

MIXANG Non-adiabatic mixing angle in degree. This is available only in the
two-state case.

The corresponding results obtained from the Cl-vectors only (without orbital correction) are
stored in the variableSMATCI, UMATCI| HDIACI , andMIXANGCIL

The way it works is most easily demonstrated for some examples. In the following input, the
wavefunction is first computed at tk, reference geometry, and then at displaced geometries.
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*** h2s Diabatization
memory,3,m

gprint,orbitals,civector
geometry{x;noorient

S;
hi,s,ri;

h2,s,r2,h1,theta}

basis=avdz

rl=2.5
theta=[92]

r=[2.50,2.55,2.60]
reforb=2140.2

refci=6000.2
savci=6100.2

text,compute wavefunction at reference geometry (C2v)

r2=rl

hf;occ,9,2;wf,18,2,4;
orbital,2100.2

multi;occ,9,2;closed,4,1;
wf,18,2;state,2;
natorb,reforb

noextra

ci;occ,9,2;closed,4,1;
wf,18,2,0;state,2;
orbital,reforb
save,refci;

Text,Displaced geometries

do i=1#r
data,truncate,savci+1
r2=r(i)

multi;occ,9,2;closed,4,1;
wf,18,2,0;state,2;
start,reforb
orbital,3140.2;
diab,reforb

noextra

ci;occ,9,2;closed,4,1;
wf,18,2,0;state,2;
orbital,diabatic
save,savci;

el(i)=energy(1)
e2(i)=energy(2)

ci;trans,savci,savci
dm,7000.2;
ci;trans,savci,refci;
dm,7100.2;

ddr
density,7000.2,7100.2
orbital,3140.2,2140.2
energy,el(i),e2(i)
mixing,1.2,2.2

mixci(i)=mixangci(1)
h11citi\=hdiaci(1)

Inoorient should always be used for diabatization

IThis basis is too small for real application

IReference geometry

IDisplaced geometries

10rbital dumprecord at reference geometry
IMRCI record at reference geometry
IMRCI record at displaced geometries

11B1 and 1A2 states
ISave reference orbitals on reforb
IDont use extra symmetries

IMRCI at reference geometry

11B1 and 1A2 states

IlUse orbitals from previous CASSCF
ISave MRCI wavefunction

ILoop over different r values
ltruncate dumpfile after reference

ISet current r2

IWavefunction definition

IStarting orbitals

IDump record for orbitals
IGenerate diabatic orbitals relative to reference geometry
IDont use extra symmetries

11B1 and 1A2 states
IUse diabatic orbitals

ISave MRCI for displaced geometries

ISave adiabatic energies

ICompute transition densities at R2

ISave transition densities on this record
ICompute transition densities between R2 and R1
ISave transition densities on this record

IDensities for <R2||R2> and <R2||R1>
!Orbitals for <R2||R2> and <R2[|R1>

IAdiabatic energies

ICompute mixing angle and diabatic energies

IMixing angle obtained from ci vectors only
INiabatic eneraiece obhtained from ci vectore onlv

203

examples/
h2s_diabl.com
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This calculation produces the following results:

Diabatic energies for H2S, obtained from Cl-vectors

R El E2 H11ClI H22Cl H21ClI
2.50 -398.64296319 -398.63384782 -398.64296319 -398.63384782 0.00000000 0.00
2.55 -398.64572746 -398.63666636 -398.64509901 -398.63729481 -0.00230207 15.27
2.60 -398.64911752 -398.63771802 -398.64662578 -398.64020976  -0.00471125 27.87

Diabatic energies for H2S, obtained from Cl-vectors and orbital correction

R El E2 H11 H22 H21
2.50 -398.64296319 -398.63384782 -398.64296319 -398.63384782 0.00000000 0.00
2.55 -398.64572746 -398.63666636 -398.64509941 -398.63729441 -0.00230139 15.26
2.60 -398.64911752 -398.63771802 -398.64662526 -398.64021027 -0.00471160 27.88

The results in the first table are obtained from the Cl-contribution to the state-overlap matrix
only, while the ones in the second table include a first-order correction for the orbitals. In this
case, both results are almost identical, sincdxthB procedure has been used to minimize the
change of the active orbitals. This is the recommended procedure. If simply natural orbitals
are used without orbital diabatization, the following results are obtained from the otherwise
unchanged calculation:

Diabatic energies for H2S, obtained from Cl-vectors

R El E2 H11ClI H22Cl H21ClI
2.50 -398.64296319 -398.63384782 -398.64296319 -398.63384782 0.00000000 0.00
2.55 -398.64572742 -398.63666630 -398.64475612 -398.63763760  -0.00280315 19.11
2.60 -398.64911746 -398.63771803 -398.64521031 -398.64162518  -0.00541050 35.83

Diabatic energies for H2S, obtained from Cl-vectors and orbital correction

R El E2 H11 H22 H21
2.50 -398.64296319 -398.63384782 -398.64296319 -398.63384782 0.00000000 0.00
2.55 -398.64572742 -398.63666630 -398.64509146 -398.63730226  -0.00231474 15.36
2.60 -398.64911746 -398.63771803 -398.64648358 -398.64035190  -0.00480493 28.73

It is seen that the mixing obtained from the CI vectors only is now very different and mean-

ingless, since the orbitals change significantly as function of geometry. However, the second
calculations, which accounts for this change approximately, still gives results in quite good
agreement with the calculation involving diabatic orbitals.

The final examples shows a more complicated input, which also computes the non-adiabatic
coupling matrix elements. In a two-state model, the NACME should equal the first derivative
of the mixing angle. In the example, the NACME is computed using the 3-jpiRmethod
(NACMECI), and also by finite difference of the mixing angle (DCHI).

MIXCI

MIXTOT

MIXCI

MIXTOT
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*** h2s Diabatization and NACME calculation

memory,3,m
gprint,orbitals,civector
geometry{x;noorient

S;
hi,s,ri;

h2,s,r2,h1,theta}

basis=avdz

rl=2.5
theta=[92]

r=[2.55,2.60]
dr=[0,0.01,-0.01]

reforb1=2140.2
refci=6000.2
savci=6100.2

Inoorient should always be used for diabatization

IThis basis is too small for real application
IReference geometry
IDisplaced geometries
ISamll displacements for finite difference NACME calculation
10rbital dumprecord at reference geometry

IMRCI record at reference geometry
IMRCI record at displaced geometries

text,compute wavefunction at reference geometry (C2v)

r2=rl

hf;occ,9,2;wf,18,2,4;orbital,2100.2

multi;occ,9,2;closed,4,1;
wf,18,2;state,2;
natorb,reforbl

noextra

ci;occ,9,2;closed,4,1;
wf,18,2,0;state,2;
orbital,reforbl
save,refci;

Text,Displaced geometries

do i=1#r
data,truncate,savci+1
reforb=reforbl

do j=1,3
r2=r(i)+dr(j)

multi;occ,9,2;closed,4,1;
wf,18,2,0;state,2;
start,reforb
orbital,3140.2+j;
diab,reforb

noextra

reforb=3141.2

ci;occ,9,2;closed,4,1;
wf,18,2,0;state,2;
orbital,diabatic
save,savcCi+j;

eadia=energy
if(.eq.1) then
el(i)=energy(1)
e2(i)=energy(2)
end if

ci;trans,savci+j,savci+j;
dm,7000.2+j;
ci;trans,savci+j,refci;
dm,7100.2+j;
ci;trans,savci+j,savci+1;
dm 7200 2+i-

11B1 and 1A2 states
ISave reference orbitals on reforbl
IDont use extra symmetries

IMRCI at reference geometry

11B1 and 1A2 states
lUse orbitals from previous CASSCF
ISave MRCI wavefunction

ILoop over different r values
ltruncate dumpfile after reference

ILoop over small displacements for NACME
1Set current r2

IWavefunction definition
IStarting orbitals
IDumprecord for orbitals
IGenerate diabatic orbitals relative to reference geometry
IDont use extra symmetries
lUse orbitals for j=1 as reference for j=2,3

IUse diabatic orbitals
ISave MRCI for displaced geometries

examples/

ISave adiabatic energies for use in ddr h2s diab2.com

ISave adiabatic energies for table printing

ICompute transition densities at R2+DR(j)

ISave transition densities on this record

ICompute transition densities between R2+DR(j) and R1

ISave transition densities on this record

ICompute transition densities between R and R2+DR(j)

IRave trancitinn dencitiee on thie record
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The calculation produces the following table

Mixing angles and non-adiabatic coupling matrix elements for H2S

R MIXCI MIXTOT DCHI NACMECI
2.55 15.2694 15.2644 -5.2226 -5.2365
2.60 27.8740 27.8772 -3.4702 -3.4794

Diabatic energies for H2S, obtained from Cl-vectors

R El E2 H11ClI H22Cl H21ClI
2.55 -398.64572746 -398.63666636 -398.64509901 -398.63729481 -0.00230207
2.60 -398.64911752 -398.63771802 -398.64662578 -398.64020976  -0.00471125

Diabatic energies for H2S, obtained from Cl-vectors and orbital correction
R E1l E2 H11 H22 H21

2.55 -398.64572746 -398.63666636 -398.64509941 -398.63729441 -0.00230139
2.60 -398.64911752 -398.63771802 -398.64662526 -398.64021027 -0.00471160

As expected the coupling matrix elements obtained from the 3-p@iRcalculation (NACMECI)
and by differentiating the mixing angle (DCHI) are in close agreement.
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29 THE VB PROGRAM CASVB

CASVBis a general program for valence bond calculations
written by T. Thorsteinsson and D. L. Cooper (1996—2000).

This program can be used in two basic modes:

a) variational optimization of quite general types of nonorthogonal MCSCF or modern va-
lence bond wavefunctions

b) representation of CASSCF wavefunctions in modern valence form, using ovedip- (
tively inexpensiveor energy-based criteria.

Bibliography:

T. Thorsteinsson, D. L. Cooper, J. Gerratt, P. B. Karadakov and M. Raimondi, Theor. Chim.
Acta 93, 343-366 (1996).

D. L. Cooper, T. Thorsteinsson and J. Gerratt, Int. J. Quant. C&BmM.39-51 (1997).

D. L. Cooper, T. Thorsteinsson and J. Gerratt, Adv. Quant. CB2nh1-67 (1998).

T. Thorsteinsson and D. L. Cooper, Prog. Theor. Chem. Phys. (in press).

All publications resulting from use of this program must acknowledge some or all of the above.
For an up-to-date bibliography see http://rs2.ch.liv.ac.uk/dlc/CASVB.html

29.1 Structure of the input

All CASVBsub-commands may be abbreviated by four letters. The general input structure can
be summarized as follows:

a) For generating representations of CASSCF wavefunctions, the program is invoked by the
commandCASVB For variational optimization of wavefunctions it is normally invoked
insideMULT]I by the sub-commandB (se€ 17.10).

b) Definition of the CASSCF wavefunction (not generally required).

c) Definition of the valence bond wavefunction.

d) Recovery and/or storage of orbitals and vectors.

e) Manual input of starting guess (optional).

g) Optimization control.

f) Definition of molecular symmetry and possible constraints on the VB wavefunction.
h) Wavefunction analysis.

i) Further general options.

Items a) and b) should precede everything else in the input; apart from this, commands may
come in any order.
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29.2 Defining the CASSCF wavefunction

CASVBiIs interfaced with the determinant part BRULTI (i.e., CONFIG,CSF; mustnot be
specified). When this program is run prior@SVB the CI vector must dumped using one of
the directivesSAVE, NATORB, CANONICAL,or LOCALI (see sectiofi 17.5.4). The three
latter are recommended.

29.2.1 The VBDUMP directive

VBDUMRvbdump;

It is advisable to restore the wavefunction definitions usBPUMRcards here and in the
CASSCEF calculation (see Sectipn 17]8.6). The default record nabuifp is 4299.2. If

a VBDUMRard is not present and record 4299.2 does not exist, @#B\VBwill attempt to
generate the wavefunction information automatically based on the latest MCSCF calculation
(however, STATEandWEIGHTinformation will not be restored in such a case).

If present, theyBDUMIRard must occur first in the ASVBnput. Itis not required for variational
calculations.

Note that in the majority of cases.{, if a CASVBrun occurs immediately aftdiULT]I, or for
variational calculations), explicit specification of dump records witHumpis not required.

29.3 Other wavefunction directives

The definitions of the CASSCF wavefunction may also be specified manually using some or all
of the directives:

OocCC Occupied orbitals.

CLOSED Closed-shell orbitals.

CORE Frozen-core orbitals.

WF Wavefunction card.

STATE Number of states for this wavefunction symmetry.
WEIGHT Weights of states.

For the exact definition of these cards see secfiong 17.2 and 17.3. These commands may also
be used to modify the values definedMBDUMPThe information given on these cards should
correspond to the CI vector saved in the CASSCF calculation. The cards, and their ordering,
should therefore coincide with those usedMJLTI, except for theWVEIGHTcards which may

differ. At present, the VB wavefunction must correspond to a well-defined number of electrons
and total spin. Other states may be present, but an error condition will occur if non-zero weights
are specified for wavefunction symmetries with varying valuesl@tor spin

29.4 Defining the valence bond wavefunction
29.4.1 Specifying orbital configurations

The number of core and active orbitatadore mact), active electronsNact), and the value of
the total spin will be identical to that defined for the CASSCF wavefunction. The spatial VB
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configurations are defined in terms of the active orbitals only, and may be specified using one or
moreCONcards (note that thRESTRICTandSELECTkeywords are not used DASVB:

CONhy, o, N3, Ny, .. .;

The configurations can be specified by occupation numbers, as in section 13.4.3,rsasthat
the occupation of théh valence bond orbital. Alternatively a list dfact orbital numbers (in

any order) may be provided — the program determines which definition applies. The two cards
CON,1,0,1,2; andCON,1,3,4,4; are thus equivalent.

If no configurations are specified the single covalent configurai@a- - - Pnact IS assumed.

29.4.2 Selecting the spin basis

SPINBASIS key,

keymay be chosen frorKOTANI (default), RUMERPROJECTor LTRUMERSspecifying the
basis of spin eigenfunctions used in the definition of valence bond strucRIREIIJECTrefers
to spin functions generated using a spin projection opetat® UMERo Rumer functions with
the so-called “leading term" phase convention.

29.5 Recovering CASSCF ClI vector and VB wavefunction

The appropriate MLPROrecords may be specified explicitly using tBEARTdirective (note,
however, that use of theébdumpmechanism described in sectjon 29, 2.1 is preferable whenever
possible):

STARTci,vb,orb,trnint

ci. record name for the CASSCF CI vector. The CI vector must have been dumped previ-
ously using either of th&AVE, NATORB, CANONICAL,or LOCALI directives (see sec-
tion[17.5.4). A default value fari is determined from the most recariiddumprecord(s).

Note that if theci record is not found, only an energy-based optimization of the VB wavefunction
can be carried out.

vb: record name for the valence bond orbitals and structure coefficients, as saved by a previous
CASVB calculation. If the VB wavefunction was previously saved in the AO basis the orbitals
will be projected onto the present active space (note that it is necessary to specify a record name
for the molecular orbitalsofb below) for this to be possible).

orb: record name for the molecular orbitals defining the CASSCF wavefunction. This informa-
tion is necessary if one wants to output the valence bond orbitals in the atomic orbital basis.

trnint: record name for the transformed CASSCF integrals. These are required for the energy-
based criteria (i.e., iCRIT,ENERGY is specified), and can be saved insM&LTI by the
TRNINT sub-command (s€e 17.8.7). The default record name, both here andLifl, is
1900.1.

29.6 Saving the VB wavefunction

SAVEvb,civb,vbao

vb: record name for VB wavefunction (default is first available record after 3200.2), i.e., orbitals
and structure coefficients.
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civb: record name for valence bond full Cl vector defined in terms of the CASSCF MOs (default
is 3300.2). Saving this vector is necessary for the calculation of further properties, geometry
optimization, etc.

vbao: record name for valence bond wavefunction in the AO basis. Note that specifsing

the STARTdirective is a precondition for this keyword. It may be useful for plotting of orbitals,
or for providing a guess to be used in the interpretation of a CASSCF solution employing a
different active space.

29.7 Specifying a guess

GUESS=key-1,.. ;key-2,..;...}

TheGUESSeyword initiates the input of a guess for the valence bond orbitals and structure co-
efficients.key-ican be eitheORB STRUQr READ These keywords modify the guess provided

by the program, or specified by tI8TARTdirective. It is thus possible to modify individual
orbitals in a previous solution to construct the starting guess.

29.7.1 Orbital guess

ORB'; Cl’ C2! L] Cmact;

Specifies a starting guess for valence bond orbital numb@&he guess is specified in terms

of themactactive MOs defining the CASSCF wavefunction. (Note that the definition of these
MOs will depend on how the CI vector was dumped — i.e. which of SW&/E, NATORB,
CANONICAL, or LOCALI directives was used (see sectjon 17.5.4). Use of one of the three
latter keywords is recommended.)

29.7.2 Guess for structure coefficients

STRUCLy, Cy,... 0GB

Specifies a starting guess for tN¥ B structure coefficients. If this card is not provided, and no
guess specified b$TART, the perfect-pairing mode of spin coupling is assumed for the spatial
configuration having the least number of doubly occupied orbitals. Note that the definition of
structures depends on the valueSPINBASIS. Doubly occupied orbitals occur first in all
configurations, and the spin eigenfunctions are based on the singly occupied orbitals being in
ascending order.

29.7.3 Read orbitals or structure coefficients

The READkeyword can take one of the following forms:
READORBIorb1[, TQjiorb2] [,AS,jorbl[, TOjorb2]] [, FROMecord];
READSTRUGstrucl], TOistruc? [, AS,jstrucl], TOjstruc?] [, FROMecord];
READALL [,FROMecord];

In this way a subset of orbitals and/or structure coefficients may be picked out from a previous
calculation. Renumbering of orbitals or structures can be done usingABlecbnstruct as
outlined above. If the VB wavefunction was previously saved in the AO basis, the orbitals will
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be projected onto the present active space (hote that it is necessary to specify a record name for
the molecular orbitalsofb in the STARTcommmand) for this to be possible).

Default forrecordis thevb record name specified in keywo8T ART(if applicable).

29.8 Permuting orbitals

ORBPERM,.. . imact

Permutes the orbitals in the valence bond wavefunction and changes their phases according
to (p(J = sign(i,-)(pabg(_ij}. The guess may be further quified using (BlkdESSkeyvyord. Also

the structure coefficients will be transformed according to the given permutation (note that the
configuration list must be closed under the orbital permutation for this to be possible).

29.9 Optimization control
29.9.1 Optimization criterion

CRIT,method

Specifies the criterion for the optimizatiomethodcan beOVERLARor ENERGYOVERLAP
is default). The former maximizes the normalized overlap with the CASSCF wavefunction:

(WeagWys)
max<<<wvs|wvs>>1/2)

and the latter simply minimizes the energy:

. ((Wyp|H|Wys)
mn < (Wyvs|Wyve) > ‘

29.9.2 Number of iterations

MAXITERN;er;

Specifies the maximum number of iterations in the second order optimizations. Default is
Niter=50.

29.9.3 CASSCF-projected structure coefficients

(NOCASPROJ

With this keyword the structure coefficients are picked from the transformed CASSCF Cl vector,
leaving only the orbital variational parameters. For further details see the bibliography. This
option may be useful to aid convergence.

29.9.4 Saddle-point optimization

SADDLEnN;

Defines optimization onto am"-order saddle point. See also T. Thorsteinsson and D. L. Cooper,
Int. J. Quant. Cheni0, 637-50 (1998).
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29.9.5 Defining several optimizations

More than one optimization may be performed in the s@ASVBdeck, by the use dDPTIM
keywords:

OPTIM={...}];

The subcommands may be any optimization declarations defined in this section, as well as
any symmetry or constraints specifications described in sefction|29.10. Commands given as
arguments t@PTIMwill be particular to this optimization step, whereas commands specified
outside will act as default definitions for all subsequ@RTIM keywords.

If only one optimization step is required, tEPTIMkeyword need not be specified.

When only a machine-generated guess is avail&AVBwill attempt to define a sequence of
optimization steps chosen such as to maximize the likelihood of successful convergence and to
minimize CPU usage. To override this behaviour, simply specify one or @BidM cards.

29.9.6 Multi-step optimization

A loop over two or more optimization steps may be specified using:
ALTERNNiter={ ...}

With this specification the program will repeat the enclosed optimization steps until either all
optimizations have converged, or the maximum iteration caviter, has been reached.

29.10 Point group symmetry and constraints

The problems associated with symmetry-adapting valence bond wavefunctions are considered,
for example, in: T. Thorsteinsson, D. L. Cooper, J. Gerratt and M. Raimondi, Theor. Chim. Acta
95, 131 (1997).

29.10.1 Symmetry operations

SYMELMabelsigr

Initiates the definition of a symmetry operation referred tddiyel (any three charactersgign

can be + or—; it specifies whether the total wavefunction is symmetric or antisymmetric under
this operation, respectively. A value feignis not always necessary but, if provided, constraints
will be put on the structure coefficients to ensure that the wavefunction has the correct overall
symmetry (note that the configuration list must be closed under the orbital permutation induced
by labelfor this to be possible).

The operator is defined in terms of its action on the active MOs as specified by one or more of
the keyworddRREPS, COEFFS or TRANS(any other keyword will terminate the definition

of this symmetry operator). If no further keyword is supplied, the identity is assuméalbielr

The alternative forma®YMELMabel,sign={ key-1,.. ;key-2,..;...} may also be used.

29.10.2 The IRREPS keyword

|RREPS,i1, i2,. ce
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The listiy, ip,... specifies which irreducible representations (as defined in the CASSCF wave-
function) are antisymmetric with respect to théel operation. If an irreducible representation
is not otherwise specified it is assumed to be symmetric under the symmetry operation.

29.10.3 The COEFFS keyword

COEFF4y, iz,. . .;

The listiy, ip,... specifies which individual CASSCF MOs are antisymmetric with respect to
thelabel operation. If an MO is not otherwise specified, it is assumed to be symmetric under the
symmetry operation. This specification may be useful if, for example, the molecule possesses
symmetry higher than that exploited in the CASSCF calculation.

29.10.4 The TRANS keyword

TRAN&]dim, ilv B indimv C11, C12, .- Cndimndim;

Specifies a generalym x ngim transformation involving the MO#&, . .. in,,,, Specified by the

c coefficients. This may be useful for systems with a two- or three-dimensional irreducible
representation, or if localized orbitals define the CASSCF wavefunction. Note that the specified
transformation must always be orthogonal.

29.10.5 Symmetry relations between orbitals

In general, for a VB wavefunction to be symmetry-pure, the orbitals must form a representa-
tion (not necessarily irreducible) of the symmetry group. Relations between orbitals under the
symmetry operations defined By MELMnay be specified according to:

ORBREliy, iy, labell, label2,. .;

Orbitali is related to orbitai, by the sequence of operations defined byléthel specifications
(defined previously usin§YMELM The operators operate right to left. Note thaandi, may
coincide. Only the minimum number of relations required to define all the orbitals should be
provided; an error exit will occur if redunda®RBRELspecifications are found.

29.10.6 The SYMPROJ keyword

As an alternative to incorporating constraints, one may also ensure correct symmetry of the
wavefunction by use of a projection operator:

(NOSYMPROirrepy,irrepa,.. . 1;

The effect of this keyword is to set to zero coefficients in unwanted irreducible representations.
For this purpose the symmetry group defined for the CASSCF wavefunction is used (always a
subgroup of By). The list of irreps in the command specifies which components of the wave-
function should be kept. If no irreducible representations are given, the current wavefunction
symmetry is assumed. In a state-averaged calculation, all irreps are retained for which a non-
zero weight has been specified in the wavefunction definition. SYIRIPROXeyword may

also be used in combination with constraints.



29 THE VB PROGRAM CASVB 214

29.10.7 Freezing orbitals in the optimization

FIXORB,iy, i2,. . .;

This command freezes the orbitals specified in theifisty,... to that of the starting guess.
Alternatively the special keywordsLL or NONEmMay be used. These orbitals are eliminated
from the optimization procedure, but will still be normalized and symmetry-adapted according
to anyORBRELkeywords given.

29.10.8 Freezing structure coefficients in the optimization

FIXSTRUCIy, ig,. . .;

Freezes the coefficients for structuiigsi,,... . Alternatively the special keyword&LL or
NONEmay be used. The structures are eliminated from the optimization procedure, but may
still be affected by normalization or any symmetry keywords present.

29.10.9 Deleting structures from the optimization

DELSTRUGY, iy,...,JALL],[NONE

Deletes the specified structures from the wavefunction. The special keywbtdsr NONE
may be used. A structure coefficient may already be zero by symmetry (as defiSdtMBLM
andORBREL, in which case deleting it has no effect.

29.10.10 Orthogonality constraints

ORTHCON=ey-1,. . ;key-2,..;...}

TheORTHCOKeyword initiates the input of orthogonality constraints between pairs of valence
bond orbitals. The sub-keywor#iey-ican be one cORTHPAIRS, GROUPSTRONG®r FULL

as described below. Orthogonality constraints should be used with discretion. Note that or-
thogonality constraints for an orbital generated from another by symmetry operations (using the
ORBRELkeyword) cannot in general be satisfied.

ORTH]_, iz, Ceey

Specifies a list of orbitals to be orthogonalized. All overlaps between pairs of orbitals in the list
are set to zero.

PA|RS,i1, i2, .

Specifies a simple list of orthogonalization pairs. Orbifalk made orthogonal t®, i3 to iy,
etc.

GROUPRabeli, iy, .. .;

Defines an orbital group to be used with RTHor PAIRS keyword. The group is referred to

by labelwhich can be any three characters beginning with a letter a—z. Labels defining different
groups can be used together or in combination with orbital numbe&dRifiHor PAIRS. iy, iy,

... specifies the list of orbitals in the group. Thus the combingaB&OURRA,1,2; GROUMB,3,4;
ORTHA,B; will orthogonalize the pairs of orbitals 1-3, 1-4, 2-3 and 2-4.

STRONG
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This keyword is short-hand for strong orthogonality. The only allowed non-zero overlaps are
between pairs of orbitals (21, 2n).

FULL;

This keyword is short-hand for full orthogonality. This is mainly likely to be useful for testing
purposes.

29.11 Wavefunction analysis
29.11.1 Spin correlation analysis

(NOSCORR

With this option, expectation values of the spin opera(é;srév)z are evaluated for all pairs of
pandv. DefaultisSNOSCORR he procedure is described by: G. Raos, J. Gerratt, D. L. Cooper
and M. Raimondi, Chem. Phy486, 233-250 (1994); ibid, 251-273 (1994); D. L. Cooper,
R. Ponec, T. Thorsteinsson and G. Raos, Int. J. Quant. C5ieri01-518 (1996).

At present this analysis is only implemented for spin-coupled wavefunctions.

29.11.2 Printing weights of the valence bond structures

For further details regarding the calculation of weights in CASVB, see T. Thorsteinsson and
D. L. Cooper, J. Math. Chen23, 105-26 (1998).

VBWEIGHT keylkey?2...

Calculates and outputs weights of the structures in the valence bond wavefuiigtiorkey
specifies the definition of nonorthogonal weights to be used, and can be one of:

CHIRGWIN Evaluates Chirgwin-Coulson weights (see: B. H. Chirgwin and C. A. Coul-
son, Proc. Roy. Soc. Loné201, 196 (1950)).

LOWDIN Performs a symmetric orthogonalization of the structures and outputs
the corresponding weights.

INVERSE Outputs “inverse overlap populations" asin G. A. Gallup and J. M. Nor-
beck, Chem. Phys. Let21, 495-500 (1973).

ALL All of the above.

NONE Suspends calculation of structure weights.

The commandsOWDINandINVERSErequire the overlap matrix between valence bond struc-
tures, and some computational overhead is thus involved.

29.11.3 Printing weights of the CASSCF wavefunction in the VB basis

For further details regarding the calculation of weights<CIASVB see T. Thorsteinsson and
D. L. Cooper, J. Math. Chen23, 105-26 (1998).

CIWEIGHTSkeylkey2. .. [Nconil;

Prints weights of the CASSCF wavefunction transformed to the basis of nonorthogonal VB
structures. For thkeyoptions se&/ BWEIGHT&bove. Note that the evaluation of inverse over-
lap weights involves an extensive computational overhead for large active spaces. Weights are
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given for the total CASSCF wavefunction, as well as the orthogonal complem##tgoThe
default for the number of configurations requestdg, is 10. If Noon=—1 all configurations
are included.

29.12 Controlling the amount of output

PR|NT,i1, i2,. .

Each number specifies the level of output required at various stages of the execution, according
to the following convention:

-1 No output except serious, or fatal, error messages.
0 Minimal output.

Standard level of output.
2 Extra output.

The areas for which output can be controlled are:

i1 Print of input parameters, wavefunction definitions, etc.

i Print of information associated with symmetry constraints.
i3 General convergence progress.

ig Progress of the 2nd order optimization procedure.

i5 Print of converged solution and analysis.

is Progress of variational optimization.

i7 Usage of record numbers on file 2.

For all, the default output level is +1. 1§ >2 VB orbitals will be printed in the AO basis
(provided that the definition of MOs is available).

29.13 Service mode

SERVICE

This keyword takes precedence over any others previously defirtd3¥B It provides simple
facilities for retrieving orbital coefficients and VB structure coefficients. It should not be used
during a run ofCASVBthat has been invoked from insidl&ULTI.

STARTrecord.file
Coefficients are taken fromecord.file The default value i2100.2

WRITEiwrite;

Vectors in the symmetry orbital basis are written to chametet(iwrite) The default action is
to write these vectors to the standard outputwiite is negative, then the vectors are instead
written to a binary file as a single record.

SPECIAL,idim1,idim2,idim3,idim4

If present, this keyword must come last. The program attempts to retrieveréoord.filea
vector of lengthidim1*idim2+idim3, after first skippingdim4 elements. The vector is written
according to the setting afvritel. (Defaultidim values are zero.)
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29.14 Examples

***  ch2 I Al singlet state
geometry={angstrom

c

hl,c,1.117

h2,c,1.117,h1,102.4}

int

hf

multi;occ,4,1,2;closed, 1 1 6 in 6 CASSCF
natorb,,ci,save=3500.2;vbdump

casvb ! Overlap-based VB using
save,3200.2 I the spin-coupled wavefunction
casvb ! Energy-based VB calculation
start,,3200.2;save,3220.2

crit,energy

multi;occ,4,1,2;closed,1 I Fully variational VB calculation
vb={start,,3220.2;save,3240.2;print,,,,,2}

*** |ih I Fully variational VB calculation
r=2.8,bohr I and geometry optimization.
basis={

s,1,921.300000,138.700000,31.940000,9.353000,3.158000,1.157000;
k,1.6,0.001367,0.010425,0.049859,0.160701,0.344604,0.425197,;
s,1,0.444600,0.076660,0.028640;
p,1,1.488000,0.266700,0.072010,0.023700;
k,1.2,0.038770,0.236257;

s,2,13.36,2.013,0.4538,.1233;

k,1.2,0.032828,0.231204;}

geometry={li;h,li,r}

int;

hf;wf,4,1;

multi

occ,4,0,0,0

closed,0,0,0,0

natorb,,ci,save=3500.2

multi

vb

optg

217
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30 SPIN-ORBIT-COUPLING

30.1 Introduction

Spin-orbit matrix elements and eigenstates can be computed using either the Breit-Pauli (BP) op-
erator or spin-orbit pseudopotentials (ECPs). $tade-interactingnethod is employed, which
means that the spin-orbit eigenstates are obtained by diagonafizindisoin a basis of eigen-
functions ofHe;. The full Breit-Pauli SO-operator can be used only for MCSCF wavefunctions.
For MRCI wavefunctions, the full BP operator is used for computing the matrix elements be-
tweeninternal configurationgno electrons in external orbitals), while for contributions of ex-
ternal configurations a mean-field one-electron fock operator is employed. The error caused by
this approximation is usually smaller than 1 ch

The program allows either the computation of individual spin-orbit matrix elements for a given
pair of states, or the automatic setting-up and diagonalization of the whole matrix for a given
set of electronic states. In the latter case, matrix elements over one-electron operators are also
computed and transformed to the spin-orbit eigenstates (by default, the dipole matrix elements
are computed; other operators can be specified oiGE¥PECGr EXPECcards, see section

[4.13). Since it may be often sufficient to compute the spin-orbit matrix elements in a smaller
basis than the energies, it is possible to replace the energy eigenvalues by precomputed values,
which are passed to the spin-orbit program by the MOLPRO vartdbDIAG.

30.2 Calculation of SO integrals

The one-and two-electron spin-orbit integrals over the BP Hamiltonian can be precomputed and
stored on disk using the command

LSINT [X][,Y][,Z]

X, Y, andZ specify the components to be computed. If none of these is given, all three are
evaluated. The advantage of precomputing the integrals is that they can then be used in any
number of subsequent SO calculations, but this may require a large amount of disk space (note
that there are 6 times as many integrals as in an energy calculation). USiNT card is

not given, the integrals are recomputed for one component at a time whenever needed, and
destroyed at the end of the SO calculation. This reduces the disk space by a factor of 3, but
may be expensive in terms of CPU if several SO calculations (e.g., for MCSCF and MRCI
wavefunctions) are carried out.

The input for spin-orbit ECPs is described in secfioh 11. Of course, in ECP-LS calculations the
LSINT card is not needed.

30.3 Calculation of individual SO matrix elements

Individual spin-orbit matrix elements can be computed within the MRCI program using

TRANLSrecordl.file, record2.file, bra2zms, ket2ms, Isop

where
recordl.file Record holding the bra-wavefunction.
record2.file Record holding the ket-wavefunction. Both records must have been

generated using theAVEdirective of the MRCI program.
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bra2ms 2 x Mg value of the bra-wavefunction.
ket2ms 2 x Mg value of the ket-wavefunction.
Isop Cartesian component of the Spin-orbit Hamiltonian.

This can be one dfsSX, LSY, or LSZ in all electron calculations, and
ECPLSX, ECPLSY, or ECPLSZ in ECP calculations.

Since the spin-orbit program is part of the MRCI program, TRANLScard must be preceded

by a[MR]CI card. For the case that the matrix elements are computed for MCSCF wave-
functions, one has to recompute and save the Cl-vectors using the MRCI program (see chapter
[18), using theNOEXirective to avoid inclusion of any further excitations out of the MCSCF
reference function. If in the MRCI step several states of the same symmetry are computed simul-
taneously using th8 TATEdirective, the matrix elements are computed for all these states. Note
that theOCCandCLOSE[xards must be the same for all states usediRANLScalculation.

The selection rules for thds values arddMgs = +1 for theLSXandLSY operators, anAMs=0
for the LSZ operator. Note thatMs has to be specified, and so the selection rules applying to
the difference of the input values are 0 or 2.

In all-electron SO calculations the value of the calculated spin-orbit matrix element is saved
(in atomic units) in the MOLPRO variabléBRLSX TRLSY and TRLSZ for the x, y, andz
components respectively. For ECP-LS calculations the varidit&sCPLSXTRECPLSYand
TRECPLSZare used. Note that for imaginary matrix elements (i.e., foxtaedz components

of the SO Hamiltonian) the matrix elements are imaginary and the stored real values have to be
multiplied byi. If matrix elements for several states are computed, all values are stored in the
respective variable-arrays with the bra-states running fastest.

30.4 Calculation and diagonalization of the entire SO-matrix

HLSMATtype recordl, record2, record3, ...

Computes the entire SO matrix and diagonalizes it using all states which are contained in the
recordsrecordl, record2, record3, ...All records must have been generated usingSAYE
directive of the MRCI programtypemay be eithet.S for Breit-Pauli calculations, deCPfor
ECP-LS calculations. By default, the eigenvalues and dipole transition matrix elements between
the ground and excited states are printed.

As with theTRANLScard, theHLSMATIs recognized only by the MRCI program and must be
preceded by &I card. Also, theDCCand CLOSEDzards must be the same for all states used
in aHLSMATcalculation.

30.5 Modifying the unperturbed energies

Often it may be sufficient to compute the spin-orbit matrix elements in a smaller basis or at a
lower computational level than the energies. It is therefore possible to replace the energy eigen-
values by precomputed values, which are passed to the spin-orbit program by the MOLPRO
variableHLSDIAG The energy values iRILSDIAG must be in exactly the same order as the
states in the records given on tHESMATcard. Before any spin-orbit calculation, the variable
HLSDIAGmust either be undefined or cleared (then the original energies are used), or must con-
tain exactly the number of energies as the number of states treated in the subsequent spin-orbit
calculation (us€LEAR,HLSDIAGto clear any previous values in the variable). It is the user’s
responsibility that the order of the energiedHhSDIAGis correct!
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30.5.1 Print Options for spin-orbit calculations

PRINT,optiom=valuey, option=value,...

where option can be

HLS HLS=-1 only the SO energies and transition matrix elements between
ground and excited states are printed (default).
HLS> 0: The SO matrix is printed.
HLS> 1: The property matrices are printed.
HLS> 2: The individual matrix elements are printed (sam®&3 ION,MATEL.
HLS> 3: Debugging information is printed.

VLS VLS=-1: No print of eigenvectors (default).
VLS> 0: The eigenvectors are printed.

30.5.2 Options for spin-orbit calculations

Some options can be set using tABTIONdirective (in any order)

OPTIONS[,WIGNERvalud [,HLSTRANSvalug [, MATEIl=valug

where

WIGNER This option determines whether the Wigner-Eckart theorem should be
used when the SO matrix is determinedIGNER=1(default) uses
the theoremWIGNER=Ccalculates each SO matrix element individ-
ually. This option is needed for test purposes only.

HLSTRANS This option determines whether a SO matrix calculation should be

performed in the not spin-symmetry adapted basid#eBTRANS=0)),

in the spin-symmetry adapted basis 96t §TRANS=1 default) or

with both basis setHHLSTRANS=2. At present, symmetry adaption
can only be performed for triplet states, where the following notation
is used to indicate the symmetry adapted spin functig®@ds) , =
7(ISMs) +S ~Ms)), [SMs)— = 75(IS Ms) — |S, ~Ms)). If only
singlet and triplet states are considered, the spin-orbit matrix is blocked
according to double-group symmetry and the eigenvalues for each
each block are printed separately. In all other case$itteTRANS
option is ignored.

MATEL If the entire SO matrix is calculated usitf). SMAT the individual
matrix elements are normally not shown. When the ophilXTEL=1
is given, the individual matrix elements and the contributions of the
internal and external configuration classes are printed.

30.6 Examples

30.6.1 SO calculation for the S-atom using the BP operator
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*** SO calculation for the S-atom
geometry={s}

basis={spd,s,vtz} luse uncontracted basis
rhf,occ,3,2,2,,2;wf,16,4,2 Irhf for 3P state
multi Icasscf
wf,16,4,2;wf,16,6,2;wf,16,7,2;wf,16,1,0;state,3; !'1D and 1S states
wf,16,4,0;wf,16,6,0;wf,16,7,0; I3P states
ci;wf,16,1,0;save,3010.1;state,3 Isave casscf wavefunctions using mrci
noexc
ci;wf,16,4,0;save,3040.1
noexc
ci;wf,16,6,0;save,3060.1
noexc
ci;wf,16,7,0;save,3070.1
noexc
ci;wf,16,4,2;save,3042.1
noexc
ci;wf,16,6,2;save,3062.1
noexc
ci;wf,16,7,2;save,3072.1
noexc

examples/
ci;wf,16,1,0;save,4010.1;state,3 Imrci calculations for 1D, 1S states S_so.com
ed=energy(1) Isave energy for 1D state in variable ed
es=energy(3) Isave energy for 1S state in variable es
ci;wf,16,4,2;save,4042.1 Imrci calculations for 3P states
ep=energy Isave energy for 3P state in variable ep
ci;wf,16,6,2;save,4062.1 Imrci calculations for 3P states
ci;wf,16,7,2;save,4072.1 Imrci calculations for 3P states

text,only triplet states, casscf
Isint Ilcompute so integrals

text,3P states, casscf
ci;hlsmat,ls,3042.1,3062.1,3072.1 IOnly triplet states, casscf

text,3P states, mrci
ci;hlsmat,ls,4042.1,4062.1,4072.1 IOnly triplet states, mrci

text,3P, 1D, 1S states, casscf
ci;hlsmat,ls,3010.1,3040.1,3060.1,3070.1,3042.1,3062.1,3072.1 IAIl states, casscf

text,only ftriplet states, use mrci energies and casscf SO-matrix elements

hisdiag=[ed,ed,es,ed,ed,ed,ep,ep,ep] Iset variable hisdiag to mrci energies
ci;hlsmat,ls,3010.1,3040.1,3060.1,3070.1,3042.1,3062.1,3072.1

30.6.2 SO calculation for the I-atom using ECPs
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*kk
|

memory,5,M;
gprint,orbitals,civector,basis;
gthresh,energy=1.d-8,civector=1.d-8;
geometry={l};

basis={
|

! lodine-ECP (Dirac-Fock) with SO-coupling

|

ecp,l,46,4,3;

1; 2, 1.00000000,
2; 2, 3.50642001,

4, 2, 1.03813792, 2/5* 6.40131754; 2,
2, 2.04193864, 2/5* 19.11604172; 2,
4, 2 2.64971585,-3/7* 24.79106489; 2,
2, 0.49970082,-3/7* 0.27936581; 2,

4, 2, 2.99860773,-2/3* 81.88444526; 2,
2, 1.59415934,-2/3*  2.32392477; 2,
4, 2, 1.03813792,-2/5* 6.40131754; 2,
2, 2.04193864,-2/5* 19.11604172; 2,
4; 2, 2.64971585, 2/7* 24.79106489; 2,
, 0.49970082, 2/7* 0.27936581; 2,

N

! lodine-basis
|

0.00000000;

83.09814545; 2,

4, 2, 2.99860773, 1/3* 81.88444526; 2,
2, 1.59415934, 1/3* 2.32392477; 2,

1.74736492,

s,1,0.2027624,0.4080619,0.8212297,1.6527350,3.3261500;
¢,1.5,-0.4782372,-0.5811680,0.2617769,0.4444120,-0.1596560;

s,1,0.05,0.1007509;

p,1,0.2027624,0.4080619,0.8212297,1.6527350,3.3261500;
¢,1.5,0.4251859,0.2995618,0.0303167,-0.2064228,0.0450858;
p,1,0.05,0.1007509,0.01; ! diffuse p-Funktion wegen evt. neg. Part.Ldg

d,,0.2,0.4;
£,1,0.3;
}

5.06370919;
3.01690894, 2/3* 83.41280402;
1.19802939, 2/3* 2.72079843;
1.01158599, 3/5* 6.21328827;
1.99631017, 3/5* 19.08465909;
2.75335574,-4/7* 24.98147319;
0.79638982,-4/7* 0.70184261;
3.01690894, 2/3* 83.41280402;
1.19802939, 2/3* 2.72079843,;
1.01158599, 2/5* 6.21328827;
1.99631017, 2/5* 19.08465909;
2.75335574,-2/7* 24.98147319;
0.79638982,-2/7* 0.70184261;

hf;occ,1,1,1,,1;wf,7,5,1;
multi;occ,1,1,1,,1;
wf,7,2,1;wf,7,3,1;wf,7,5,1
ci;wf,7,2,1;noexc;save,5000.2
ci;wf,7,3,1;noexc;save,5100.2
ci;wf,7,5,1;noexc;save,5200.2
ci;wf,7,2,1;save,6000.2
ci;wf,7,3,1;save,6100.2
ci;wf,7,5,1;save,6200.2

multi;occ,1,2,2,,2
wf,7,2,1;wf,7,3,1;wf,7,5,1
ci;wf,7,2,1;noexc;save,5010.2
ci;wf,7,3,1;noexc;save,5110.2
ci;wf,7,5,1;noexc;save,5210.2
ci;wf,7,2,1;save,6010.2
ci;wf,7,3,1;save,6110.2
ci;wf,7,5,1;save,6210.2

text,casscf, occ,1,1,1,,1

Iscf for 2Pz

Icasscf with minmal active space

laverage 2P states
Isave casscf vector for 2Px state
Isave casscf vector for 2Py state
Isave casscf vector for 2Pz state
Imrci for 2Px state
Imrci for 2Py state
Imrci for 2Pz state

Icasscf with larger active space
laverage 2P states

ci;hlsmat,ecp,5000.2,5100.2,5200.2
text,casscf, occ,1,2,2,,2
ci;hlsmat,ecp,5010.2,5110.2,5210.2

text,mrci, occ,1,1,1,,1
ci;hlsmat,ecp,6000.2,6100.2,6200.2
text,mrci, occ,1,2,2,,2
ci;hlsmat,ecp,6010.2,6110.2,6210.2

ldo spin-orbit calculations

222

I lokal term = 0
I s-terme
I p-terms with weights
! d-terms with weights
I f-terms with weights
I ECP-SO for p-terms
! ECP-SO for d-terms

! ECP-SO for f-terms

examples/
i_ecp.com
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31 ENERGY GRADIENTS

31.1 Analytical energy gradients

MoLPRoOuses two different gradient programs:

The CaDPAC gradient program is based on the@PAc integral routines by R. D. Amos. Cur-
rently, this program works for closed shell SCF, high spin RHF, and MCSCF. In the MCSCF
case the wavefunction must either be fully optimized, or frozen core orbitals must be taken from
a closed-shell SCF calculation. The present version does not work with generally contracted
basis functions.

The ALASKA gradient program is based on thevARD integral routines by R. Lindh. It allows

the calculation of gradients of generally contracted basis functions for closed shell SCF, open
shell RHF, DFT, MCSCF, MP2, LMP2, and QCISD. It does not work with state averaged SA-
MCSCF wave functions.

The ALASKA gradients are default for general contracted basis sets. In all other cases the
CADPAC gradients are default. On most architectures these are faster thiesxkA gradients.
However, it is possible to choose the gradients by defining the vai@REDTY Before calling

the gradient program.

GRADTYP=ALASKA
GRADTYP=CADPAC

The gradient program is called using tR®@RCEcommand:
FORCE

Normally, theFORCEcommand is not needed, since geometry optimizations should be per-
formed using th@©PTGprocedure. An exception is the optimization of counterpoise corrected
energies, which requires several force calculations (cf. section 3p.2.19). Note that for comput-
ing gradients for state-averaged MCSCF a CPMCSCEF is required in the MCSCF calculation
(seeCPMCSCE

If no further data cards are given, the default is to evaluate the gradient for the last optimized
wavefunction. In this case no further input is needed for ordinary gradient cases (the program
remembers the records on which the wavefunction information is stored. An exception is the un-
usual case that several differe2®MCSCEalculations have been formed in a previous MCSCF
calculation. In this case tH@AMirective must be used to select the desired record.

31.1.1 Adding gradients ADD

ADDfactor,[NOCHECK

If this card is present, the current gradient and energy are added to the previous ones using the
given factor. This is useful for the optimization of counterpoise corrected energigs (cf. 32.2.19).
By default, the program will stop with an error message uMd3©RIENThas been specified in

the geometry input. This behaviour can be disabled bj\M@E€HECHKption. This option should

only be given if all gradients which are added together are evaluated at exactly the same nuclear
geometry; otherwise wrong results could result due to unintended rotations of the system.

31.1.2 Scaling gradients$CALB

SCALEfactor;
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If this card is present, the current gradient and energy are scaled by the give factor. This is
sometimes useful for the optimization of counterpoise corrected energigs (cf. 32.2.19).

31.1.3 Defining the orbitals for SCF gradients QRBITAL)

ORBITAL,record.file

In the SCF casegcord.filespecifies the location of the orbitals, which are used for construct-
ing density matrices, etc. This card is only needed if the SCF for which the gradient is to be
computed was not the most recent energy calculation.

For MCSCF wavefunctions, th@RBITAL card is not needed, because the location of the or-
bitals is stored in the MCSCF dump record.

31.1.4 MCSCF gradients MCSCF

MCSCFkecord.file

Triggers code for MCSCF gradientecord.file specifies the location of information dumped
from the MCSCF program, using®AVE,GRDxecmc.filmccard. This card is not needed if
theFORCEommand appears directly after the corresponding MCSCF input, since the program
automatically remembers where the MCSCF information was stored. The same iSQRIEG

is used.

31.1.5 State-averaged MCSCF gradientsSAMQ

Normally, no further input is required for computing gradients for state-averaged MCSCF.
Note, however, that EPMCSCF,GRABtatedirective is required in the SA-MCSCF calcu-
lation (seeCPMCSCF The gradients are then computed automatically forstiate specified

on theCPMCSCIFard. The same is true for difference gradiel@®MCSCF,DGRASatel,

stated and non-adiabatic coupling matrix elemer@PMCSCF,NACBtatel, statep It is pos-

sible to do several coupled-perturbed MCSCF calculations one after each other in the same
MCSCF. In this casEORCEwould use the last solution by default. The information from the
CPMCSCEF is passed to the FORCE program in a certain records (default 5101.1, 5102.1, ...). If
several CPMCSCF calculations are performed in the same MCSCF, several such records may be
present, and a particular one can be accessed RARCErogram using th&6AMirective:

SAMQecord

An alias forSAMds CPMCFor compatibility with earlier versions one can also use
NACMecord

for non-adiabatic couplings or

DEMGQecord

for difference gradients.

Example:

multi;
state,3
cpmcscf,nacm,1.1,2.1,save=5101.1 Ido cpmecscf for coupling of states 1.1 - 2.1
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cpmcscf,nacm,1.1,3.1,save=5102.1 Ido cpmecscf for coupling of states 1.1 - 3.1
cpmescf,nacm,2.1,3.1,save=5103.1  !do cpmcscf for coupling of states 2.1 - 3.1

force;samc,5101.1; Icompute NACME for states 1.1 - 2.1
force;samc,5102.1; lcompute NACME for states 1.1 - 3.1
force;samc,5103.1; lcompute NACME for states 2.1 - 3.1

See also test jolif _nacme.test

31.1.6 Non-adiabatic coupling matrix elementsNACM

seeSAMC

31.1.7 Difference gradients for SA-MCSCF DEM¢

seeSAMC

31.1.8 Example

*** Calculate SCF-Gradients for Water

alpha=104 degree Iset geometry parameters
r=1 ang
geometry={0O; Idefine z-matrix
H1,0,r,
H2,0,r,H1,alpha}
basis=vdz Ibasis set
hf ido scf examples/
forces Icompute gradient for SCF h20_forces.com
mp2 Imp2 calculation
forces Imp2 gradients
multi Icasscf calculation
forces Icasscf gradient

31.2 Numerical gradients

It is possible to compute gradients by finite differences using
FORCE,NUMERICAL,STARTCMBsmmand

wherecommands the first command in the input needed for the current energy calculation. The
commandnust be found in the inpuieforethe FORCEcard, i.e., the sequence of input cards
starting withcommandand ending wittFORCEHSs used to compute the energies. For example,
in order to compute numerical gradients for ccsd(t), it is necessary tdt#aad aCCSD(T)
calculation at each geometry. The input would read

hf
cesd(t)
forces,numerical,startcmd=hf

The program will then automatically repddlf andCCSD(T) at as many geometries as needed
for evaluating the gradient. The keywoRUMERICALmplies that als&STARTCMDnust be
given, otherwise an error results.
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31.2.1 Choice of coordinates@OORD

By default, the numerical gradients are computed relative to all variables on which the z-matrix
depends. If the z-matrix depends on no variables obraiables, the gradient is computed for

all 3N coordinates and symmetrical displacement coordinates are used to evaluate the gradient.
This yields the minimum computational effort.

These defaults can be modified using @@ORMirective:
COORIaoord_typddisplacement_tyfe

wherecoord_typecan be one of the following:

ZMAT Compute the numerical gradients for all variables on which the geometry depends
(default).

3N or CART Compute the gradients for alN3nuclear coordinates. This is the default if the
z-matrizx does not depend on variables or if #yz input format is used. If this
option is used and the original geometry is given in z-matrix form, the z-matrix is
lost.

The specification oflisplacement_typis optional and only affects the numerical calculation of
the gradient for Bl coordinates. By defaul§YMis used.

SYM Use symmetrical displacements. This yields the minimum number of displace-
ments and always preserves the symmetry of the wavefunction. This is the only
recommended option.

CART Displacements are generated for all 8artesian coordinates. This is normally
not recommended, since in cases in which molecular symmetry is present it gener-
ates far more displacements than needed. Also, the wavefunction symmetry is not
preserved, and the calculation must be done in C1 symmetry.

UNIQUE AsCART but symmetry-equivalent displacements are eliminated. Not recommened
either.

31.2.2 Numerical derivatives of a variable

Numerical derivatives of the value of a variable can be computed using
VARIABLE=name

The default is to compute the gradient of the current energy.

31.2.3 Stepsizes for numerical gradients

By default, the numerical step sizes are 0.01 bohr for distances or cartesian coordinates, and 1
degree for angles. These defaults can be changed using

RSTEP=r
ASTEP=da

wheredr is the displacement for distances (or cartesian coordinates) in bohidaaisdthe
displacement for angles in degree. The valuRSTEPIs used for symmetrical displacements.
The step sizes for individual variables can be modified using
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STEP,varname=value..

where thevaluemust be in atomic units for distances and in degree for angles.
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32 GEOMETRY OPTIMIZATION

It is possible to invoke the geometry optimization program in two ways: Automatic geom-
etry optimization using th®©PTGcommand or geometry optimization with an explicit input
sequence usin@PT Normally, geometry optimizations should be done using@®a Gcom-
mand. This call©PTand all other necessary programs automatically.

32.1 Geometry optimization step QPT)

TheOPTprogram reads the geometry definitions and geometry parameters, energies, and gradi-
ents of the present and previous points from a geometry record. It is necessary that the gradients
have been computed using tRORCEcommand (see above) before call@§T. The program

then predicts a new optimum geometry (i.e. takes one optimization step), by default optimizing
all variable parameters on which the geometry depends, and writes this back to the geometry
record. The optimization is performed in a space of scaled parameters, the scaling being such
that the initial hessian matrix has unit diagonal elements. The var@BECONNS set to the

length of the step taken in scaled parameter space, and can be tested aiteiittep using

thelF command, to decide whether to return for another geometry. For subcommaDéqg of
seeOPTG

OPTcan also be used for automatic geometry optimization using a sequence of input commands.
In this case, one can specify the first input command needed for computing the energy and
gradient using th& TARTCMDption:

OPT,STARTCMDeommand

Similar to the calculation of numerical gradients (see abav@nmandmust be found in the
input beforethe OPTcard, i.e., the sequence of input cards starting withmandand ending

with OPTdefines one optimization step. For example, in order to optimize the geometry at the
ccsd(t) level using numerical gradients the following input could be used

hf loptimize orbitals

cesd(t) Icompute ccsd(t) geometry
forces,numerical,startcmd=hf Icompute numerical ccsd(t) gradients
opt,startcmd=hf loptimize geometry

The convergence criteria are the same as explained below f@RA&procedure. The con-
vergence thresholds can be modified using further options c@®¥eard, exactly in the same
way as explained below fddPTG For example, the threshold for the gradient can be changed
using

OPT,STARTCMDeommand GRAD=1.d-4

Further subcommands f@PTare possible, which are the same as@#TGdescribed in the
next section.

32.2 Automatic geometry optimization QPTG

TheOPTGcommand is used to perform automatic geometry optimizations for all kinds of wave-
functions. The coordinates to be optimized can be chosen usir@@i@R[irective (see sec-

tion optgeo:coord). Various optimization methods can be selected as described in[section 32.2.4.
MoLpPRoallows minimization (i.e. search for equilibrium geometries), transition state optimiz-
ation (i.e. search for saddle points on energy surfaces), and reaction path following. The stan-
dard algorithms are based on ttegional functionapproach and thgeometry DIlSapproach.
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Also available is theuadratic steepest descent followingethod of Sun and Ruedenberg (see

J. Sun and K. Ruedenberl),Chem. Phys99, 5257 (1993)). This method is often advantageous

in Transition State searches. For a detailed discussion of the various minimization algorithms
see (see F. Eckert, P. Pulay and H.-J. WerheComp. Chem8, 1473 (1997)).

The OPTGmust directly follow the input for the wavefunction used in the geometry optimiz-
ation. It will call FORCEOPT, INT, and, as neededjF, RHE MCSCFCI, CCSDetc. For

each of these programs, the input file is automatically repositioned to the last corresponding
input before theDPTGcard; so any input foRHFE MCSCFCI, CCSDetc. can be used and

will be correctly processed. It is essential, however, that the most recently optimized orbitals
are used in the wavefunction for which the geometry is optimized. Any input need&PfbG

must directly follow theOPTGcard. The gradients are computed analytically for HF, DFT,
MP2, QCISD, or MCSCF wavefunctions; otherwise the gradients are computed by finite differ-
ences (se®PTG, NUMERICA). Davidson corrected energies or excited state energies can be
optimized using th& ARIABLE andSTATEsubdirective.

Various options, in particular convergence criteria, can be specified ddRA€command:
OPTGCkeyl=value, key2=value,......

wherekeycan be

MAXIT to set the maximum number of optimization cycles. The default is 50.

GRAD sets the required accuracy of the optimized gradient. The defauliz 3.

STEP to set the convergence threshold for the geometry optimization stegyig>
1, the threshold is set to 18*Ue The default is 3104.

ENERGY sets the required accuracy of the optimized energy. The defaull.iz §.

GAUSSIAN Use Gaussian convergency criteria.

SRMS sets (for Gaussian convergency criterion) the required accuracy of the RMS
of the optimization step. The default i0012.

GRMS sets (for Gaussian convergency criterion) the required accuracy of the RMS
of the gradient. The default is- 304

BAKER Use Baker’s convergency criteria (see J. BakeitComp. Chem.14,1085
(1993)).

NUMERICAL Force the use of numerical gradients.

The standard MLPROconvergency criterion requires the maximum component of the gradient
to be less then 3.0~ [a.u.] and the maximum energy change to be less tha0 F [H] or the
maximum component of the gradient to be less thet03* [a.u.] and the maximum component

of the step to be less then B0* [a.u.].

It is also possible to use the convergency criterion of the Gaussian program package. It is
somewhat weaker than the ddpRoO criterion and requires the maximum component of the
gradient to be less then3 10~* [a.u.] and the root mean square (RMS) of the gradient to be
less then 310~ [a.u.] as well as the maximum component of the optimization step to be less
then 00018 [a.u.] and the RMS of the optimization step to be less the®l@ [a.u.].

The defaults for the convergence parameters can also be changed by using &gldBRiSH
directive, i.e.

GTHRESHOPTSTERstep OPTGRAEgrad, ENERG¥energy
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32.2.1 Optimization coordinates COORP

It is possible to use various coordinate types and algorithms for the optimization. This can be
controlled by additional subcommands as described in this and the following subsections.

COORI[Popt_spacg[opt_coord,[displacement_typgoption

This option chooses the optimization space and the coordinate system in which the optimization
takes place.

opt_spacalefines the parameters to be optimized. By default, if the geometry input is given in
z-matrix format, all variables on which the z-matrix depends are optimized. Subsets of the vari-
ables on which the z-matrix depends can be chosen usirAGR¢VE or INACTIVE subdirec-

tives. If the z-matrix depends on no variablexge input is used, all Bl cartesian coordinates

are optimized.

opt_coorddetermines the coordinates in which the optization takes place. By default, local
normal coordinates are used. Optionally cartesian coordinates or natural internal coordinates
can be used.

displacement_typspecifies how numerical gradients and hessians are computed. This defaults
to symmetric displacement coordinates and should normally not be modified.

These defaults can be modified using @@ORMirective.

opt_spacean be one of the following:

ZMAT Optimize all variables on which the z-matrix depends (default)

3N Optimze all N cartesian coordinates. Z-Matrix input coordinates will be
destroyed on this entry.

opt_coordcan be one of the following:

NORMAL Optimization in local normal coordinates. This is default if the Model Hes-
sian is used to approximate the hessian.

NONORM Don’t use local normal coordinates.

BMAT=filenamé Use Pulay’snatural internal coordinatessee G. Fogarasi, X. Zhou, P. W.
Taylor and P. Pulay). Am. Chem. Socll14, 8191 (1992); P. Pulay, G.
Fogarasi, F. Pang, J. E. BoggsAm. Chem. Socl101, 2550 (1979)).
Optionally, the created coordinates plus additional information about this
optimization is written to the specified file. These coordinates resemble in
part the valence coordinates used by vibrational spectroscopists, and have
the advantage of decreasing coupling between different modes. This often
increases the speed of convergence. The use of this option is highly recom-
mended, especially in minimization of large organic molecules with rings.
Nevertheless you should keep in mind that these coordinates are constructed
automatically, and there exist exotic bond structures which might not be
treated properly (e.g. weakly bonded species as in transition state optimiza-
tions). In such a case, if tH@MAToptimization converges slowly or leads
to symmetry-breaking errors, you should try another optimization method
and/or cartesian or Z-Matrix coordinates.

displacement_typean be one of the following (affects only numerical gradients):
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SYM Use symmetric displacement coordinates (default). This is the only recom-
mended option.

CART Use N cartesian displacements (not recommended). This requires many
more energy calculations than necessary and does not preserve the molecular
symmetry.

UNIQUE Use symmetry-unique cartesian displacements (not recommended)

If optionis set to NOROY; the cartesian coordinates are not transformed to minimze rotations.

32.2.2 Defining active geometry parametersCTIVE)

ACTIVE,param

Declares variable nanpgaramto be active in the optimization. By default, initially all variables
on which the geometry depends are active; inclusion dh@mIVE card makes all parameters
inactive unless explicitly declared active (see dNACTIVE).

32.2.3 Defining inactive geometry parameterdiNACTIVE )

INACTIVE ,param

Declares variable nanmgaramto be inactive in the optimization. If an&CTIVE card appears
in the input, this card is ignored! (see alETIVE)

32.2.4 Selecting the optimization method]ETHOP

METHO[Rey,
keydefines the optimization method.

For minimizationthe following options are valid fokey.

RF Rational Function method (default).

AH Augmented Hessian method. This is similaRtBalgorithm but uses a more
sophisticated step restriction algorithm.

DIIS Pulay’s Geometry DIIS method. As an an additional option you may add
the number of geometries to be used in GDIIS interpolation (default 5) and
the interpolation type (i.e. the subspace in which the GDIIS interpolation is
made.

METHOD,DIIS, numbertype

typemay beGRAUDNterpolation using the gradients (default), working good
for rigid molecules,STEP interpolation using Quasi-Newton steps which
could be advantageous in dealing with very floppy molecuE¢ERinter-
polation using energies, which is an intermediate between the above two.

QSD Quadratic steepest descent method of Sun and Ruedenberg.
SRMIN Old version ofQSD

Fortransition statesearches (invoked with tHROOToption, see sectidn 32.2.B¢ycan be
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RF Rational Function method (default).
DIIS Pulay’s Geometry DIIS method (see above).
QsD Quadratic Steepest Descent Transition State search using the image hessian

method (see J. Sun and K. Ruedenbdrgzhem. Phys101, 2157 (1994))

The use of this option is recommended for transition state searches — espe-
cially in complicated cases. The optimization step is checked and the hessian
is recalculated when approaching a troublesome region of the PESthifius
method is somewhat safer (and often faster) in reaching convergence
than the RF or DIIS method. The hessian recalculation safeguard may be
turned off using thtIETHOD,QSD,NOHESSput card.

SRTRANS Old version ofQSD
Forreaction path followinghe inputkeyis

QSDPATH Quadratic Steepest Descent reaction path following. This methods deter-
mines reaction paths (intrinsic reaction coordinates, IRCs) by following the
exact steepest descent lines of subsequent quadratic approximations to the
potential energy surface. The hessian matrix is calculated numerically at the
first optimization step and subsequently updated by Powell or BFGS update.
If a given arc length of the steepest descent lines is exceeded, the hessian
is recalculated numerically (s€8PTIONsection| 32.2.77). For details see
J. Sun and K. Ruedenberyj,Chem. Phys99, 5269 (1993) It is also possible
to recalculate the hessian after eachteps using thelUMHE® command
(see sectiop 32.2.]15). If the hessian matrix is recalculated in every optimiza-
tion step NUMHES) a algorithm different to the one with updated hessians
is used, which is very accurate. Using PRINT,OPT card, this algorithm
prints in every optimization step r@action path point iwhich is different
from the point where the energy and the gradient is calculated but closer
to the real reaction path (for further details of the algorithm see J. Sun and
K. Ruedenberg). Chem. Phys99, 5257 (1993)). For further input options
of the QSD reaction path following s€PTIONsectior] 32.2.717.

SRSTEEP Old Version ofQSDPATH

In transition state searcheandreaction path followingZ-Matrix coordinates should be used.
Although it is also possible to use cartesianBMATcoordinates, the computational effort is
usually much larger, since the hessian matrix has to be calculated numerically #N\api@&si-
ble degrees of freedom.

32.2.5 Approximating hessian matrix elementsffESSIAN)

By default, the MoLPROgeometry optimization utilizes a force field approximation to the hes-
sian (“Model Hessian”, see R. Lindh, A. Bernhardsson, G. Karlstrom and P. Maln@jvesn.

Phys. Lett.241, 423 (1995).) which speeds up convergence significantly. The Model Hessian
is parameterized for the elements up to the third row and is used by default unless the molecule
contains atoms from higher rows. Alternatively, the model Hessian of Schlegel can be used.

HESSIAN,key], value, paraml, param?2

wherekeycan be

MODEL Use Lindh’s Model Hessian in optimization (default).
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MODEL,SCHLEGELUse Schlegel Model Hessian.

MODEL,VDW  Add vdW terms to Lindh’s Model Hessian.

SCHLEGEL Same adMODEL,SCHLEGHL

VDW Same aMODEL,VDW

NOMODEL Don't use Model Hessian approximation to the hessian.

For minimizations, the Model Hessian provides very good approximations the Hessian matrix,
improving convergence rapidly, so it was chosen as default. At presentitis implemented for the
first three row elements.

You may also put in individual matrix elements of the hessigalue sets starting value for
hessian matrix element between paramegbaraml, param2 If param2is omitted it defaults

to paraml(diagonal element). If the Model Hessian is disabled, the initial hessian is diagonal,
with values lhartree*bohr**(-2) for all lengths, 1 hartree*radian**(-2) for all angles. This is
usually quite reasonable except for cases such as dihedral angles. A reasonable strategy for
complicated cases is to perform an optimization with a small basis set at the SCF level with
PRINT,HESSIAN in order to obtain an approximate starting hessian. These values are set
before processing theTARTrecord (see above). This option is obsolete if the Model Hessian

is used (default unless heavy elements are present).

In transition state searches the hessian matrix is evaluated numericallM(déEESection
[32.2.1%). Alternatively, the cartesian hessian matrix evaluated in a previous frequency calcu-
lation (seeFREQUENCIESectiorn] 3B) can be used with tiSTARTcommand (see section
[32.2.16). It is also possible to use the numerical hessian or the hessian from a frequency calcu-
lation in minimizations. Note that numerical hessians cannot be computed when dummy atoms
holding basis functions are present.

32.2.6 Transition state (saddle point) optimization ROOTJ

ROOTroot

Specifies the eigenvector of the hessian to be followed.

root=1 specifies a minimization (default).
root=2 specifies a transition state (saddle point) optimization.

In the present implementation a saddle point search is possible with the rational function method
(METHOD,RI;, the geometry DIIS methodMETHOD,DIIS) and the quadratic steepest descent
method of Sun and RuedenbeMETHOD,SRTRANS

Note that convergence is usually much more difficult to achieve than for minimizations. In
particular, a good starting geometry and a good approximation to the hessian is needed. The
latter is achieved by evaluating the hessian numerically \@&|HESectior] 32.2.1|5) or using

a precomputed cartesian hessian with#&TARTcommand (see sectipn 32.2.16).

32.2.7 Saving optimization information SAVEH

SAVErecord

Specifies a record on which the geometry definitions, parameters, energies, and gradients for the
present optimization are stored. By default, this is record 700, and it is overwritten in each new
optimization. If it is intended to use&TARTdirective in a subsequent optimization, a different
number should be given (e.g. 710, 720). The geometry record is saved on all permanent files.
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32.2.8 Restarting a geometry optimization $TART)

STARTrecordfirstlast

Specifies a record from which the geometry definitions, parameters, energies, and gradients
of a previous optimization are read. This record must have been written v8#Wi card

in a previous optimization. It should not be the geometry default record 700, except if the
optimization was aborted and no other calculations have been performed since then.

The information from the previous calculation is to be used to construct an approximate hessian
for a starting guesdirst andlast specify the first and last geometry blocks, respectively, to be
used fromrecord The default is to use all blocks.

It is not necessary that the method used for the previous optimization is identical to the present
one. This can be useful if several optimizations for different methods follow each other. For
example, the hessian from an SCF optimization can be used as starting guess for a subsequent
MCSCF optimization. However, it is required in such a case thaBthéEandSTARTrecords

are different.

32.2.9 Setting a maximum step sizeSTEP)

STEPRsteplengttdrmaxdamaxdrmaxldamax1l

steplengths the initial step length in the scaled parameter space (default 0.3). In the AH-method
this is dynamically adjusted, and can have a maximum vallueax(seeTRUST).

drmaxis the initial max change of distances (in bohr, default 0.3). In the AH-method this is
dynamically adjusted up to a maximum valuedofnax1(default 0.5 bohr).

damaxis the initial max change of angles (in degree, default 2). In the AH-method this is
dynamically adjusted up to a maximum valuedaimax1(default 10 degrees).

32.2.10 Number of point used in hessian updatéeJPDATE

UPDATEype=nstep

This option chooses the update type to be used and limits the number of points used for the
hessian update tostep In minimizationstypemay be

BFGS Use BFGS update of hessian (default).

IBFGS Use BFGS update of the inverse hessian.

CGRD Use Conjugate Gradient update (see &&b[ TRUST).
NONE Don't do any update.

The default number of steps used in hessian update procedures is 5. If there are symmetry
constraint in the coordinates of the optimization, the default number may be lower than five. On
input, nstepsteps will be used for update, ignoring any symmetry constraints.

In transition state optimizatiortgpemay be

PMS Combined Powell/Murtagh-Sargent update of hessian (default).
POWELL Use Powell’'s update of the hessian.
MS Use update procedure of Murtagh and Sargent.

NONE Don'’t do any update.
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32.2.11 Redefining the trust ratio TRUST)

TRUSTratio,ahmax

ratio determines the radius around the current minimum in which points are used to update the
Hessian with the conjugate gradient method (default 0.5; sedJREATE

ahmaxis the maximum step size allowed in the Augmented Hessian procedure. This refers to
the scaled parameter space (default 0.5). The initial step sitepmxseeSTEPcard).

32.2.12 Setting a cut parameterCUT)

CUTthreshold

Specifies a threshold for orthonormalization used in conjugate gradient update of hessian (de-
fault 1.d-3; see alsdPDATE

32.2.13 Line searchingl(INESEARCH

LINESEARCHiflag,thrlmin,thrimax

Interpolate the geometry of the stationary point (minimum or saddle point) by a quartic poly-
nomial between the current and the previous geometryflaf=0 or noiflag is set, the next
optimization step will be taken from the interpolated geometry using the interpolated energy
and gradient. Ifflag=1 the energy and gradient will be recalculated at the interpolated geometry
before taking the new optimization step. Note though, that the additional effort of recalculating
the energy and gradient is usually not met by the increase of the convergence rate of the optimiz-
ation. thrimin andthrimaxare min and max thresholds for the recalculation of the energy and
the gradient in casilag=1. l.e. the recalculation just takes place if the interpolated geometry
isn’t too close to the actual geometityrimin and isn't too remote from the actual geometry
thrimax Default values ar¢hrimin=0.001 andhrlmax=0.05 in the scaled parameter space of
the optimization.

32.2.14 Numerical gradients NJUMERICAL

NUMERICAlactive =step, active=step. .. .;

With this option the gradients are computed by finite differenséey is the increment for the

active geometry parametactivg. For active parameters which are not specified, the default
values are used. By default, the increment is 0.01 bohr for bond distances and 0.5 or 1 degree
for angles less than or greater than 90 degrees, respectively. These defaults can be modified
by specifyingRSTEP=walug ASTEP=valueon the numerical card. Note that step sizes which

are too large may lead to optimization failure. For each active variable, two additional energy
calculations are necessary for each geometry optimization step — so this may be expensive!
Symmetrical displacement coordinates are normally used to minimize the number of energy
calculations. (se€OORIReyword sectiof 32.2/1).

For optimization of special energies sSéARIABLE sectior] 32.2.18.

32.2.15 Numerical HessianNUMHE}

NUMHE®step,type,icalc,thresh
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This option allows you to calculate numerical second derivatives of the energy by finite differ-
ences. If you use analytical gradients, these are differentiated once whereby it is possible to
use forward differences (needs one additional gradient calculation for each coordinate) or cen-
tral differences (more accurate, needs two additional gradient calculations for each coordinate).
For transition state optimizations it is usually sufficient to use forward differences. If you use
numerical gradients the energy is differentiated twice. In this case only central differences are
possible.mstepdefines the number of optimization steps after which the numerical hessian is
recalculated:

mstep-1 Don't calculate numerical hessian (default for minimization).

mstep0 Calculate numerical hessian only once at the start of the optimization (de-
fault for transition state searches).

msten Calculate numerical hessian after eacbptimization steps. This is useful
for difficult transition state optimizations (e.g. if the eigenvalue structure of
the hessian changes during the optimization).

typedefines the finite differences to be used:

type=0 Use forward differences (default).
type=1 Use the more accurate central differences.

icalc defines in which way the Hessian matrix shall be recalculated:

icalc=0 Static regeneration: Recalculate complete Hessian matrix numerically after
eachmstepoptimization steps (default).

icalc=1 Partial regeneration: Recalculate selected Hessian matrix elements if the rel-
ative deviation of this element before and after update (J&2ATE section
[32.2.10) is larger thathresh If threshis not specified, a default value of
thresh= 0.05 (i.e. a maximum deviation of 5%) is used.

icalc=2 Dynamic regeneration: Recalculate complete Hessian matrix if the RMS
deviation of the Hessian matrix before and after update is largetttiash
If threshis not specified a default value tifresh= 0.5 a.u. is used.

Note that the static regeneration of the complete Hessian matrix rafteapiterations is not
disabled if the partiali¢alc=1) or dynamical icalc=2) regeneration is used; i.e. if you want to
use only the partial or dynamical regeneration, you shouldhsétpto zero.

If cartesian coordinates are used, the molecular symmetry can be used to shorten the number of
gradient and/or energy calculations (€&@ORMBeyword sectiof 32.2/1).

32.2.16 Hessian starting guess from a frequency calculatiolGTART

HSTARTirec.ifil;

This option allows you to use a cartesian hessian matrix, computeBREQUENCIE®alcu-

lation (or using thepmcscf,hessian option in multi) as a starting guess to the Hessian in

a geometry-optimization. The Hessian is transformed automatically into the coordinate system
the optimization is performed in. This option might be very useful in transition state opti-
mization, i.e. by using a cheap analytical SCF Hessian as a starting guess to a higher level
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optimization (See examplecn_mp2_ts.com below). Note that dummy atoms are ignored,
and therefore the coordinates of dummy atoms should not depend on variables.

The starting hessian is read from recanet on file ifil (compare theSAVE subcommand of
FREQUENCIESsectior] 3§.). If no irec.ifil is given, the last FREQ record found on fifi&=2
will be used.

Note that theHSTARToption has higher priority than ttdUMHES®ard. If a hessian is found
using theHSTARTcommand, th&NUMHE®ommand will be ignored.

Further note that if the hessian is read from file 1, it is assumed that it has been calculated at the
current geometry and the hessian update is disabled. On the other hand, if the hessian is found
on file 2 or 3, it is assumed that it has only been computed in the first iteration, and the hessian
update is performed in subsequent iterations.

*** HCN <--> NHC Isomerization - Transition State Optimization and Frequencies
memory,1,m

11=1.18268242 ang

12=1.40745082 ang

al1=55.05153416 degree

basis=3-21G

geometry={nosymm);

C
N,1,11
H,2,12,1,a1}
int
hf I HF-SCF
frequencies,analytical I Vibrational frequencies for HF-SCF (analytical Hessian) ﬁximrgle;/t m
save,5300.2 I Save Hessian in record 5300.2 cn_mp<_1s.co
print,low I Print low vibrational frequencies
print,imag I Print imaginary vibrational frequency
mp2 I MP2
optg I Optimize Geometry
root,2 I Transition State Search
method,rf I Rational Function Optimizer
step,1.0,0.3,10 I Allow large stepsize
hstart,5300.2 I Use SCF Hessian from FREQ record 5300.2 as starting guess
frequencies ! Vibrational frequencies for MP2 (numerical Hessian)
print,low I Print low vibrational frequencies
print,imag I Print imaginary vibrational frequency

32.2.17 Reaction Path Following options

OPTIONkey=param

wherekeycan be

IDIR If starting at a transition state (or near a transition state) determine where
to take the first step. IIDIR=0 is chosen, the first step will be towards
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the transition state. This is the default.IIfIR=1 is given in the input the
first optimization step will be along the "transition vector” i.e. the hessian
eigenvector to the smallest eigenvalue which points down towards the mini-
mum. If using a largelDIR parameter, the first step will be larger; if using

a negative value, the first step will be in the opposite direction.

STPTOL If using an updated hessian matrix, this parameter determines what update
to take. If the step size between two subsequent points on which the steepest
decent lines are puzzled together is smaller tstaiol (i.e. if we are close
to a minimum) the BFGS update is used, otherwise it is Powell update. The
default value oftptolis 1.d — 6.

SLMAX This option is only valid with the old version of the reaction path following
algorithm (i.e. METHOD,SRSTEERIn this algorithmsimax determines
the frequency of the recalculation of the numerical hessian. If the total step
size of the last steps exceeslmaxthe hessian will be recalculated, other-
wise it will be updated. By defauklmaxis two times the maximum step
size of the optimization stegteplength(seeSTEP section 32.2]9). If you
are usingMETHOD,QSPthe SLMAXoption is obsolete and tlieUMHES
command (see above) should be used instead.

32.2.18 Optimizing energy variables\VARIABLE)

VARIABLE,name

Defines a variablaamewhich holds the energy value to be optimized in using finite differences.
By default, this iSENERGY(1) as set by the most recent program. Other variables which can
be used are

ENERGHY) holds last energy for state

ENERGR) holds last reference energy for state

ENERGD) holds last Davidson corrected energy for siate

ENERGR) holds last Pople corrected energy for state

ENERGC holds CCSD (QCI, BCCD) energy in CCSD(T) [QCI(T), BCCD(T)] calcu-

lations (single state optimization).
ENERGT(1) holds CCSD(T) energy in CCSD(T) calculations (single state)
ENERGT(2) holds CCSD[T] energy in CCSD(T) calculations (single state).
ENERGT(3) holds CCSD-T energy in CCSD(T) calculations (single state).

These variables are set automatically by the Cl and/or CCSD programs. Itis the user’s responsi-
bility to use the correct variable name; an error exit occurs if the specified variable has not been
defined by the last program or the user.

Note: The use of th& ARIABLE option triggersNUMERICAL so optimization can be very
inefficient!

32.2.19 Optimizing counterpose corrected energies

Geometry optimization of counterpoise corrected energies is possible by performing for the total
system as well as for each individual fragment sepdf@BCEcalculations. The gradients and
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energies are added using tABDdirective. This requires tha8dOORIENThas been specified
in the geometry input, in order to avoid errors due to unintended rotation of the system. This
default can be disabled using tNOCHECIption, seeADDabove.

The way a counterpoise corrected geometry optimization works is shown in the following exam-
ple. Note that the total counterpoise corrected energy must be optimized, not just the interaction
energy, since the interaction energy depends on the monomer geometries and has a different
minimum than the total energy. The interaction energy could be optimized, however, if the
monomer geometries were frozen. In any case, the last calculation before €Hifiust

be the calculation of the total system at the current geometry (in the example below the dimer
calculation), since otherwise the optimizer gets confused.
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*** HF dimer mp2/CP optimization
basis=avdz
maxit=20 Imax number of iterations

text,OPTIMIZED VALUES OF GEOMETRY VARIABLES

RFF= 5.31431160

R1= 1.75768738

R2 = 1.75298524

THETA1l = 7.03780227

THETA2 = 111.25930975

geometry={x;noorient Inoorient must be specified since gradients are added
fl
f2 f1 rff

hi fi nrnl f2 thetal
h2 2 r2 fl theta2 hl 180.}

do iter=1,maxit loptimization loop
text, CALCULATION AT LARGE SEPARATION

rff_save=rff Isave current rff distance
rff=1000 Icalculation at large separation

text, HF1 MONOMER

dummy,f2,h2; Isecond hf is now dummy

hf; Iscf for first monomer

mp2; Imp2 for first monomer

ehflinf=energy Isave mp2 energy in variable

forces; lcompute mp2 gradient for first monomer

text, HF2 MONOMER

dummy,f1,h1; Ifirst hf is now dummy

hf; Iscf for second monomer

mp2; Imp2 for second monomer

ehf2inf=energy Isave mp2 energy in variable

forces; lcompute mp2 gradient for second monomer
add,1 ladd from previous gradient

rff=rff_save Ireset HF - HF distance to current value

text, HF1 CP MONOMER

dummy,f2,h2; Isecond hf is now dummy

hf; Iscf for first monomer

mp2; Imp2 for first monomer

ehfl=energy Isave mp2 energy in variable

forces; lcompute mp2 gradient for first monomer
add,-1 Isubtract from previous gradient

text, HF2 CP MONOMER

dummy,f1,hil; Ifirst hf is now dummy

hf; Iscf for second monomer examples/

mp2; Imp2 for second monomer hfdimer_cpcoptl.com
ehf2=energy Isave mp2 energy in variable

forces; lcompute mp2 gradient for second monomer

add,-1 Isubtract from previous gradient

dummy Ireset dummies

text, DIMER CALCULATION

hf; Iscf for dimer
mp2; Imp2 for dimer
edimer=energy Isave mp2 energy in variable

farcec: leomniite mn? aradient for dimer
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In the next example the monomer structures are kept fixed, and the interaction energy is opti-
mized.
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*** HF dimer mp2/CP optimization with fixed monomers
basis=avdz
maxit=20 Imax number of iterations

text,OPTIMIZED VALUES OF GEOMETRY VARIABLES

RFF= 5.31431160

R1= 1.75768738

R2 = 1.75298524

THETA1l = 7.03780227

THETA2 = 111.25930975

geometry={x;noorient Inoorient must be specified since gradients are added
fl
f2 f1 rff

hl f1 1.75768738 2 thetal
h2 f2 1.75298524 f1 theta2 hl 180}
text, CALCULATION AT LARGE SEPARATION

rff_save=rff Isave current rff distance
rff=1000 Idimer calculation at large separation

text, HF1 MONOMER

dummy,f2,h2; Isecond hf is now dummy
hf; Iscf for first monomer
mp2; Imp2 for first monomer
ehflinf=energy Isave mp2 energy in variable

text, HF2 MONOMER

dummy,fl,hl; Ifirst hf is now dummy

hf; Iscf for second monomer

mp2; Imp2 for second monomer
ehf2inf=energy Isave mp2 energy in variable
rff=rff_save Ireset HF - HF distance to initial value
do iter=1,maxit loptimization loop

text, HF1 CP MONOMER

dummy,f2,h2; Isecond hf is now dummy

hf; Iscf for first monomer

mp2; Imp2 for first monomer examples/
ehfl=energy Isave mp2 energy in variable hfdimer_cpcopt2.com
forces; lcompute mp2 gradient for first monomer

scale,-1 Imultiply gradient by -1

text, HF2 CP  MONOMER

dummy,fl,hl; Ifirst hf is now dummy

hf; Iscf for second monomer

mp2; Imp2 for second monomer

ehf2=energy Isave mp2 energy in variable

forces; lcompute mp2 gradient for second monomer
add,-1 Isubtract from previous gradient

dummy Ireset dummies

text, DIMER CALCULATION

hf; Iscf for dimer

mp2; Imp2 for dimer

edimer=energy Isave mp2 energy in variable
forces; lcompute mp2 gradient for dimer

add,1 ladd to previous gradient
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32.2.20 Printing options PRINT)

PRINT,code=level,..;

Enables printing options. Usually level should be omitted or O; valudewa > O produce
output useful only for debuggingodecan be

HESSIAN prints the updated hessian matrix. Note that its diagonal elements are printed
anyway.
HISTORY prints the complete set of previous geometries, gradients and energies.

GRADIENT prints extended gradient information

OPT prints detailed information about the optimization process (mainly for de-
bugging).

Several print options can be specified with ®?"RINT command.

32.2.21 Conical Intersection optimization CONICAL

To optimize a Conical Intersection (Cl) between two electronic states having the same spin,
three vectors must be evaluated at SA-CPMCSCEF level:

1) Non-Adiabatic Derivative Coupling (DC).

2) Gradient of the lower state (LSG).

3) Gradient of the upper state (USG).

NOTE: Previous versions required an explicit Gradient Difference calculation which is now
replaced (point 2) by a second gradient calculation.

This can be done by adding three different CPMCSCF cards in the MULTI input
CPMCSCF, NACM, Sj, ACCW1.0d-7 record =recordl.file

CPMCSCF, GRALE, SPIN=Spin of state SACCW1.0d-7, record =record2.file

CPMCSCF, GRAL%;, SPIN=Spin of state 5 ACCF1.0d-7, record =record3.file

where§,S; are the electronic states in the usual foristdte.istsynandrecord[n].file specifies
the name and the file number where CPMCSCEF infos should be stored. Par&fidtas half
of the value in theNFcard used to define the electronic state.

One must remember to:

i) specify always three differemécord.filein the CPMCSCF cards.

i) evaluate the CPMCSCF for USG always as last.

iii) skip the DC evaluation if the Cl involves states with different spin (eg
a Singlet/Triplet crossing) because the vector would be identically zero.

Three sets of FORCE cards (only two for Singlet/Triplet CI) follow the MULTI input. They will
be like:

FORCE
SAMC record[n].file
CONICAL,record4.filg, NODC]
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whererecord.fileis one of the records containing CPMCSCEF info (again, FORCE card that
evaluates the USG must be the last one) edrd4.filepoints to a free record used for internal
storage by the CONICAL code.

record4.filemust be the same in all the CONICAL cards.
WARNING: The present implementation works properly onlfilé=1 in the CONICAL cards.

The optional keyword NODC is used in case of different spins (eg S/T crossing) when DC is
not evaluated and therefore not used.

The actual optimization is performed by repeatedly calling OPT inside a DO-LOOP cycle until
the variable OPTCONYV is below a predefined threshold. The example below optimizes the ClI
DO/D1 inLiH, (ground and excited states are both Doublets).
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** H2o0 CI
memory,3,M
basis=sto-3g
geometry={nosym
Li;h1,Li,r;h2,Li,r,h1,theta}
r=3.31510281
theta=30.57744006

maxstep=20

do i=1,maxstep

If(l.,eq.1) then

int,cart

pri,2

hf

wf,4,1,0

else

int,cart

end if

multi

occ,7

core,0,,

closed,0

wf,5,1,1

state,2
CPMCSCF,NACM,1.1,2.1,accu=1.0d-7,record=5100.1
CPMCSCF,GRAD,1.1,spin=0.5,accu=1.0d-7,record=5101.1
CPMCSCF,GRAD,2.1,spin=0.5,accu=1.0d-7,record=5102.1
orbprint,5

NATORB,6666,ci,,,0

Force
SAMC,5100.1
CONICAL,6100.1

Force
SAMC,5101.1
CONICAL,6100.1

Force
SAMC,5102.1
CONICAL,6100.1

opt
STEP,0.15,0.2,2
COORD,bmat
UPDATE,bfgs=5

if(optconv.It.1.d-4) exit

enddo

245
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This second example optimizes the Cl SO/TQiH,(+) (ground state is Singlet, excited state

is Triplet).
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** H2o0 CI
memory,3,M
basis=sto-3g
geometry={nosym
Li;h1,Li,r;h2,Li,r,h1,theta}
r=3.31510281
theta=30.57744006

maxstep=40

do i=1,maxstep
If(l.,eq.1) then
int,cart

pri,2

hf

wf,4,1,0

else

int,cart

end if

multi

occ,7

core,0,,

closed,0

wf,4,1,0

state,1

wf,4,1,2

state,1
CPMCSCF,GRAD,1.1,spin=0,accu=1.0d-7,record=5101.1
CPMCSCF,GRAD,1.1,spin=1,accu=1.0d-7,record=5100.1
orbprint,5
NATORB,6666,ci,,,0

Force

SAMC,5101.1
CONICAL,6100.1,NODC
Force

SAMC,5100.1
CONICAL,6100.1,NODC

opt,gradient=1.d-5,step=1.d-4
ISTEP,0.15,0.2,2
COORD,bmat
UPDATE,bfgs=5
if(optconv.It.1.d-4) exit

enddo

32.3 Examples

32.3.1 Allene Z-matrix

246

examples/
lih2+_ SO0TO.com
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***  Allene geometry optimization using Z-Matrix

memory,1,m
basis=sto-3g

rcc=1.32 ang
rch=1.08 ang
acc=120 degree
Geometry={C1

C2,cl,rcc
Q1l,cl,rcc,c2,45

1Z-matrix input

C3,c2,rcc,c1,180,91,0
hl,cl,rch,c2,acc,ql,0
h2,c1,rch,c2,acc,h1,180
h3,c3,rch,c2,acc,h1,90
h4,c3,rch,c2,acc,h2,90}

ldefault optimization using model hessian

hf
optg
Results:

ITER. ENERGY(OLD) ENERGY(NEW)
1 -114.41781970 -114.42128294
2 -114.42128294 -114.42170099
3 -114.42170099 -114.42171728
4 -114.42171728 -114.42171910
5 -114.42171910 -114.42171910

DE

32.3.2 Allene in natural internal coordinates

***  Allene geometry optimization using natural internal coordinates

memory,1,m
basis=sto-3g

rcc=1.32 ang
rch=1.08 ang
acc=120 degree
Geometry={nosym;

hf;
optg
coord,bmat

Results:

C1;
C2,cl,rcc
Q1,cl,rcc,c2,45

C3,c2,rcc,c1,180,91,0
hl,cl,rch,c2,acc,q1,0
h2,c1,rch,c2,acc,h1,180
h3,c3,rch,c2,acc,h1,90
h4,c3,rch,c2,acc,h2,90}

Idefault optimization using model hessian

1Z-matrix input

luse natural internal coordinates

GRADMAX

-0.00346324 0.10090139
-0.00041806 0.02723890
-0.00001629 0.00670578
-0.00000182 0.00220625
0.00000000 0.00000895

ITER. ENERGY(OLD) ENERGY(NEW) DE GRADMAX
1 -114.41781970 -114.42134430 -0.00352460 0.06107869
2 -114.42134430 -114.42168324 -0.00033894 0.00464120
3 -114.42168324 -114.42171906 -0.00003582 0.00181807
4 -114.42171906 -114.42171910 -0.00000004 0.00020759
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examples/
allene_optscf.com

examples/
allene_opt_bmat.com
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32.3.3 Allene MP2 optimization

***  Allene geometry optimization using Z-Matrix

memory,2,m
basis=vdz

rcc=1.32 ang
rch=1.08 ang
acc=120 degree
Geometry={C1

C2,cl,rcc
Q1l,cl,rcc,c2,45

C3,c2,rcc,c1,180,91,0
hl,cl,rch,c2,acc,ql,0
h2,c1,rch,c2,acc,h1,180
h3,c3,rch,c2,acc,h1,90
h4,c3,rch,c2,acc,h2,90}

1Z-matrix input

optmp2 luse default procedure optmp2

32.3.4 Caffeine XYZ

***  CAFFEINE cartesian coordinates (XYZ format)

memory,1,m
basis=sto-3g
geomtyp=xyz

geometry={nosym

24

T IIIIIIIIIIOOO00OOZO00Z2ZZZ00

hf

optg
coord,bmat
method,diis

CAFFEINE CARTESIAN COORDINATES

0.8423320060
-0.2841017540
2.0294818880
0.0774743850
-1.6472646000
1.4531962870
0.6373131870
-1.7812691930
-0.6771444680
1.6106752160
-2.9202890400
-0.9202462430
-2.8623938560
3.4552156930
2.0878150460
-1.4989252090
-1.4989252090
0.0071905670
-3.4903070930
-3.4903070930
-2.6289534570
4.1360211370
3.6817059520
3.6817059520

-0.3654865620
-1.1961236000
-1.1042264700
-2.5357317920
-0.6177952290
-2.3678913120
1.1735112670
0.7688916330
1.6306355000
1.9349693060
1.2510058880
3.1094501020
-1.4824503660
-0.6811094280
-3.2451913360
3.4222116470
3.4222116470
3.7148499490
-1.2888938190
-1.2888938190
-2.5638654230
-1.5529079440
-0.0685850980
-0.0685850980

0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
0.0000000000
-0.8897886280
0.8897886280
0.0000000000
-0.8907763360
0.8907763360
0.0000000000
0.0000000000
0.8931597470
-0.8931597470

IOptimization in natural internal coordinates

IOptimization method: Geometry DIIS
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examples/
allene_optmp2.com

examples/
caffeine_opt_diis.com
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Results:
ITER. ENERGY(OLD) ENERGY(NEW) DE
1 -667.68596573 -667.72289939 -0.03693366
2 -667.72289939 -667.73501326 -0.01211387
3 -667.73501326 -667.73561597 -0.00060271
4 -667.73561597 -667.73564985 -0.00003388
5 -667.73564985 -667.73565369 -0.00000384
6 -667.73565369 -667.73565399 -0.00000029

GRADMAX
0.08872281
0.04342539
0.01213581
0.00342477
0.00098604
0.00029103

32.3.5 Transition State of Bicyclo[1.1.0]butane ring opening

*** Bicyclo-[1.1.0]-butane Transition State
memory,1,m

basis=3-2

L1=1.495
L2=1.418
L3=1.463
L4=1.093
L5=1.111
L6=1.098
L7=1.097
L8=1.110
L9=1.106
A1=92.1

A2=62.1

A3=136.0
A4=123.5
A5=122.4
A6=124.7
A7=126.7
A8=117.9

1G

ang
ang
ang
ang
ang
ang
ang
ang
ang
degree
degree
degree
degree
degree
degree
degree
degree

D1=-120.4 degree

D2=4.4
D3=108.8

degree
degree

D4=-107.5 degree

D5=84.2
D6=109.3

degree
degree

D7=-106.1 degree

geometry={C1

I Define Active Variables

I Geometry Specification Z-Matrix

I Transition State search
I Use Quadratic Steepest Descent Method

cC2 1111
C3 2121A1
C4 1132 A2 3 D1
H5 1 L4 2 A3 3 D2
H6 2 L5 1 A4 4 D3
H7 3 L6 2 A5 1 D4
H8 3 L7 2 A6 1 D5
H9 4 L8 1 A7 2 D6
H10 4 L9 1 A8 2 D7}

int

rhf

optg

root,2

method,qsd

Results:

ITER. ENERGY(OLD) ENERGY(NEW)

DE

GRADMAX

249

examples/
butane_opt_transition.
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1 -153.88760305 -153.90344614 -0.01584309 0.05684518
2 -153.90344614 -153.90480163 -0.00135549 0.01484734
3 -153.90480163 -153.90492606 -0.00012443 0.00659821
4 -153.90492606 -153.90492110 0.00000497 0.00428601
5 -153.90492110 -153.90493986 -0.00001876 0.00329871
6 -153.90493986 -153.90494020 -0.00000034 0.00030504
7 -153.90494020 -153.90494021 -0.00000001 0.00015487
32.3.6 Reaction path of the HCN — HNC isomerization
*** HCN <---> NHC Isomerization Reaction Path
memory,1,m
basis=3-21G
11=1.18282 ang | Starting geometry is transition state
12=1.40745 ang
al=55.05 degree
geometry={x; I Cs Symmetry
C
N,1,11 examples/
H,2,12,1,a1} hcn_isomerization.com
int
rhf
optg I Enter geometry optimization
method,qgsdpath I Reaction path following
option,idir=1 ! First step is along the transition vector

print,history I Print optimization history

Results: The minimum reached is the HCN molecule

OPTIMIZATION HISTORY:

ENERGIES -92.246043 -92.246064 -92.247536 -92.249729 -92.254961 -92.260937 -92.269447
-92.276316 -92.284467 -92.293352 -92.302671 -92.314152 -92.322784 -92.337223
-92.343620 -92.349792 -92.353062 -92.354060 -92.354083 -92.354084

Positions

1 2 3 4 5
L1 1.1828200 1.1818752 1.1760568 1.1711937 1.1636706
L2 1.4074500 1.4155787 1.4753427 1.5158853 1.5757858
Al 55.0500000 54.4419262 50.1407672 47.8796949 43.9463232

6 7 8 9 10
L1 1.1560908 1.1498119 1.1391517 1.1385201 1.1324402
L2 1.6297641 1.6853237 1.7427947 1.7751395 1.8259215
Al 41.5474485 36.9015764 36.6753140 32.4681651 30.1961654

11 12 13 14 15
L1 1.1293530 1.1232020 1.1236534 1.1164836 1.1212118
L2 1.8727459 1.9341224 1.9767135 2.0569670 2.0879631
Al 26.8338853 23.3625506 19.9713780 14.2222411 10.5176033

16 17 18 19 20
L1 1.1227807 1.1279904 1.1355902 1.1374274 1.1371834
L2 2.1282973 2.1591890 2.1884619 2.1868721 2.1873023
Al 6.3306094 2.8192878 -0.4100429 0.0400977 -0.0160280

Reaction path following using option,idir=-1 (First step in the opposite direction)

Results: The minimum reached is the HNC molecule
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OPTIMIZATION HISTORY:

251

ENERGIES -92.246043 -92.246064 -92.247544 -92.249550 -92.252805 -92.257800 -92.264640
-92.273233 -92.282800 -92.293268 -92.303710 -92.311460 -92.319520 -92.327790
-92.331223 -92.334149 -92.336380 -92.337934 -92.339027 -92.339543 -92.339713
-92.339713

Positions

1 2 3 4 5
L1 1.1828200 1.1834846 1.1893895 1.1920069 1.1947440
L2 1.4074500 1.3993195 1.3377010 1.3025012 1.2644292
Al 55.0500000 55.6613279 60.2156762 63.4020361 67.3580592
6 7 8 9 10
L1 1.1976978 1.2003447 1.2020825 1.2019915 1.1983793
L2 1.2228083 1.1809654 1.1408173 1.1047430 1.0727752
Al 72.3210587 78.2505762 85.1291242 92.6038298 101.1239958
11 12 13 14 15
L1 1.1936923 1.1870887 1.1795205 1.1706286 1.1673774
L2 1.0422291 1.0249059 1.0084811 0.9953467 0.9917554
Al 110.3660334 118.2669557 127.8629833 140.1807944 146.5637757
16 17 18 19 20
L1 1.1645479 1.1623854 1.1611436 1.1599052 1.1595435
L2 0.9885425 0.9862022 0.9847864 0.9834921 0.9830566
Al 153.0819778 159.2729194 164.9184482 170.6662651 175.3627943
21 22
L1 1.1594176 1.1596834
L2 0.9828926 0.9831460

Al 179.8343282 179.9969372
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33 VIBRATIONAL FREQUENCIES ( FREQUENCIEP

FREQUENCIE3nethodSYMMflag, STARErec.ifi,LDUMBdumprec.ifi

Calculate harmonic vibrational frequencies and normal modes. To get reasonable results it is
necessary to do a geometry optimization before using the frequency calculation. This option
uses a hessian matrix calculated numerically frdWcartesian coordinates. Z-Matrix coordi-
nates will be destroyed on this entry. The hessian is calculated analytically or numerically by
finite differences from the input coordinates. In numerical differentiation, if analytic gradients
are available, these are differentiated once to build the hessian, otherwise the energy is differ-
entiated twice. Using numerical differentiation the dipole derivatives and the IR intensities are
also calculated. Note that numerical hessians cannot be computed when dummy atoms holding
basis functions are present.

The accuracy of the hessian is determineargthod which can be one of the following :

ANALYTICAL  use analytical second derivatives of the energy. At present, analytical sec-
ond derivatives are only possible for closed shell Hartree-Fock (HF) and
MCSCF wavefunctions without symmetry. It is not yet possible to calculate
IR-intensities analytically. Note that, due to technical reasons, the analytical
MCSCF second derivatives have to be computed in the MCSCF-program us-
ing e.g. multi; cpmcscf,hess (seeMULT]I) before they can be used
in FREQUENCIESIf analytical MCSCF second derivatives are available,
FREQUENCIESvill use them by default.

CENTRAL use central differences/high quality force constants (default).
NUMERICAL differentiate the energy twice, using central differences.
FORWARD use forward differences/low quality force constants.

During the numerical calculation of the hessian, the symmetry of the molecule may be low-
ered. GivingSYMMAUTCthe program uses the maximum possible symmetry of the molecular
wavefunction in each energy/gradient calculation, and this option therefore minimizes the com-
putational effort. WithSYMMNONo symmetry is used during the frequency calculation (de-
fault). For single reference calculations like HF, MP2, CCSD, RCCSIAtW&Ooption can be
safely used and is recommended. However, it should be note8 YMaM=AUTEannot be used

for MRCI calculations, since the MRCI energy is slighly different with and without symmetry
(this is due to first-order interacting space restrictions and can be avoidedREkgards

see secioh 18, 3). Furthermore, certain input, which depends on orbital occupations or symme-
try labels, cannot be used in frequency calculations with symmetry: for instance, the use of
RESTRICT, SELECT, REF, PROJECTLOCAL state-averaged MCSCF will lead on an error
unless the calculation is performed@a symmetry NOSYNMbption in the geometry input).

If the energy second derivatives of a given wavefunction have been calculated numerically or
analytically in a previousREQUENCIESun, the frequency calculation can be restarted from

a given frequencies-recongc on fileifil using the commandBREQUENCIESTARFirec.ifil;

If no irec.ifil is given, information is recovered from the lat¢ésREQUENCIES:alculation.

By default frequency information is saved in record 5300 on file 2. After completion of the
frequency calculation, the normal modes and frequencies are dumped to record 5400 on file 2.
This default record can be changed using BR¢MPoption. The normal modes stored in this
record can be visualized usiOLDENseePUTcommand, sectidn 9.4). By default, imaginary

and low frequency modes are not stored. By specifiphtMPAL Lrather tharDUMRall modes

are written out.

By default, all computed frequencies (including low and imaginary ones) are printed. The fol-
lowing options can be used to modify the print level



33 VIBRATIONAL FREQUENCIES (FREQUENCIE$ 253

PRINT,HESSIAN print the force constant matrix (hessian) i.e. the second derivative matrix
of the energy and the mass weighted hessian matrix.

PRINT,LOW print low vibrational frequencies (i.e. the 5 or 6 frequencies belonging to ro-
tations and translations) and their normal modes (defB&RINT,LOW=-1
suppresses the print).

PRINT,IMAG print imaginary vibrational frequencies and their normal modes (default;
PRINT,IMAG=-1 suppresses the print). Imaginary frequencies appear at
transition states. The normal mode of an imaginary frequency represents the
transition vector of that state.

The threshold for low vibrations (default 150 cican be changed using
THRESH, LOWvalue
where value is the threshold in crh

Other subcommands 6.REQUENCIESre:

STEPrstep determines the step size of the numerical differentiation of the energy. De-
fault step sizestep=0.001 [bohr].

NOPROJECT don't project translations and rotations out of the hessian.

SAVEirec.ifil Save information of numerical frequency calculation to redmd By de-
fault frequencies are saved on record 5300.2.

STARTirec.ifil Restart numerical frequency calculation from recioed on fileifil (usually
the .wfuile 2).

VARIABLE,variable Name of a variable for which the hessian is computed

COORD=UNIQURJse symmetry-unique displacements in the numerical calculation of the hes-
sian (default).

COORD=3N Don’t use symmetry-unique displacements (not recommended). using finite
differences.

33.1 Numerical hessian using energy variable/ARIABLE)

VARIABLE,name

Defines a variablmamewhich holds the energy value to be used for computing the hessian
using finite differences. By default, this ENERGY(1) as set by the most recent program.

For other other variables which can be used see sdction 32.2.18. Note that numerical hessians
cannot be computed when dummy atoms holding basis functions are present.

33.2 Thermodynamical properties THERMD

It is also possible to calculate the thermodynamical properties of the molecule. StceRd
can only handle Abelian point groups it is necessary to give the point group of the molecule in
the input file:

THERMO,SY Fpointgroup

pointgrouphas to be the Schoenflies Symbol (eG8v for ammonia; linear molecules have to
be C*v or D*h respectively). If no point group card is given, rotational degeneracy will be set
to 1, eventually causing deviations in the rotational entropy. If no other input card is given the
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zero-point vibrational energy and the enthakpit) — H(0) [kJd/mol], heat capacit®, [J/mol
K] and entropyS[J/mol K] are calculated for standard Temperature and Pressute208 150
[K], p=1[atm]).

Subcommands oFHERMG@re

PRINT, THERMO additional information (such as atomic masses, partition functions and ther-
modynamical function in calories) is printed to the output.

SCALEfactor in calculating the thermodynamical properties use vibrational frequencies
scaled withfactor, in order to take account of systematic errors of the wave-
function (e.g. using SCF wavefunctiofector=0.89 is reasonable).

TEMRtmintmaxtstep calculate the thermodynamical properties at different temperatures, start-
ing with tmin [K] up to tmax[K] in steps oftstep[K].

PRESSURPp calculate the thermodynamical properties at a given pressuyrgatrin].

The FREQUENCIE$rogram sets the variabipecontaining the zero-point-energy of the har-
monic vibrations in atomic units. If thEHERMQ@ption is used, the variablégotal andgtotal,
containing the enthalpy and the free enthalpy of the system in atomic units, are also set.

33.3 Examples
*** formaldehyde fregency calculation
memory,8,m

basis=vdz
gthresh,energy=1.d-8

geomtyp=xyz
geometry={nosym;

4

FORMALDEHYDE

C 0.0000000000 0.0000000000 -0.5265526741

0] 0.0000000000 0.0000000000 0.6555124750

H 0.0000000000 -0.9325664988 -1.1133424527

H 0.0000000000 0.9325664988 -1.1133424527

} examples/
form_freq.com

hf;accu,14

optg;coord,3n;

frequencies,analytic
thermo,sym=c2v
print,thermo

mp2
optg;coord,3n
frequencies
thermo,sym=c2v
print,thermo
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***  Phosphorous-pentafluoride Vibrational Frequencies

memory,1,m
basis=3-21G
geomtyp=xyz I use cartesian coordinates xmol style
geometry={nosym; I geometry input; don’t use symmetry
6

PF5

P 0.00000 0.00000 0.00000

F 0.00000 1.11100 -1.12400

F 0.00000 -1.52800 -0.40100

F 0.00000 0.41700 1.52500

F -1.60400 0.00000 0.00000

F 1.60400 0.00000 0.00000}
rhf
optg I optimize geometry
frequencies ! calculate vibrational frequencies
print,low I print frequencies+tmodes of zero frequencies
thermo,sym=d3h ! calculate thermodynamical properties

temp,200,400,50 I temperature range 200 - 400 [K]

255

examples/
pf5_freq.com
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34 ORBITAL MERGING

Orbitals can be manipulated using &R GHacility. For instance, this allows the construction

of molecular orbitals from atomic orbitals, to merge and orthogonalize different orbital sets,
or to perform 2x 2 rotations between individual orbitals. Other orbital manipulations can be
performed using theOCALI program (see secti¢n [L6) or tMATRORrogram (sectiop 35).

The merge program is called using
MERGIEnamout.filg

All subcommands described in the following sections may be abbreviated by three characters.
namout.filespecifies the output data set (see &#&¥/Ecommand). Ifhamout.filds omitted and

no SAVEcard is present, the new orbitals are not saved. All output orbitals must be supplied via
ORBITAL andADD MOVEEXTRA or PROJECTdirectives before they can be saved.

34.1 Defining the input orbitals (ORBITAL)

ORBITAL,namin.filespecifications

Reads an input orbital set from a dump recogpecificationscan be used to select specific
orbital sets, as described in section 2.16. Subsets of these orbitals can be added to the output set
by theADQ) MOVEor EXTRAcommands.

34.2 Moving orbitals to the output set MOV

MOVEorbl.syml,orb2.sym2,orb3.syma3,ioff,fac,istart,iend

Moves orbitalsorbl.symito orb2.symZrom the input set to the first vector of symmetyma3

in the output set which is undefined so far. The findi3-1vectors in the output set are skipped
regardless of whether they have been defined before or reym2> sym1 sym3will run from
symlto sym2and the input fosym3has no effect. lorbl.symlis negative, absfbl) is the
maximum number of orbitals to be moved, starting with orbltalym] up toorb2.symz2 If
orb2.sym2s negative, abs{b2) is the maximum number of vectors to be moved, starting at
orbl.isymlup to the last orbital in symmetigym2

Orbitals from the input set which have already been moved or added to the output set are gen-
erally skipped. Iforbl andorb2 are zero, the whole input set is moved to the output set. In
this case the input and output dimensions must be identicatblfis nonzero bubrb2is zero,

orb2is set to the last orbital in symmetsym2 If sym2=Q sym2is set tosym1 ioff is an offset

in the output vector, relative to the global offset set®iyFSETdirective. fac has no effect for

move. The elementstart to iend of the input vector are moved. i$tart=0 andiend=0, the

whole input vector is moved.

The usage of thlOVHlirective is most easily understood by looking at the examples given
below. See alséDDandEXTRAcommands.

34.3 Adding orbitals to the output set ADD

ADDorb1l.sym1,orb2.sym2,orb3.symg3,ioff,fac,istart,iend

This adds orbital®rbl.symito orb2.sym2to the output vectors, starting atb3.sym3 The
input vectors are scaled by the facfac. If fac=0, fac is set to 1.0. For other details see
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MOVEcommand. Note, however, that the output vectors which have already been defined are
not skipped as foMOVE

See alstMOVEndEXTRAcommands.

34.4 Defining extra symmetriesEXTRA

EXTRAexsym,orbl.syml,orb2.sym2,orb3.sym3,ioff,fac,istart,iend

Works exactly asMOVE but only input vectors with extra symmetexsymare considered.
If orbl.symlandorb2.sym2are zero, all input vectors are moved to the output set ordered
according to increasing extra symmetries.

Examples:

EXTRA,1,-4.1  will move the next 4 orbitals in symmetry 1 which have extra symmetry 1.
Orbitals which have been moved before are skipped.

EXTRA,2,1.1 will move all orbitals of symmetry 1 which have extra symmetry 2. Orbitals
which have been moved before are skipped.

EXTRA will move all orbitals (all symmetries) and order them according to extra
symmetries.

EXTRA,3,1.1,0.8 Will move all orbitals which have extra symmetry 3 in all symmetries.
Orbitals which have been moved before are skipped.

See als;ADDandMOVEommands.

34.5 Defining offsets in the output setQFFSET)

OFFSETiofq,iofy,...,iofg;

Sets offsets in the output vector for symmetries 1 to 8. In subsefl@ntor ADDcommands,

the input vectors are moved to the locatiaofst 1 in the output vectors. The offset for individual
ADDor MOVEommands can be maodified by the paramgtiron these cards. This card should
immediately follow the orbital directive to which it applies. Generally, this card is only needed
if the dimensions of input and output vectors are not identical.

If the dimensions of the input orbital sets are smaller than the current basis dimension, the
offsets are determined automatically in the following way: each time an orbital set is read in,
the previous input orbital dimensions are added to the offsets. Hence, this works correctly if the
orbital sets are given in the correct order and if the individual dimensions add up to the current
total dimension. If this is not the case, the offsets should be specifiedOfRBSETcard which

must follow the orbital directive.

34.6 Projecting orbitals PROJEC)

PROJECThamin.file

This command will read vectors from recandmin.file These vectors must have the same di-
mension as those of the current calculation. All orbitals defined so far BYRB®TAL, MOVE
andADDdirectives are projected out of the input set. The projected orbitals are then orthonor-
malized and moved to the undefined output vectors. This should always yield a complete set of
vectors.
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34.7 Symmetric orthonormalization (ORTH

ORTHNy, Ny, ..., Ng

Symmetrically orthonormalizes the finst vectors in each symmetiy These vectors must be
supplied before bPRBITAL andMOVEbr ADDdirectives.

34.8 Schmidt orthonormalization (SCHMIDT)

SCHMIDTny,ny,...,Ng

Schmidt orthonormalizes the fingtvectors in each symmetiy These vectors must be supplied
before byORBITAL andMOVEbr ADDdirectives.

34.9 Rotating orbitals ROTATE

ROTATEorbl.sym,iorb2,angle

Will perform 2 x 2 rotation of orbitalsorbl andiorb2 in symmetrysymby the specifiedngle
(in degree).angle=0means to swap the orbitals (equivalentttgle=90 These vectors must
be supplied before b RBITAL andMOVEr ADDdirectives.

34.10 Initialization of a new output set (NIT )

INIT ,namout.file

Will initialize a new output set. All previous vectors in the output set are lost unless they have
been saved by SAVEdirective!

34.11 Saving the merged orbitals

SAVEnamout.file

Saves the current output set to recormout.file The current output set must be complete
and will be Schmidt orthonormalized before it is saved. If 8#&VEdirective is not supplied,

the output vectors will be saved after all valid commands have been processed to the record
specified on thiMERGEEard.

34.12 Printing options PRINT)

PRINT iprint,ideb

Specifies print options.

iprint =0 no print

iprint > 1. orthonormalized orbitals specified @RTHcard are printed.
iprint > 2: orbitals are also printed before this orthonormalization.
iprint > 3: all final vectors are printed.

ideb# 0: the overlap matrices are printed at various stages.
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34.13 Examples

34.13.1 HF
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This example merges the orbitals of Bind F

** example for merge
print,orbitals,basis
rh2=1.4

rhf=300.

basis=vdz
geometry={x,y;F}

text,F

rhf;wf,9,1,1;0cc,3,1,1;orbital,2130.2

text,H2

geometry={x,y;
H1,
H2,H1,rh2}

hf;orbital,2100.2;

multi;occ,2;orbital,2101.2;

text,FH2
geometry{F;
H1,F,rhf
H2,H1,rh2,F,180}
merge

orbital,2130.2
move,1.1,2.1,1.1
move,3.1,0.4,4.1;
orbital,2100.2
move,1.1,0.4
save,2131.2

rhf;occ,4,1,1;start,2131.2
orbital,2132.2

merge
orbital,2130.2
move,1.1,2.1,1.1
move,3.1,3.1,4.1;
move,4.1,0.4,6.1
orbital,2101.2
move,1.1,0.4
save,2141.2

multi;occ,5,1,1;start,2141.2;

34.13.2 NO

luse C2v symmetry

Irhf for f-atom

luse C2v symmetry

Iscf for h2
Imcscf for h2

llinear geometry for F+H2

examples/
h2f_merge.com
Irhf orbitals for F-atom
Imove orbitals 1.1, 2.1
Imove all remaining, starting at 4.1
Ihf orbitals for H2
Imove these to free positions
Isave merged orbitals

Irhf for F+H2

Irhf orbitals for F-atom
Imove orbitals 1.1, 2.1
Imove orbital 3.1 to 4.1
Imove all remaining, starting at 6.1
Imcscf orbitals for H2
Imove these to free positions
Isave merged orbitals

Icasscf for F+H2 using valence space

This example merges the SCF orbitals of N and O to get a full valence space for NO. In the
simplest case the atomic calculations are performed in the individual separate basis sets, but
using the same symmetry £ as the molecular calculation.
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*** NO merge
r=2.1

geometry={x,y;n}

rhf;occ,3,1,1;
wf,7,4,3;
orbital,2110.2

geometry={x,y;o}

rhf;occ,3,1,1;
wf,8,4,2
orbital,2120.2

geometry={n;o,n,r}

MERGE
ORBITAL,2110.2
MOVE,1.1,1.1
MOVE,2.1,2.1,3.1
MOVE,3.1,3.1,5.1
MOVE,1.2,1.2
MOVE,1.3,1.3
MOVE,4.1,,7.1
MOVE,2.2,,3.2
MOVE,2.3,,3.3
MOVE,1.4
ORBITAL,2120.2
MOVE,1.1,0.4
ROT,3.1,4.1,45;

ROT,5.1,6.1,-45;

PRINT,1
ORTH,6,2,2

save,2150.2

multi;occ,6,2,2
wf,15,2,1
wf,15,3,1
start,2150.2

IN-atom, c2v symmetry

Irhf nitrogen
14S state
Isave orbitals to record 2110 on file 2

Irhf for oxygen
13P state
Isave orbitals to record 2120 on file 2

I NO molecule, c2v symmetry

I read orbitals of N atom
I move 1s orbital to output vector 1.1
! move 2s orbital to output vector 3.1
I move 2pz orbital to output vector 5.1
I move 2px orbital to output vector 1.2
I move 2py orbital to output vector 1.3
I move virtual orbitals of symmetry 1
I move virtual orbitals of symmetry 2
I move virtual orbitals of symmetry 2
I move virtual orbitals of symmetry 2
I read orbitals of O atom
I move all oxygen orbitals into place

! rotate 2s orbitals to make bonding and antibonding

I linear combinations

! rotate 2pz orbitals to make bonding and antibonding

I linear combinations
! set print option

I symmetrically orthonormalize the valence orbitals

I the resulting orbitals are printed

! save merged orbitals to record 2150.2

I perform full valence casscf for NO
I 2Pix state
I 2Piy state
! start with merged orbitals
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examples/
no_mergel.com

One can also do the atomic calculations in the total basis set, using dummy cards. In this case
the procedure is more complicated, since the union of the two orbital spaces is over-complete.
The calculation can be done as follows:

a) SCF for the total molecule, orbitals saved to 2100.2

b) SCF for the N atom with dummy basis on the O atom, orbitals saved on 2110.2

c¢) SCF for the O atom with dummy basis on the N atom, orbitals saved on 2120.2

d) Merge the atomic SCF orbitals. Finally, obtain the virtual orbitals by projecting the merge
orbitals out of the SCF orbitals for NO.
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*** NO merge

geometry={n;o,n,r}

r=2.1

rhf;occ,5,2,1
wf,15,2,1
orbital,2100.2

dummy,o
rhf;occ,3,1,1;
wf,7,4,3;
orbital,2110.2

dummy,n
rhf;occ,3,1,1;
wf,8,4,2
orbital,2120.2

MERGE

ORBITAL,2110.2
MOVE,1.1,1.1
MOVE,2.1,3.1,3.1

MOVE,1.2,1.2
MOVE,1.3,1.3
ORBITAL,2120.2
MOVE,1.1,3.1

MOVE,1.2,1.2
MOVE,1.3,1.3
ROT,3.1,5.1,45;

ROT,4.1,6.1,-45;

PRINT,1
ORTH,6,2,2

PROJ,2100.2
SAVE,2150.2

dummy
multi;occ,6,2,2
wf,15,2,1
wf,15,3,1
start,2150.2

Irhf for NO
12Pi state
Isave orbitals to record 2100 on file 2

loxygen is dummy
Irhf nitrogen
14S state
Isave orbitals to record 2110 on file 2

Initrogen is dummy
Irhf for oxygen
I3P state
Isave orbitals to record 2120 on file 2

Icall merge program

I read orbitals of N atom
I move input vector 1.1 to output vector 1.1
! move input vectors 2.1,3.1 to output vectors
131 and 4.1
I move input vector 1.2 to output vector 1.2
I move input vector 1.3 to output vector 1.3
I read orbitals of O atom
I move input vectors 1.1 to 3.1 to output vectors
121, 51, 6.1
I move input vector 1.2 to output vector 2.2
I move input vector 1.3 to output vector 2.3
I rotate 2s orbitals to make bonding and antibonding
! linear combinations
| rotate 2pz orbitals to make bonding and antibonding
! linear combinations
I set print option
I symmetrically orthonormalize the valence orbitals
! the resulting orbitals are printed
I Project valence orbitals out of scf orbitals of the
! molecule and add virtual orbital set.
| save merged orbitals to record 2150 on file 2

! remove dummies
I perform full valence casscf for NO
I 2Pi state
I 2Pi state
! start with merged orbitals
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examples/
no_merge2.com
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35 MATRIX OPERATIONS

MATROP

MATROBRerforms simple matrix manipulations for matrices whose dimensions are those of the
one particle basis set. To do so, first required matrices are loaded into memory udi@ftbe
command. To each matrix an interm@me(an arbitrary user defined string) is assigned, by
which it is referenced in further commands. After performing operations, the resulting matrices
can be saved to a dump record using 8&VEdirective. Numbers, e.g. traces or individual
matrix elements, can be saved in variables.

codemay be one of the following:

LOAD Loads a matrix from a file

SAVE Saves a matrix to a file

ADD Adds matrices

TRACE Forms the trace of a matrix or of the product of two matrices
MULT Multiplies two matrices

TRAN Transforms a matrix

DMO Transforms density into MO basis
NATORB Computes natural orbitals

DIAG Diagonalizes a matrix

OPRD Forms an outer product of two vectors
DENS Forms a closed-shell density matrix
FOCK Computes a closed-shell fock matrix
COUL Computes a coulomb operator

EXCH Computes an exchange operator
PRINT Prints a matrix

PRID Prints diagonal elements of a matrix
PRIO Prints orbitals

ELEM Assigns a matrix element to a variable
READ Reads a square matrix from input
WRITE Writes a square matrix from input
SET Assigns a value to a variable

See the following subsections for explanations.

35.1 Calling the matrix facility (MATROP

The program is called by the input catATRORvithout further specifications.
MATROP

It can be followed by the following commands in any order, with the restriction that a maximum
of 50 matrices can be handled. The first entry in each command line is a command keyword,
followed by the name of the result matrix. If the specified result magsaltalready exists, it
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is overwritten, otherwise a new matrix is created. All matrices needed in the operations must
must have been loaded or defined before, unless otherwise stated.

If a backquote (‘) is appended to a name, the matrix is transposed.

35.2 Loading matrices {OAD

All matrices which are needed in any of the subsequent commands must first be loaded into
memory using the.OADcommand. Depending on the matrix type, tt@tADcommand has
slightly different options. In all forms df OADnameis an arbitrary string (up to 16 characters
long) by which the loaded matrix is denoted in subsequent commands.

35.2.1 Loading orbitals

LOADnameORH,record [, specificationp

loads an orbital coefficient matrix from the given dump record. If the record is not specified, the
last dump record is used. Specific orbitals sets can be selected using the cyemnifitations
as explained in sectign 2]16. The keyw@#&Bneeds not to be given ifameORB

35.2.2 Loading density matrices

LOADnameDEN],record| [, specificationk

loads a density matrix from the given dump record. If the record is not given, the last dump
record is used. Specific orbitals sets can be selected using the opgmwficationsas ex-
plained in sectiop 2.16. The keywoBrENneeds not to be given ifame=DEN

35.2.3 Loading the AO overlap matrix S

LOADnameS

loads the overlap matrix in the AO basis. The keywSndeeds not to be given ifameS.

35.2.4 Loading S%/2

LOADnameSMH

loadsS~1/2, whereS is the overlap matrix in the AO basis. The keyw@MHneeds not to be
given if nameSMH

35.2.5 Loading the one-electron hamiltonian

LOADnameHO
LOADnameHO1

loads the one-electron hamiltonian in the AO baditQ1 differs from HO by the addition of
perturbations, if present (see sectipns 25[4.1, 25.4.2). The keyd(H01) needs not to be
given if nameHO (HO1). The nuclear energy associatedH0 or HO1 is internally stored.
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35.2.6 Loading the kinetic or potential energy operators

LOADnameEKIN
LOADnameEPOT

loads the individual parts of the one-electron hamiltonian in the AO bB&I®Tis summed for
all atoms. The nuclear energy is associateBR®OTand internally stored. The keywoEKIN
(EPOT) needs not to be given ifameEKIN (EPOT).

35.2.7 Loading one-electron property operators

LOADnameOPERopnamdisym,x,y,z

loads one-electron operatopname whereopnameis a keyword specifying the operator (a
component must be given). See secfion 4.13 for valid kesysnis the total symmetry of the
operator (default 1), anxly,zis the origin of the operator. If the operator is not available yet in
the operator record, it is automatically computed. The nuclear value is associated internally to
nameand also stored in variabl@PNUGthis variable is overwritten for each operator which is
loaded, but can be copied to another variable usingst€command. Note that the electronic

part of dipole and quadrupole operators are multiplied by -1.

35.2.8 Loading matrices from plain records

LOADnameTRIANGrecord[isyni
LOADnameSQUAREKecord[isyn]

Loads a triangular or square matrix from a plain record (not a dump record or operator record).
If isymis not given, 1 is assumed.

35.3 Saving matrices $AVH

SAVEnamerecord[,typg

At presenttypecan beDENSITY, ORBITALS, FOCKHO, ORBENOPERTRIANG SQUARE

or VECTORIf type is not given but known frohOADor another command, this is assumed.
Orbitals, density matrices, fock matrices, and orbital energies are saved to a dump record (the
same one should normally be used for all these quantitiesjypHis HO, the one-electron
hamiltonian is overwritten by the current matrix and the nuclear energy is modified according
to the value associated tame The nuclear energy is also stored in the varidbMUC All

other matrices can be saved in triangular or square form to plain records usifiglisGand
SQUARBptions, respectively (for triangular storage, the matrix is symmetrized before being
stored). Eigenvectors can be saved in plain records usingBE@T ORption. Only one matrix

or vector can be stored in each plain record.

One-electron operators can be stored in the operator record using
SAVEnameOPER[PARITY=np], [NUCopnud, CENTRE#xen,[ COORD=X,y,7 ]

The user-defined operatnamecan can then be used on subseqieXPECor GEXPEards.
np=1,0,—1 for symmetric, square, antisymmetric operators, respectively (defaultQENTRE

is specified, the operator is assumed to have its origin at the given centre, iodrerefers to

the row number of the z-matrix input. The coordinates can also be specified explicitly using
COORDBYy default, the coordinates of the last read operator are assumed, or otherwise zero.
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If NATURALorbitals are generated and saved in a dump record, the occupation numbers are
automatically stored as well. This is convenient for later use, e.g., in MOLDEN.

35.4 Adding matrices ADD

ADDresult[,fac]],matl[,facZ,mat2,...
calculatesesult = facl- matl + fac2- mat2+...

The stringsresult matl, mat2are internal names specifying the matricesatl, mat2 must
exist, otherwise an error occurs.réfsultdoes not exist, it is created.

The factordacl, fac2are optional (may be variables). If not given, one is assumed.

The nuclear values associated to the individual matrices are added accordingly and the result is
associated teesult

35.5 Trace of a matrix or the product of two matrices TRACH

TRACEvariable, mat]}| factor
Computewariable = factortr(matl).
TRACEvariable, matl, mat2factor]
Computewariable = factor*trace(natl- mat2.

The result of the trace operation is stored in the MOLPRO vartadni@ble, which can be used
in subsequent operations.

If factoris not given, one is assumed.

35.6 Setting variables SET)

SET,variablgvalue

Assignsvalueto MOLPRO variablevariable, wherevaluecan be an expression involving any
number of variables or numbers. Indexingvafiableis not possible, however.

35.7 Multiplying matrices (MULT)

MULTresult, matl, mat2facl],[facZ
calculatesesult = fac2 * result + facl * matl mat2

The stringsresult, matl, mat2are the internal names of the matrices.fd€lis not given,
facl=1is assumed. Ifac2is not given,fac2=0is assumed. If a backquote (‘) is appended to
matlor mat2the corresponding matrix is transposed before the operation. If a backquote is
appended toesult, the resulting matrix is transposed.
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35.8 Transforming operators (TRAN

TRANresult Op, C

calculatesresult = C(T)*Op*C. The stringsresult C, and Op are the internal names of the
matrices. If a backquote (‘) is appendedQoor Op the corresponding matrix is transposed
before the operation. Thus,

TRANresult Op, C*
computesesult= C*Op*C(T).

35.9 Transforming density matrices into the MO basis DMQ

DMQesult D, C

calculatesesult= C(T)*S*D*S*C. The stringgesult C, andD are internal names.

35.10 Diagonalizing a matrixDIAG

DIAG,eigveceigvalmatrix[,iprint]

Diagonalizesmatrix. The eigenvectors and eigenvalues are stored internally with associated
namesigvecandeigval respectively (arbitrary strings of up to 16 characters). Th@iifit.gt.0,
the eigenvalues are printed.ipirint.gt.1, also the eigenvectors are printed.

35.11 Generating natural orbitals NATORB

NATORBamedensthresh

computes natural orbitals for density matd&ns Orbitals with occupation numbers greater or
equal tothresh(default 1.d-4) are printed.

35.12 Forming an outer product of two vectors QPRI

OPRDresultmatrix,orbl,orb2 factor

Takes the column vectord andv2 from matrixand adds their outer productr@sult vlandv2
must be given in the forricol.isym e.g., 3.2 means the third vector in symmetry 2. The result
is

result(a,b) = result(a,b) + factorxvl(a)  v2(b)

If resulthas not been used before, it is zeroed before performing the operation.

35.13 Forming a closed-shell density matrixDENS

DENSdensityorbitals,ioccy, iocc. ..

Forms a closed-shell density matdensityfrom the givenorbitals. The number of occupied
orbitals in each symmetriymust be provided inocg.
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35.14 Computing a fock matrix FOCK

FOCKt,d

computes a closed shell fock matrix using denditifhe result is stored if

35.15 Computing a coulomb operator COUL

CouLJ,d

computes a coulomb operator J(d) using derdity

35.16 Computing an exchange operatorf§XCH

COULK,d

computes an exchange operator K(d) using demkity

35.17 Printing matrices PRINT)

PRINT,nameg[ncol(1), ncol(2),..]

prints matrixname ncol(isym)is the number of columns to be printed for row symmaesgm
(if not given, all columns are printed). For printing orbitals one can alsdQRB

35.18 Printing diagonal elements of a matrix PRID)

PRID,nameprints the diagonal elements of matriame

35.19 Printing orbitals (PRIO)

PRIO,nameny,ny, N3, ..., Ng

prints orbitalsname The firstn; orbitals are printed in symmetiy If nj = 0, all orbitals of that
symmetry are printed.

35.20 Assigning matrix elements to a variableELEN)

ELEMnamematrix, col,row

assigns elements (col,row) pfatrix to variablename col androw must be given in the form
number.isymwherenumberis the row or column number in symmeigym The product of the
row and column symmetries must agree with the matrix symmetry.
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35.21 Reading a matrix from the input file READ

READname[type[subtypd,[ symmetry
values

Reads a square matrix (symmetry 1) from input. Vakiescan be in free format, but their total
number must be correct. Comment lines starting with '#', *', or " are skipped. The matrix can

be read from another ASCII file by including this into the input usingIdM€LUDE command

(see sectiop 2| 2}typeis a string which can be used to assign a matrix type. If appropriate, this
should be any of the ones used in tii@ADcommand. In additiorSUBTYPEcan be specified if
necessary. This describes, e.g., the type of orbitals or density matrices (e.g., for natural orbitals
TYPE-ORBandSUBTYPENATURAL The matrix symmetry needs to be given only if it is not
equal to 1.

35.22 Writing a matrix to an ASCI| file (WRITE

WRITEnameg[filenamgstatug]

Writes a matrix to an ASCII file. Iflenameis not given the matrix is written to the output file,
otherwise to the specified fildilenameis converted to lower case). flenamePUNCHt is
written to the current punch file.

If statusNEWERASEor em REWINDa new file is written, otherwise as existing file is ap-
pended.

35.23 Examples

The following example shows various uses of B&@TRORommands.
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*** h20 matrop examples
geometry={o;h1,0,r;h2,0,r,h1theta} 1Z-matrix geometry input

r=1 ang

theta=104

hf

multi

natorb

canonical

matrop
load,D_ao0,DEN,2140.2

load,Cnat,ORB,2140.2,natural
load,Ccan,ORB,2140.2,canonical

load,Dscf,DEN,2100.2
load,S

prio,Cnat,4,1,2

elem,d11,Dscf,1.1,1.1
elem,d21,Dscf,2.1,1.1
elem,d12,Dscf,1.1,2.1

tran,S_mo,s,Cnat
print,S_mo

trace,Nao,S_mo
trace,Nel,D_ao,S

lbond length
lbond angle
ldo scf calculation

lload mcscf density matrix
lload mcscf natural orbitals
lload mcscf canonical orbitals
lload scf density matrix
lload overlap matrix

Iprints occupied casscf orbitals
Iprint element D(1,1)
Iprint element D(2,1)
Iprint element D(1,2)

Itransform s into MO basis (same as above)
Iprint result - should be unit matrix

Itrace of S MO = number of basis functions
Iform trace(DS) = number of electrons

examples/
matrop.com

mult,SC,S,Cnat
tran,D_nat,D_ao0,SC

Iform SC=S*Cnat
ltransform density to natural MO (could also be done using dmo)

prid,D_nat lprint diagonal elements (occupation numbers)

dmo,D_can,D_ao,Ccan
add,D_neg,-1,D_can
diag,U,EIG,D_neg
mult,Cnatl,Ccan,U
prio,Cnatl,4,1,2

Itransform D_ao to canonical MO basis. Same as above simplified
Imultiply d_can by -1
Idiagonalizes density D_can
Itransforms canonical orbitals to natural orbitals
lprints new natural orbitals

natorb,Cnat2,D_ao
prio,Cnat2,4,1,2

Imake natural orbitals using MCSCF density D_ao directly
lprints new natural orbitals (should be the same as above)

add,diffden,D_ao,-1,Dscf
natorb,C_diff,diffden

Iform mcscf-scf difference density
Imake natural orbitals for difference density

write,diffden,denfile
save,C_diff,2500.2

lwrite difference density to ASCII file denfile
Istore natural orbitals for difference density in dump record 2500.2

This second example adds a quadrupole field@ The result is exactly the same as using the
QUADzommandHO is overwritten by the modified one-electron matrix, and the nuclear energy

is automatically changed appropriately. The subsequent SCF calculations use the modified one-
electron operator.

Note that it is usually recommended to add fields withBhe, QUADor FIELD commands.
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memory,2,m
R = 0.96488518 ANG
THETA= 101.90140469
geometry={H1
O,H1,R;
H2,0,R,H1, THETA}

hf;wf,10,1;

field=0.05 Idefine field strength

matrop

load,h0,h0 lload one-electron hamiltonian
load,xx,oper,xx lload second moments
load,yy,oper,yy

load,zz,oper,zz
add,h01,h0,field,zz,-0.5*field,xx,-0.5*field,yy ladd second moments to hO and store in hO1
save,h01,1210.1,h0 Isave hO

hf Ido scf with modified hO

examples/
matrop tropfield.com
load,h0,h0 lload ho matroplield.
load,gmzz,oper,gqmzz lload quadrupole moment gmzz

add,h01,h0,field,gmzz 'add quadrupole moment to hO (same result as above with second moments)
save,h01,1210.1,h0 Isave hO

hf ldo scf with modified hO

quad,, field ladd quadrupole field to hO

hf Ido scf with modified hO (same result as above with matrop)
field,zz,field,xx,-0.5*field,yy,-0.5*field I (add general field; same result as above)

hf Ido scf with modified hO (same result as above with matrop)
field,zz,field Isame as before with separate field commands

field+,xx,-0.5*field
field+,yy,-0.5*field
hf Ido scf with modified hO (same result as above with matrop)

35.24 Exercise: SCF program

Write a closed-shell SCF program fop@& usingMATROP
Hints:

First generate a starting orbital guess by finding the eigenvectdr8. dtore the orbitals in a
record. Basis and geometry are defined in the usual way before the first FENTROP

Then use a MOLPR@OIloop and calMATRORor each iteration. Save the current energy in

a variable (note that the nuclear energy is stored in variabled(. Also, compute the dipole
moment in each iteration. At the end of the iteration perform a convergence test on the energy
change using th= command. This must be done outsMATRORust before theeENDDOAt

this stage, you can also store the iteration numbers, energies, and dipole moments in arrays, and
print these after reaching convergence usiddBLE For the following geometry and basis set

geometry={0;h1,0,r;h2,0,r,h1theta} 1Z-matrix geometry input

r=1 ang Ibond length
theta=104 lbond angle
basis=vdz Ibasis set
thresh=1.d-8 Iconvergence threshold

the result could look as follows:
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SCF has converged in 24 iterations

ITER

1.0
2.0
3.0
4.0
5.0
6.0
7.0
8.0
9.0
10.0
11.0
12.0
13.0
14.0
15.0
16.0
17.0
18.0
19.0
20.0
21.0
22.0
23.0
24.0

It does not converge terribly fast, but it works!

E
-68.92227207
-71.31376891
-73.73536433
-74.64753557
-75.41652680
-75.77903293
-75.93094231
-75.98812258
-76.00939154
-76.01708679
-76.01988143
-76.02088864
-76.02125263
-76.02138387
-76.02143124
-76.02144833
-76.02145450
-76.02145672
-76.02145752
-76.02145781
-76.02145792
-76.02145796
-76.02145797
-76.02145797

DIP
2.17407361
-5.06209922
2.10199751
-1.79658706
1.43669203
0.17616098
1.05644998
0.63401784
0.91637513
0.76319435
0.86107911
0.80513445
0.83990621
0.81956198
0.83202128
0.82464809
0.82912805
0.82646089
0.82807428
0.82711046
0.82769196
0.82734386
0.82755355
0.82742787
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A Installation of MOLPRO

A.1 Obtaining the distribution materials

MoLPRoOis distributed to licensees on a self-service basis using the world-wide web. Those en-
titled to the code should obtain it from http://www.molpro.net/distrib/, supplying the username
and password given to them. The web pages contain both source code and binaries, although
not everyone is entitled to source code, and binaries are not available for every platform.

Execution of MoLPRO, whether a supplied binary or built from source, requires a valid licence
key. Note that the key consists of two components, namely a list of comma-separated key=value
pairs, and a password string, and these are separated by ‘&’. The whole key needs to be inserted
in its entirety as directed below. The web pages provide a facility to have this key delivered by
email to a registered licensee.

A.2 Installation of pre-built binaries

Binaries are given as RPM (see http://www.rpm.org ) packages which are installed in the stan-
dard way. There are two different RPMs: one contains the program, and the other documen-
tation, and either may be installed independently of the other. At present these RPMs are not
relocatable, and will install undéusr/local

Once the program has been installed using, for example,
rpm -Uhv molpro-2002.6.i386.rpm

some post-installation configuration is necessary, and this is accomplished by changing or adding
options in the script file that runs the program, usudlisr/local/bin/molpro . Most
importantly, a valid licence token must be given irka option. Other configuration options as
described in sectidn A.3.6 may also be specified.

A.3 Installation from source files
A.3.1 Overview
There are usually four distinct stages in installingpMPROfrom source files:

Configuration A shell script that allows specification of configuration options is run, and
creates a configuration file that drives subsequent installation steps.

Compilation The program is compiled and linked, and other miscellaneous utilities and
files, including the default options file, are built. The essential resulting
components are

1. Themolpro executable, which is a small front-end that parses op-
tions, performs housekeeping functions, and starts the one or more
processes that do computation.

2. Themolpro.exe executable, which is the main back-end. For par-
allel computation, multiple copies aholpro.exe are started by a
single instance ofmolpro using the appropriate system utility (e.g.
mpirun , parallel , poe, etc.).

3. Themolpro.rc file which contains default options fonolpro (cf.

sectiorf A.3.6).
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4. Themolproi.rc file which contains MbLPRO-script procedures.
5. Machine-ready basis-set, and other utility, libraries.

Validation A suite of self-checking test jobs is run to provide assurance that the code as
built will run correctly.

Installation The program can be run directly from the source tree in which it is built,
but it is usually recommended to run the procedure that installs the essential
components in standard system directories.

A.3.2 Prerequisites

The following are required or strongly recommended for installation from source code.

1. A Fortran 90 compiler. Fortran77-only compilers will not suffice. On most systems, the
latest vendor-supplied compiler should be used. On Intel Linux, the Portland pgf90 com-
piler, version 3.2 or higher, is recommended. For using this compiler it is required that the
environment variabl®Gl is set and points to the root directory where the compiler is in-
stalled, e.g.[usr/local/pgi . MoLPROhas also been tested with the Intel Compiler
ifc , Version 5.0.1. In order to use this compiler the environment varild82ROOT
must be set, and point to the appropriate directory, normally
/opt/intel/compiler50/ia32 . On Alpha Linux, the Compaqg compiler is rec-
ommended. The directory in which the compiler is located must be inpadH

2. GNU make freely available from http://www.fsf.org and mirrors. GNiakemust be
used; most system-standard makes do not work. In order to avoid the use of a wrong
make and to suppress extensive output of GNiake it may be useful to set an alias,
e.g.,alias make=gmake -s’

3. The GNUwgetutility for batch-mode http transfers, although not needed for installation,
is essential for any subsequent application of patches that implement bug fixes.

4. About 200Mb disk space (strongly system-dependent; more with large-blocksize file sys-
tems, and where binary files are large) during compilation. Typically 30Mb is needed for
the finally installed program.

5. One or more large scratch file systems, each containing a directory that users may write
on. There are parts of the program in which demanding 1/O is performed simultane-
ously on two different files, and it is therefore helpful to provide at least two filesystems
on different physical disks if other solutions, such as striping, are not available. The
directory names should be stored in the environment varigfi®é4PDIR $TMPDIR2,
$TMPDIR3. ... These variables should be set before the program is installed (preferably
in .profile or .cshrc ), since at some stages the installation procedures will check
for them (cf. sectiof A.316).

6. Ifthe program is to be built for parallel execution, the Global Arrays toolkit, version 3.1 or
later is needed. This is available from http://www.emsl.pnl.gov:2080/docs/global/ga.html
, and should be installed prior to compilingd¥PRO. In some installations, GA uses the
tcgmsgparallel harness; on others, it sits on an existing MPI subsystem, and on others, it
makes use of the native parallel subsystem (e.g., LAPYLRRO can be built to use any
of these, although it is not normally recommended to use MPI where other possibilities
exist. For more information, see sectjon A]3.3.
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7. The source distribution of BILPRO, which consists of a base compressed tar archive with
a file name of the forrmolpro.2002.6.tar.gz , together, possibly, with one or more
modulearchives with file names of the formolpro. module2002.6.tar.gz . The
modules contain code which is not generally distributed, or features which are not always
required to install the code. An example of the former is the program developers’ kit
(modulesdevelop ); an example of the latter is the documentatiorofluledoc ). The
archives can be unpacked usijgnzip andtar . All archives must be unpacked in the
same directory. It is essential that the base archive is unpacked first, and advisable that
any modules are unpacked before further installation.

Under some circumstances,dMPRois delivered as a single tar file with a name of the
form molpro.all.2002.6.tar . This archive contains all necessary base and mod-
ule compressed tar archives, together with a shell sarpick which performs the
unpacking described above.

A.3.3 Configuration

Once the distribution has been unpacked, identify the root directory that was created (normally
molpro2002.6 ). In the following description, all directories are given relative to this root.
Having changed to the root directory, you should check that the directory containing the Fortran
compiler you want to use is in your PATH. Then run the command

Jconfigure

which creates the filEONFIG This file contains machine-dependent parameters, such as com-
piler options. NormallyCONFIGwill not need changing, but you should at the least examine it,
and change any configuration parameters which you deem necessary. For further information,
see any comments in tli@ONFIGfile.

Theconfigure  procedure may be given command line options, and, normally, additionally
prompts for a number of parameters:

1. On certain machines it is possible to compile the program to use either 32 or 64 bit in-
tegers, and in this casmnfigure  may be given a command-line optied or -i8
respectively to override the default behaviour. Generally, the 64-bit choice allows larger
calculations (files larger than 2Gb, more than 16 active orbitals), but can be slower if
the underlying hardware does not support 64-bit integers (e.g., some IBM RS6000 hard-
ware). Note that ifi4 is used large files (>2Gb) are supported on most systems, but even
then the sizes of MLPROrecords are restricted to 16 Gb since the internal addressing in
MoLPRO uses 32-bit integers. H8 is used, the record and file sizes are effectively
unlimited.

2. In the case of building for parallel execution, the optiompp must be given on the
command line. At present, Molpro supports several different cases: the GA library can be
either built on top otcgmsg , mpi, or myrinet ; on the IBM SP platform, it can also
be built with a GA library made with theAPI target.configure  prompts for the type
(defaulttcgmsg ), and then for the directory holding the associated libraries. Normally,
tcgmsg is recommended, which is most efficient on most systems and also most easily
installed. If a myrinet network is availablmyrinet  should be chosen. This requires in
addition to the usual MPI libraries tlggmlibrary andmpirun_gm rather tharmpirun .

At present, thenyrinet  option has been tested only on Linux systems. The name of the
MoLPROexecutable is generated from the program version number, the library type and
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the machine architecture. It is then possible to install different versions simultaneously in
the same MLPROtree; see sectidn A.3.4.

3. Ifany system libraries are in unusual places, it may be necessary to specify them explicitly
as the arguments to-& command-line option.

4. configure  prompts for the licence key, obtainable as described above. The key may
also be given using th& option on the command line, or given through the environment
variableSMOLPRO_KEY

5. configure  asks whether you wish to use system BLAS subroutine libraries. o
has its own optimized Fortran version of these libraries, and this can safely be used. On
most machines, however, it will be advantageous to use a system-tuned version instead.
In the case of BLAS, you should enter a number between 1, 2 and 3; if, for example, you
specify 2, the system libraries will be used for level 2 and level 1 BLAS, bat BRCS
internal routines will be used for level 3 (i.e., matrix-matrix multiplication). Normally,
however, one would choose either 0 or 3. If a system BLAS is chosen, you will be
prompted to enter appropriate linker options (e-g/ust/lib -Iblas ) to access
the libraries.

A special situation arises if 64-bit integers are in use (-i8), since on many platforms the
system BLAS libraries only supports 32-bit integer arguments. In such cases (e.g., IBM,
SGl, SUN) either 0 or 4 can be given for the BLAS level. BLAS=0 should always work
and means that the MOLPRO Fortran BLAS routines are used. On some platforms (IBM,
SGI, SUN) BLAS=4 will give better performance; in this case some 32-bit BLAS routines
are used from the system library (these are then called from wrapper routines, which
convert 64 to 32-bit integer arguments. Note that this might cause problems if more than
2 GB of memory is used).

For good performance it is important to use appropriate BLAS libraries; in particular, a
fast implementation of the matrix multiplicatialgemmis very important for MOLPRO.
Therefore you should use a system tuned BLAS library whenever available. For Linux
PCs we recommend the following BLAS libraries:

Intel P1I: Isblaspiil.2f 03.00.a in the ASCI library, which can be ob-
tained from http://www.cs.utk.edu/"ghenry/distrib/

To use this library, link it to a file name that the linker can understand,
for examplejibblas.a

In -s Isblaspiil.2f 03.00.a libblas.a

and wherconfigure  prompts you for the library, type

-L blasdir -Iblas

whereblasdiris the absolute path of the directory holding the BLAS
library.

AMD Athlon: Atlas library, obtainable from http://www.netlib.org/atlas/ . The easi-
est and safestis to use a pre-built library, and we founchthet3.2.1_Linux ATHLONZ2E
works very well on current hardware. The appropriate linker options
to provide are

-L blasdir -lcblas -If77blas -latlas
An even faster BLAS librarjibathlonblas.a is available on the
MoLPROWeb page, see below.

Intel PIV: Atlas libraryatlas3.3.0_Linux_P4SSEZ2.tgz , otherwise as for

Athlon above. Alternatively, the Intehkl libraries can be used in
conjunction with the Intel fortran compiler.
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For the cases where copyright rules permit, these libraries, as well as BLAS libraries
for other systems such as HP (PA-RISC 32- and 64-bit, and |IA64, inik¢), can be
obtained from http://www.molpro.net/blaslibs . Specification of these libraries can be
simplified by placing any relevant downloaded libraries in the directdaglibs ;
configure searches this directory (and then, with lower priority, some potential system
directories) for libraries relevant to the hardware, including that specifiedpy a-p4 ,

-athlon  command line option (see below). Any directory structure in the web copy of
these libraries should be preserved in the local copy. The simplest way to ensure all this
is to fetch complete set of libraries using

wget --cut-dirs=1 -nH -np -r http://www.molpro.net/blaslibs

configure  prompts for the destination directoriNSTBIN ) for final installation of

the MoLPROexecutable. This directory should be one normally in the PATH of all users
who will access MLPRO, and its specification will depend on whether the installation is
private or public.

configure  prompts for the destination directorfNSTLIB ) for installation of ancil-
lary files which are required for program execution.

configure  prompts for the destination directory for documentation. This should nor-
mally be a directory that is mounted on a worldwide web server.

configure  prompts for the destination directory for the CGI scripts that control the
delivery of documentation. This might be the same directory as (h), but some web servers
require a particular special directory to be used.

The latter two parameters are relevant only if the documentation is also going to be installed
from this directory (see below).

The following command-line options are recognizedcbyfigure

-batch disables the prompting described above.

-k key specifies the licence key.

-i8 |-i4 forces the use of 8- or 4-byte integers respectively.

-L lib specifies any additional directories containing system libraries to be scanned

at link time.

-blas 0 |1|2|3|4 specifies system BLAS level, as described above.

-mpp |-nompp  controls whether compilation is to be for MPP parallelism (see above).

-ifc | -pgf controls whether the Intel (ifc) or Portland (pgf) compiler is be used on
Linux IA32 systems. Note that appropriate environment variables must be
set, see sectidn A.3.2.

-f ftcflag adds a token to the specifiers for the Fortran preprocdtsor

-largefiles | -nolargefiles controls whether large filex{ 2Gb) support is wanted.
This option is not relevant or used on all architectures. For Linux PC, it
should be specified only if the kernel and system libraries also support large
files.

-p3 |-p4 |-athlon  specifically identifies a particular hardware in order to force appropri-

ate run-time libraries where possible. These options are supported only on
Linux systems. If any of these options is given, theirRoexecutable will
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be namednolpro_p3.exe

molpro_p4.exe ,ormolpro_athlon.exe (inthe mpp case, e.gnolpro_p3_tcgmsg.exe
Itis possible to install different platform variants simultaneously in the same
MoLPRoOtree; see sectidn A.3.4.

A.3.4 Configuration of multiple executables in the sam@& oLPRoOtree

On Linux systems, it may be desirable to have optimized versions for different hardware archi-
tectures, likep3, p4, or athlon (see sectiop A.3]3). Provided the compiler options are the
same (i.e. neithep4, norathlon specific), the different versions differ only by the use of
specific BLAS libraries. It is then possible to install different executables for each case in the
same MoLPRoOtree, without the need to recompile the program. To do so, one first needs to run
configure  for each case, and specify the appropriate libraries vdosigure  prompts

for them. These library paths are all stored in the G@®NFIG generated bygonfigure
Subsequently,

make ARCHprocname

will link the desired version, whengrochamecan bep3, p4, orathlon . This will generate the
executablemolpro_ procnameexe . If the ARCHoption is not given, the last one configured
will be generated.

In addition, a filemolpro_ prochnamerc will be generated for each case, which defines the
running environment and may also contain system dependent tuning parameters (see section
[A.3.7). A specific executable can then be requested using

molpro -rcfile molpro_ procnamerc input

More conveniently, one can set the Unix environment varisd®_PRO_RCFILEo

molpro_ procnamerc and then simply usenolpro without an option. The recommended
mechanism is to set the environment variaBl®LPRO_RCFILEn the default environment
(.cshrc, .profile) as appropriate on a given machine.

Similarly, different MPP version can also be installed in onelMRo tree (but the tree for
parallel and serial versions must be distinct!). In this case, one can run configtcgritsy |,
mpi, and/omyrinet  (and in addition withp3 , -p4 , and/or-athlon ), and then link using

make MPPLIBgibname

wherelibnamecan betcgmsg , mpi, or myrinet . The ARCHand MPPLIB options can be
combined, e.g.,

make MPPLIB=libnameARCH®procname

and this will generate the executabt®lpro_ procnamelibnameexe and the default file
molpro_ procnamelibnamerc .

As described above, the different executables can then be chosen on a specific machine by
setting the environment variabMOLPRO_RCFILEo molpro_ prochamelibnamerc .

Note that if MOLPRO_RCFILEs not set,molpro.rc  will be used by default, which will
correspond to the lastolpro_ procnamelibnamerc generated.

A.3.5 Compilation and linking

After configuration, the remainder of the installation is accomplished using theGal{dcom-
mand. Remember that the defamldkeon many systems will not work, and that it is essential to
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use GNUmake(cf. sectiorj A.3.P). Everything needed to make a functioning program together
with all ancillary files is carried out by default simply by issuing the command

make

in the MoLPRObase directory. Most of the standard options for Gidbakecan be used safely;

in particular,-j can be used to speed up compilation on a parallel machine. The program can
then be accessed by making sure ltive  directory is included in the PATH and issuing the
commandnolpro .

A.3.6 Adjusting the default environment for MOLPRO

The default running options for BILPRO are stored in the fil®in/molpro.rc . After pro-

gram installation, either using RPMs or from source files, this file should be reviewed and ad-
justed, if necessary. Particular attention should be payed to some or all of the following (see
User’'s manual for full discussion of options).

-d dirl:dir2:... wheredirl:dir2.... is a list of directories which may be used for creating
scratch files. Each of the directories should be writable by those who will
use the program, and the directory specification may contain embedded en-
vironment variables in shell form, for exam@&MPDIRor /tmp/$USER ;
these will be expanded at run time. If multiple scratch file systems are avail-
able, it is advantageous to present a list of directories of which there is one
in each file system. Some parts ofdUPRO present extreme 1/O demands,
and it is therefore important to be careful in optimizing the provision and
specification of scratch directories.

Note that in the building obin/molpro.rc , the environment variables
$TMPDIR $TMPDIR2, $TMPDIRS3,... are used to construct the list of
scratch directories for thed option. Thus, these environment variables
should at make time be filled with the names of directories on each available

scratch file system (cf. sectipn A.B.3).

-l directory This determines the destination of permanent integral files. At run time
this file is located in the first directory specified after, (i.e., dirl, see
above), but after completion of the job the file will be copied to the direc-
tory given after-l . Since the integral file can be very large, it is normally
recommended thatirectory is identical todirl (this is the default). Then
no copying will take place. On some main frames, the scratch directory is
erased automatically after a job has terminated, and in such cases a different
-I directory, e.g.$HOME/int , can be specified (environment variables
will be expanded at run time). In view of the large integral file sizes, this
should be used with care, however. Note that in parallel runs with more than
1 processor the integral file will never be copied, and cannot be restarted.

-W directory This determines the destination of permanent wavefunction (dump) files
used for storing information like orbitals or Cl-vectors etc. These files are
essential for restarting a job. As explained for the integral files above, per-
manent wavefunction files will be copieddaectoryafter completion of the
job. The default fodirectoryis $HOME/wfu.

-k key wherekeyis the licence key, obtainable as described in setioh A.1.
-m, -G The default local memory and GA memory should be checked to be appro-

priate for the hardware environment.
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-n, -N The number of processors or their identity can be specified explicitly in the
configuration file, but very often it is neither desirable nor necessary to do
so0. Where possible, thaolpro program extracts a reasonable default for
the node specification from the controlling batch system (e.g. LoadLeveler,
PBS). Usually the user will want to either specify explicitly on the com-
mand line, or rely ommolpro s attempts to get it from the batch system.

A.3.7 Tuning

MoLPROcan be tuned for a particular system by running in the root directory the command
molpro tuning.com

This job automatically determines a number of tuning parameters and appends these to the
file bin/molpro.rc . Using these parameters,dMPro will select the best BLAS routines
depending on the problem size. This job should run on an empty system. It may typically take
10 minutes, depending on the processor speed, and you should wait for completion of this run
before doing the next steps.

A.3.8 Testing

At this stage, it is essential to check that the program has compiled correctly. The makefile target
test(i.e., commandnake test ) will do this using the full suite of test jobs, and although this
takes a significantly long time, it should always be done when porting for the first time. A
much faster test, which checks the main routes through the program, can be doneaising
quicktest . For parallel installation, it is highly desirable to perform this validation with more
than one running process. This can be done conveniently throughake command line as,

for example,

make MOLPRO_OPTIONS=-n2 test

If any test jobs fail, the cause must be investigated. It may be helpful in such circumstances
to compare the target platform with the lists of platforms on whicbU¥Rro is thought to
function at http://www.molpro.net/machines.html.  If, after due efforts to fix problems of

a local origin, the problem cannot be resolved, the developers @fA®0O would appreci-

ate receiving a report. There is a web-based mechanism at http://www.molpro.net/bug at
which as many details as possible should be filledmake test produces a file of the form
testjobs/report.*.tar.gz that contains some details of thedvPRroinstallation, and

the output files of the failing test jobs. You should normally attach this file to the bug report.
Please note that the purpose of such bug reports is to help the developers improve the code, and
not for providing advice on installation or running.

A.3.9 Installing the program for production

Although the program can be used in situ, it is usually convenient to copy only those files needed
at run time into appropriate installation directories as specified at configuration time (see section
[A.3.3) and stored in the filEONFIG To install the program in this way, do

make install

The complete source tree can then be archived and deleted. If multiple Linux executables have
been generated (see secfion A.3.4), they can be installed using
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make MPPLIBibnameARCHprocnamenstall

into the samdNSTBIN and INSTLIB directories (but note that theNSTLIB directories
must be distinct for i4 and i8 versions). The overall effect of this is to create iINE&BIN
directory an executable command file of the foname_arch_mpplibwherenameis one of
molpros , molprop , corresponding to serial or parallel execution. If the INSTBIN /name
does not already exist, or if the variaddEFAULTIs set duringmake install (i.e., make
DEFAULT=1 install ), thenasymboliclinkis made tblSTBIN /name Furthermore, If the

file INSTBIN/molpro  does not already exist, or if the variaidE=FAULTIs set tomolpro
duringmake install then a symbolic link is made frofNSTBIN /nameto INSTBIN/molpro
The overall effect of this cascade of links is to provide, in the normal case, the commands
molpro and one or both omolpros (serial) andmolprop (parallel) for normal use, with

the long names remaining available for explicit selection of particular variants. As with the
uninstalled program, the environment variaM®LPRO_RCFILEan be used to override the
choice of configuration file.

For normal single-variant installations, none of the above has to be worried about, and the
molpro command will be available from directotiNSTLIB .

When the program has been verified and/or installed, the commakd clean can be used

to remove compilation logsnake veryclean willremove all binary and object files, retain-

ing only those files included in the original distribution; it is usually recommended that this is
not done, as it implies that to apply future updates and bug fixes, the whole program will have
to be recompiled.

A.3.10 Getting and applying patches

Normally, the distribution when downloaded is fully up to date, and initial patching is not nec-
essary. However, bug fixes and updates may be desired subsequently. The mechanism for
updating MoLPROsource code with bug fixes and new features is through the provision of self-
contained patch files, which, when applied, replace or add files, and store the replaced code
in order to allow later reversion to the original. Those patches that are available can be seen
at http://www.molpro.net/patch/2002.6 , whilst a list of those already installed is printed when
running the program. Patch files automatically outdate any targets that need rebuilding as a
result of the patch; for example, relevant object files are removed. Thus, after all patches have
been applied, it is usually necessary to rebuild the program usaig.

The order in which patches are applied and removed is important. Some patches are prerequi-
sites of others, and some patches are ‘parents’ of one or more ‘children’: the parent and child
patches have one or more files in common, but the parent is older than the child. Individual patch
scripts will themselves refuse to apply or revert if rules based on these considerations would be
violated. In order to deal with this issue smoothly, a proggatther is provided to manage

the application and removal of one or more patcheatcher attempts to sort the order in
which patches are applied or reverted so as to avoid such conflicts; it will also, if necessary,
revert and reapply patches.

Note that if you need to rupatcher before compiling MOLPRQ, you can build it from the
top-level directory with

make -C utilities patcher
or if you need to rurpatcher before runningonfigure , with

make -C utilities patcher.bootstrap
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To use thepatcher program, in the top-level directory issue the command

Jpatcher [--apply | --revert | --list]
[--cache-directory] [--user] [--password]
[--url] [--local]

[--verbose] [--no-action] patchl patch2 ....

It can operate in one of three possible modes according to the options

--apply, -a (default) Apply (i.e. install) patches
--revert, -r Revert (i.e. remove) patches
--list, -I List available and installed patches

The list of patches to remove or install can be given on the command line after all options as
an explicit list of either patch names or, in the case of application, patch files. Alternatively and
usually, for the case of application, one can through options request either all patches that are in
a local cache, or all patches that are available.

The MoLPRopatches from the central web server (default http://www.molpro.net), are cached
by this program in a local directory (defadlHOME/.molpro/cache ). Access to the web
server typically has to be authenticated; the first time you run this program, you can specify
your username and password through command-line options, or else the program will prompt
for them. They are then remembered in the @@®NFIGin the cache directory.

In case of problems, first consult the fpatcher.log , which contains the output from indi-
vidual patch applications and reversions.

The following options can be given.

--cache-directory, -c d location of cache directory.

--verbose, -v Increase amount of information printed. Multiple —verbose options can be
used.

--noverbose Decrease amount of information printed.

--url URL of web server.

--user, -u u Username for web server.

--password, -pp Password for web server.

--noaction, -n No applications or reversions are actually done. Useful for seeing what
would happen without doing it.

--local Don't attempt to access the web server, but use only local files.

Examples:

patcher

Applies all patches that are available, but not yet installed. This is the normal use of the utility
in bringing the copy of the source tree up to date with all available updates.

patcher -l

Lists installed and available patches.



A INSTALLATION OF MOLPRO 282

patcher -r xx yy

Reverts patches xx and yy.
patcher -n

Loads all uninstalled patches into the cache for later use.

patcher --local

Applies all patches in the cache; no network connection needed.

A.3.11 Installation of documentation

The documentation is usually supplied as a compredsedfile with a name of the

form molpro.doc.2002.6.tar.gz . This file unpacks to a top-level directory
molpro2002.6 ; this may either coincide or not with the top-level directory contain-
ing source code or not, according to taste. The postscript and PDF user's manual is
found in the directorymolpro2002.6/doc  , with the HTML version in the directory
molpro2002.6/doc/manual (top level file ismanual.html ). It is generally recom-
mended that the documentation is unpacked in the installation source tree, so that the documen-
tation can be copied to its final destination as specified inGB&FIGfile generated by the
configure  command. To install the documentation and interactive basis set tool jiese

install in thedoc directory. Numerous example input files are included in the manual, and
can alternatively be seen in the directonplpro2002.6/examples
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B Recent Changes

B.1 New features of MOLPRO2002.6

Relative to version 2002.1, there are the following changes and additions:

1. Support for I1A-64 linux systems (HP and NEC) and HP-UX 11.22 for IA-64 (Itanium?2).
2. Support for NEC-SX systems.

3. Support for IBM-power4 systems.

4

. Modified handling of Molpro system variables. TBET command has changed (see

section$ p and 6.3).

5. The total charge of the molecule can be specified in a var@deRGBr on theWkcard,
see section 2.14.

6. Improved numerical geometry optimziation using symmetrical displacement coordinates

(see sectiorfs 31.2 apd|32).

7. Improved numerical frequency calculations using the symmatdyCoption, see section

B3).

B.2 New features of MOLPRO2002

Relative to version 2000.1, there are the following principal changes and additions:

1. Modules direct and local are now included in the base version. This means that integral-
direct procedures as described in

M. Schitz, R. Lindh, and H.-J. Werner, Mol. Phys. 96, 719 (1999),
linear-scaling local MP2, as described in

G. Hetzer, P. Pulay, and H.-J. Werner, Chem. Phys. Lett. 290, 143 (1998),
M. Schiitz, G. Hetzer, and H.-J. Werner, J. Chem. Ph{4, 5691 (1999),
G. Hetzer, M. Schitz, H. Stoll, and H.-J. Werner, J. Chem. Ph{3.9443 (2000),

as well as LMP2 gradients as described in
A. El Azhary, G. Rauhut, P. Pulay, and H.-J. Werner, J. Chem. RI§&.5185 (1998)

are now available without special licence. The linear scaling LCCSD(T) methods as de-
scribed in

M. Schiitz and H.-J. Werner, J. Chem. Phi/$4, 661 (2001),
M. Schitz and H.-J. Werner, Chem. Phys. L8&tt8 370 (2000),
M. Schiitz, J. Chem. Phy413 9986 (2000)

will be made available at a later stage.

2. QCISD gradients as described in Phys. Chem. Chem. P3y4853 (2001) are now
available.

3. Additional and more flexible options for computing numerical gradients and performing
geometry optimizations.
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4.

10.

B.3

A large number of additional density functionals have been added, together with support
for the automated functional implementer described in Comp. Phys. ContrB8810—
318 (2001).

Multipole moments of arbitrary order can be computed.

Further modules have been parallelized, in particular the CCSD(T) and direct LMP2
codes. The parallel running procedures have been improved. The parallel version is
available as an optional module.

The basis set library has been extended.

Some subtle changes in the basis setinput: it is not possible any more that several one-line
basis input cards with definitions for individual atoms follow each other. Each new basis
card supercedes previous ones. Either all specifications must be giveme®ASIS

card, or a basis input block must be us&®ASIS,NAME is now entirely equivalent to
BASIS=NAME.i.e. a global default basis set is defined and the variBBISIS is set in

both cases.

. Pseudopotential energy calculations can now be performed withidpiations, gradi-

ents with up tch-functions.

Many internal changes have been made to makemomore modular and stable. Sup-
port has been added for recent operating systems on Compagq, HP, SGI, SUN, and Linux.
The patching system has been improved.

Features that were new in MOLPRO2000

Relative to version 98.1, there are the following principal changes and additions:

. There was a fundamental error in the derivation of the spin-restricted open-shell coupled-

cluster equations in J. Chem. Phys. 99, 5129 (1993) that is also reflected in the RCCSD
code in MoLPRoOVversion 98.1 and earlier. This error has now been corrected, and an er-
ratum has been published in J. Chem. Py, 3106 (2000). Fortunately, the numerical
implications of the error were small, and it is not anticipated that any computed properties
will have been significantly in error.

There was a programming error in the transformation of gradients from cartesian to inter-
nal coordinates, which in some cases resulted in slow convergence of geometry optimiza-
tions. The error is now fixed.

Vibrational frequencies formerly by default used average atomic masses, rather than those
of the most common isotopes, which is now the default behaviour.

. MCSCF second derivatives (author Riccardo Tarroni) added (preliminary version, only

without symmetry). Frequency and geometry optimization programs are modified so that
they can use the analytic hessian.

. New internally contracted multireference second-order perturbation theory code (author

Paolo Celani) through commarRIS2C as described in P. Celani and H.-J. Werner, J.
Chem. Phys112 5546 (2000).

. EOM-CCSD for excited states (author Tatiana Korona).

. QCISD dipole moments as true analytical energy derivatives (author Guntram Rauhut).
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8. Linear scaling (CPU and memory) LMP2 as described by G. Hetzer, P. Pulay, and H.-J.
Werner, Chem. Phys. Lett. 290, 143 (1998).
M. Schiitz, G. Hetzer, and H.-J. Werner, J. Chem. Ph{4, 5691 (1999).

9. Improved handling of basis and geometry records. 98.1 and 99.1 dump files can be
restarted, but in case of problems with restarting old files,RESTART,NOGEOIvh-
mediately after thdile card. Also, if there are unjustified messages coming up in
very large cases about "ORBITALS CORRESPOND TO DIFFERENT GEOMETRY"
try ORBITAL,record NOCHECKThis can happen for cases with more than 100 atoms,
since the old version was limited to 100).

10. Reorganization and generalization of basis input. Increased basis library.
11. Counterpoise geometry optimizations.

12. Improved running procedures for MPP machines. Parallel direct scf and scf gradients are
working. These features are only available with the MPP module, which is not yet being
distributed.

13. Important bugfixes for DFT grids, CCSD with paging, finite field calculations without
core orbitals, spin-orbit coupling.

14. Many other internal changes.

As an additional service to the . PrROCcOmMmunity, an electronic mailing list has been set up to
provide a forum for open discussion on all aspects of installing and usimigro. The mailing

listis intended as the primary means of disseminating hints and tips on how to use Molpro effec-
tively. It is not a means of raising queries directly with the authors of the program. For clearly
demonstrable program errors, reports should continue to be sentto molpro-support@molpro.net
; however, ‘how-to’ questions sent there will merely be redirected to this mailing list.

In order to subscribe to the list, send mail to molpro-user-request@molpro.net containing the
textsubscribe ; for help, send mail containing the tex¢lp .

Messages can be sent to the list ( molpro-user@molpro.net ), but this can be done only by
subscribers. Previous postings can be viewed in the archive at http://www.molpro.net/molpro-
user/archive irrespective of whether or not you subscribe to the list. Experienced Molpro users
are encouraged to post responses to queries raised. Please do contribute to make this resource
mutually useful.

B.4 Facilities that were new in MOLPRO98

MoLPR™8 has the full functionality of MLPROI6, but in order to make the code more mod-

ular and easier to use and maintain, a number of structural changes have been made. In particu-
lar, the number of different records has been significantly reduced. The information for a given
wavefunction type, like orbitals, density matrices, fock matrices, occupation numbers and other
information, is now stored in a single dump record. Even different orbital types, e.g., canonical,
natural, or localized orbitals, are stored in the same record, and the user can subsequently access
individual sets by keywords on tHeRBITAL directive. New facilities allow the use of start-

ing orbitals computed with different basis sets and/or different symmetries for SCF or MCSCF
calculations. The default starting guess for SCF calculations has been much improved, which
is most useful in calculations for large molecules. The use of special procedures for computing
non-adiabatic couplings or diabatization of orbitals has been significantly simplified. We hope
that these changes make the program easier to use and reduce the probability of input errors.
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However, in order to use the new facilities efficiently, even experienced™to users should
read the sectionRECORDSand SELECTING ORBITALS AND DENSITY MATRIGEShe
manual. It is likely that standard ®M.PRO96 inputs still work, but changes may be required in
more special cases involving particular records for orbitals, density matrices, or operators.

All one-electron operators needed to compute expectation values and transition quantities are
now stored in a single record. Operators for which expectation values are requested can be
selected globally for all programs of a given run using the glébBXPEGlirective, or for a
specific program using thEXPECdirective. All operators are computed automatically when
needed, and the user does not have to give input for this any more. See 88¢EesBLECTRON
OPERATORES AND EXPECTATION VALU&S$he manual for details.

Due to the changed structure of dump and operator records, the utility proégearROmMas a
new input syntax. MLPROI6 inputs forMATROR o not work any more.

In addition to these organizational changes, a number of new programs have been added. An-
alytic energy gradients can now be evaluated for MP2 and DFT wavefunctions, and harmonic
vibrational frequencies, intensities, and thermodynamic quantities can be computed automati-
cally using finite differences of analytical gradients. Geometry optimization has been further
improved, and new facilities for reaction path following have been added.

An interface to the graphics program MOLDEN has been added, which allows to visualize
molecular structures, orbitals, electron densities, or vibrations.

Integral-direct calculations, in which the two-electron integrals in the AO basis are never stored
on disk but always recomputed when needed, are now available for all kinds of wavefunctions,
with the exception of perturbative triple excitations in MP4 and CCSD(T) calculations. This
allows the use of significantly larger basis sets than was possible before. The direct option can
be selected globally using ti@DIRECTcommand, or for a specific program using DIRECT
directive. See sectiofNTEGRAL DIRECT METHOD# the manual for details. Note that the
DIRECT module is optional and not part of the basioMPRoOdistribution.

Localelectron correlation methods have been further improved. In combination with the integral-
direct modules, which implement efficient prescreening techniques, the scaling of the compu-
tational cost with molecular size is dramatically reduced, approaching now quadratic or even
linear scaling for MP2 and higher correlation methods. This makes possible to perform cor-
related calculations for much larger molecules than were previously feasible. However, since
these methods are subject of active current research and still under intense development, we
decided not to include them in the currentPROrelease. They will be optionally available

in one of the next releases.
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