


User Manual QMX Series



THANK YOU

Thank you for choosing the QStor QMX video storage appliance! This user manual provides
detailed information on the setup and operation of your video recording & storage system.

This manual will be your reference and help you to quickly become familiar with all functions

of the QStor QMX. It will help you to customize the QStor QMX video storage appliance to
your exact requirements.

For the initial setup of the QStor QMX video storage appliance, please refer to the ,Quick
Install Guide*.
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Section 1: Overview of the QStor QMX

1.1. Prominent Features

QStor QMX is the most reliable and, at the same time, the most technically advanced
solution for storing high resolution video data in a network. QStor QMX offers many
advantages:

Professional Integrated System with Mobotix Cameras

Together with current Mobotix network cameras, the QStor QMX implements a well-
rounded, comprehensive high-end solution. Mobotix is the world’s leading
manufacturer of high resolution video systems.

As a high-end network storage appliance, QStor QMX provides a Gigabit Ethernet
connection and a POSIX-compliant operating system optimized for video surveillance,
which contains the know-how from seven years of OEM product experience.
Therefore, videos stored on QStor QMX can be very effectively archived and
accessed within the network.

RAID Hardware Like a Professional Server

It is not merely the well-engineered operating system that turns the QStor QMX into a
perfect choice for video surveillance — this professional storage server also excels in
the hardware department. High-performance, server-grade processor technology, a
minimum of 2 GB RAM as well as a NAS harddisk system that is optimized for 24/7
operation and offers numerous RAID modes turn the QStor QMX into a performance
champion.

Installation in 5 Easy Steps

Add easy setup and operation to uncomprimising performance: The QStor QMX can
be set up without special network know-how and can be deployed in but a few
minutes. There are just five easy steps: Unbox, setup, IP adress configuration, run
our installation wizard and you're all set!

Automatic Setup via a Wizard

The comfortable setup wizard dramatically reduces the setup time — each and every
camera is integrated into the network automatically, which obviates manual
configuration. Especially installations with lots of video cameras benefit from this time-
saving feature. Fine-tuning of individual cameras can then be done quickly and
comfortably via the one-click Web GUI.



Optimal Support For Any Network: Individual IP Adress, NFS, SMB,
Bonjour

QStor QMX supports all common network protocols: Scanning the network is done via
Bonjour, writing is done via NFS and reading is done via SMB. Each video camera
receives its own IP address in the network and is assigned its very own NFS share.
Alternatively, the QStor QMX can also be accessed by the Mobotix management
software.

Two Product Lines For Each Situation: Standard und Pro

The QStor QMX product family consists of two product lines, ,Standard’ and ,Pro‘, and
features 4 to 12 hard disks with 500 GB, 1 TB or 2 TB each. Server appliances in the
,Standard' line are intended for small deployments, take up very little space and
feature a software RAID. The total number of cameras is intentionally limited in the
,Standard’ line, so that ,Standard’ server appliances will perform exactly as intended
and performance bottlenecks can be avoided.

The ,Pro’ line, however, is best suited for rack mount applications and takes up 1U or
2U, depending on the model. In contrast to the ,Standard’ line, the number of
cameras that can be attached is unlimited. In addition, the ,Pro’ line features high-
end, server-grade computer hardware: Redundant power supplies and a hardware
RAID controller card with a dedicated RAID chip, which supports several different
RAID levels. The ,Pro* devices can also be cascaded and support ,bonding’, i.e. their
network ports can be tied together.



1.2. Technical Data

QStor QMX Standard

Product Line QStor QMX Standard

Model QMX 20 | QMX 40 | QMX 45 | QMX 1040 | QMX 1045 QMX 2085
Form Factor Cube Cube Cube 1 U Rackmount 2 U Rackmount
Number of

Harddisk 4 4 4 4 8
Capacity per

Harddisk 500 GB, 1 TB oder 2 TB

Number of

Cameras 10 25 25 40 40
Supported

RAID Type MD-RAID

Supported RAID

Level 0,1,5 0,1,5,10 0,1,5,6, 10
Network .

Protocols NFS, SMB, Bonjour

Network .

Connection 2x 1Gbit Ethernet

Special Features

Extremely quiet due to fanless

20" Short Rack

operation
QStor QMX Pro
Product Line
Model QMX 1040+ QMX 2120+ QMX 2120 JBOD

Form Factor

Short-Rackmount

(1 HE, 50 cm Tiefe) Rackmount (2 HE)

Number of Harddisk

4 12

Capacity per Harddisk

500 GB, 1 TB oder 2 TB

Number of Cameras
Supported

unbegrenzt

RAID Type

Hardware-RAID

Supported RAID Level

0,1,5, 6,50, 60 JBOD

Network Protocols

NFS, SMB, Bonjour

Network Connection

2x 1Gbit Ethernet

Special Features

Redundantes Netzteil, Kaskadierbar, Bonding-fahig




Section 2: First Steps

QStor QMX and Mobotix cameras integrate seamlessly into a self-contained system. In this
system, the QStor QMX acts as the control center which controls all connected cameras.

2.1. Setting up and Connecting the QStor QMX

Please follow these five steps to correctly configure the system:

1.

2.

Put the QStor QMX and all cameras at their respective designated locations and
connect all devices to the building power supply, using the enclosed power plugs.
Depending on the camera model, it may alternatively be possible to supply power to
the camera via the network itself (PoE). Please refer to the camera manual about this.

Then connect all devices to the network. Attach a keyboard, a mouse and a monitor
to the QStor QMX. The respective connectors can be found at the rear of the server

appliance.

AN E]

2]
) \
B WS 3

Back Panel Connectors

HHHH

PS/2 connectors for mouse and keyboard are located at the very left side (1) and the
blue connector for a VGA monitor can be found at position (2), to the left of the two
Ethernet ports, which are located at the very right side of the connector panel.

Important: Connect the QStor QMX to the network via the left Ethernet port. It is
marked with a green dot. Connecting the left Ethernet port to the network is required
to be able to reach the QStor QMX via the network.

Connect the Mobotix cameras to your network. The QStor QMX as well as the
Mobotix cameras ship with IP addresses preconfigured to the ,10." network, which
should save you a lot of time. In most cases, it should not be necessary to change
network addresses.

Note: In order for all cameras to be found, Zeroconf (Bonjour) must be enabled on
each camera. After verifying this, please proceed with the configuration of the QStor
QMX.
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4. After turning on the QStor QMX, its integrated console appears. It is used to configure
all important network settings for the appliance. The console always displays the
currently configured IP addresses for both network ports (1). Network settings can be
changed via the menu in the bottom half of the screen (2).

die IP Adresse des Servers ein

httpis<10.10.16, 16
http:--10.10.18.11

| @ietzuerkinformat ionen
T Einstellungen der Netzwerkkarte(n) (TCP/IFD
B Hetzwerkkarteverbund auf loesen

4 Jumbo Frames
B Server neustarten
5 Server herunterfahren

Standardbenutzer ist admin, Standardkennwort ist gme

<Cancel?

Um den Server wvollstaendig zu konf igurieren, geben Sie in [hrem Webbrowser

The QStor QMX defaults to the following IP address settings for its two network ports:

Port IP Address | Subnet Mask
ETHO (left side, marked with a green dot) |10.10.10.10 | 255.0.0.0
ETHL1 (right side) 10.10.10.11 | 255.0.0.0

5. After connecting all devices and configuring the network settings as described above,
you can launch the camera detection scan via the Web GUI wizard.

11



2.2. Initial Setup via the Web GUI

The Web GUI of the QStor QMX is used for the detailed system configuration. Cameras that
are connected to the network can be attached to the server appliance via a Web GUI wizard.
The Web GUI works on all major web browsers, for instance Microsoft Internet Explorer and
Mozilla Firefox. We recommend using the latter.

Logging into the System

Point your browser to the IP address of the QStor QMX that you have previously configured
via the VGA console screen. QStor QMX shows the following screen:

Language / Sprache : English

Change user password

Click on the ,Login’ button to log on. For your initial Web GUI session, the defaults for user
name and password are:

User name: admin

Password: gmx

The Web GUI of the QStor QMX is split into two sections: At the left side of the screen, the
main menu appears, showing the following menu items: ,Mobotix' - ,System‘ — ,Storage
Management’ — ,Access Control‘ — ,Network'

The contents of the currently selected submenu appear on the right side of the screen. How

12



to configure the cameras via the Web GUI is shown in the Quickstart Guide. Please consult
the User Manual for help with all other configuration actions.

Configuring a Swap Partition and a Network Share

Prior to setting up the cameras via the wizard, both a swap partition and a network share
should be configured. The start screen of the Web GUI will remind you that swap partition
and/or network share have not been configured yet.

Currently there is no swap partition active or defined.

This can cause performance and stability issues. Please click here to create a swap partition

Currently there is no share active or defined.

Please click here to create one

Hint: Clicking on the word ,here’ in any of the reminder notices will redirect you directly to
the configuration screen for the swap partition (section 5.2.4.) and the network shares
(section 6.1.), respectively. Of course, both configuration screens can also be reached from
the main menu.

- Configuring a network share: Click on the word ,here’ in the notice window.
Alternatively, click on ,Network Share Administration‘ in the main menu and on ,Create
New Network Share' in the submenu that appears. Configure a share name and its
size in Gigabytes. After clicking on ,Create Network Share’, QStor QMX will create
the share.

- Configuring a swap partition: Click on the word ,here' in the notice window.
Alternatively, click on ,Basic System Settings'‘ in the main menu and select the field
,Swap Partition‘. In the next window, enter the size of the swap partition in
Megabytes. The size of the swap partition should be approximately 1.5 times the
RAM size, but not more than 2 GB. After clicking on ,Create Swap Partition‘, QStor
QMX will create the swap partition.

13



Configuring Cameras with the Camera Wizard

Configuring new cameras can be easily done via the camera wizard. We will illustrate how
this is done on the following pages.

1. Inthe main menu, click on the menu item ,Mobotix’ and then on the item ,MX Config'.
The system now reads in the parameters of all connected cameras and displays them
in a convenient table. (During initial setup, however, there isn’'t anything to display
yet.)

MX-Config

Camera Wizzard Add manually

No Mobotix camera imported. If you wish to add a camera you can scan for new cameras or add it manually

2. You can conveniently configure a new camera via the camera wizard, by clicking on
the button ,Camera Wizard' in the ,MX Config‘ window. After clicking on ,Next, the
server begins to scan the network for newly added cameras. This operation may take
several minutes.

Please note: In order for the QStor QMX appliance to be able to interoperate with
Mobotix cameras, it needs to ,get to know' each one and retrieve its settings. This is

done by adding cameras either manually, or automatically via the camera wizard. The
QStor QMX will not change camera settings, only retrieve them.

The server will look for new cameras on the network. This may take a few minutes. Please click on "Next" to start.

Next

14



3. The wizard now displays a list of newly detected cameras. If you want to prevent a
camera from being imported, please deselect the check mark in the ,Import* column
on the respective camera line. Once you are done with this, click on ,Import Selected

Cameras'.
MX-Config
Import selection Back
Maximal Number of supported cameras : 5
| Select All || oK |
Import Name IP Address Model Firmware Status
[‘j mx10-9-75-41 10.9.75.41:80 Q24M-Secure MX-v4.0.4.18 Not imported

4. In order to be able to configure the cameras, please provide the cameras'
administration password on the next screen of the wizard. As noted in the dialog
window, all cameras will be configured via one and the same administration
password. (In case administration passwords were different among cameras, you
would have to configure each group of cameras that share the same password one
by one.) After entering the password, click on ,Next".

MX-Config

The camera assistant requires additional information to configure the selected cameras.
Please enter the admin password for the selected cameras.

MX-Config manages all selected cameras through one admin
password. Please re-run MX-Config as often as necessary if your

cameras require different passwords (one MX-Config run for each
password set).

Camera Admin admin
Password e
( Next | \Cancel |

15



5. The camera wizard allows you to reconfigure the IP address range of your cameras.

6.

In this case, the wizard will assign a new IP address to each and every camera, not
just to the ones selected in the previous step, and reboot them. Click on ,Next' to
configure new IP addresses. In case you do not want to change the IP address range,
click on ,Skip‘.

MX-Config

Please select the address range (e.g. 192.168.0.1 7 20).

WARNING! Please be sure that the IP address range and the subnet
mask are matched. Otherwise it will not be possible to access the
cameras after completing the configuration.

IP Range -

Netmask

Gateway (Optional)

Next Cancel

If you clicked on ,Next’, please configure the IP address range and, optionally, a
gateway in the next window. Then click ,Next' to proceed.

Now configure a suitable IP address and target network share for the camera
recording data. In case no network share has been configured yet, the field ,Target
Network Share* will be empty. You can create a network share by selecting the menu
item ,Network Share Administration‘ in the main menu and then clicking on ,Create
New Network Share'.

MX-Config

Please select the appropriate network adapter and the target share for your video recordings. Should the dropdown
list not contain any shares please check the ?shares? option in the main menu.

Target NIC eth0:192.168.5.143 =

Target Share

Next Cancel

After entering the IP address and the target network share, click on ,Next‘ to proceed.

16



7. Do you want to configure the recording parameters of the cameras right here in the
wizard? If so, the wizard allows you to do that and you can now enter important
parameters such as image resolution, image quality, recording times and the
maximum recording size.

Picture Resolution 640x480 -
Image Quality Mormal *
Timetable Mon-5top :
Recording Option snapshot :

Max record size in MB
(Max=no limit)

How many days should be kept

M
(Max=no limit) B
How many video sequences should be kept "
ax
(Max=no limit)
MNext Cancel Skip

8. Depending on the scale of your camera deployment, it may take some time until the
wizard has transmitted all entered setup parameters to each and every device.
Hence, the second-to-final window of the wizard gives you the option whether you
want to be notified of configuration start and configuration end by email.

MX-Config

MX=-Config will start to configure your cameras once the configuration options are completed. Depending on the total
system size this may take a while. The system supports email notification to update you on the exact start and
completion of this process. Please insert your email data to use this feature.

NOTE: A network SMTP server or an Internet connection to your
desired SMTP server must be available for the QMX system to
successfully operate the email notification.

IP address of the SMTP Server:

Sender

Recepient

Use SMTP Authentication

User:

Password:

Next Skip



In order to enable that, enter the email settings that are valid within your network into
the respective entry fields, then click ,Next'. If you want to opt out of receiving email
notifications, click ,Skip‘ instead.

9. In order for camera recordings to start and end at the precise time that has been
configured, the cameras need to receive their time information from the QStor QMX
appliance. If you want the storage server to provide the time to all cameras, and thus
operate completely synchronous with the cameras, click on ,Yes' here.

MX-Config

This system can act as a time server for the cameras. Should cameras automatically sync time with this system?

10.

Yes No

Now the MX Config wizard has all necessary information to actually begin configuring
your cameras. As soon as this configuration has completed, you can list and inspect
your cameras in the Web GUI under menu item ,MX Config‘. In case you have
configured email notification, you will also receive a status report by email at that
time.

MX-Config
Camera Wizzard Refresh Add manually
Name IP Address Port | Model Firmware | Target Share |Protocol Status Action
mx10-9-75-41 10.9.75.41 80 |Q24M-Secure |N/A N/A N/A N/A Ve ";S?? %

You can modify camera settings at any time by clicking on the gear icon in column
JAction’. Column ,Action’ also allows you to do other things: Clicking on the ,Play* icon
will show you the live feed of the camera in a new window and clicking on the red
circle will manually start recording. You can also delete a camera that is no longer
needed by clicking on the broom icon.

Once you have completed all steps of the configuration, QStor QMX will automatically
commence the recording operation by storing video data at the network share which
you have configured.

18



Section 3: The Web Interface

The Web interface that is integrated into the QStor QMX is the ,command center’ of the
appliance. Each and every system setting can be configured in detail here. One part of this
is, for instance, camera installation and configuration, which is discussed in section 2. The
web interface also allows configuration access to all settings that are relevant for a network
storage appliance, such as storage management, access control, network configuration and
guerying system statistics as well as alert notices.

The web interface works with all current web browsers , including Microsoft Internet Explorer
and Mozilla Firefox. We recommend the latter.

3.1. Logging into the Web Interface

Point your browser to the IP address of the storage appliance that you have previously
configured on the VGA console. QStor QMX will show the login screen:

tExuS

Language / Sprache : English

Change user password

Click on the ,Login’ button to log on. Now, the Web interface asks for the user name and
password.

19



“gstor”.

- Enter your name and password for the server

Connect as: () Guest

(=) Registered User

Name: admin
Password: ese

|| Remember this password in my keychain

[ Cancel | [ Connect J

For your initial Web GUI session, the defaults for user name and password are:
User name: admin
Password: gmx

Pressing the ,Enter’ key or clicking on ,OK* will log you on. The browser now displays the
main menu of the QStor QMX appliance. Here you can configure all system settings.

20



3.2. Menu Layout of the Web Interface

The Web GUI of the QStor QMX is split into two sections: At the left side of the screen, the
main menu appears. The contents of the currently selected submenu appear on the right side
of the screen.

After logging in, the web interface will always show a system information summary page. You
can access this summery page at any time via the menu ,System’, menu item ,System
Information‘.

Note: After the initial logon, the system displays two messages, prompting you to configure
a swap partition and a network share. Both actions can be initiated by clicking on the word
Jhere’ in the respective message box. How to do this in detail is explained in Section 2 ,First
Steps' and also in Section 5.2.4 ,Setting Up a Swap Patrtition' and Section 6.1.4 ,Creating a
Network Share’, respectively.

Exu$S

System Info

Servername gstor
Current time: 17:03:15 Raid Status q/
Version QStor QMX Physical Memory 19985 MB
Build 20110725 System Use 440 MB
Manufacturer  Supermicro System Cache 424 MB
Model X7SPA-HF .

Swap Partition 0 MB
CPU Intel(R) Atom(TM) CPU D525 @

Swap Memory usage 0 %
Speed 1800.004 MHz

Number of CPUs4
Online since 12 minutes

CPU Usage | 3%

Currently there is no swap partition active or defined.

This can cause performance and stability issues. Please click here to create a swap partition

Currently there is no share active or defined.

Please click here to create one

Network Info

Network IP-Address Subnet Gateway Received Sent
etho 192.168.5.143  255.255.255.0 192.168.5.1 0 Megabyte 0 Megabyte
ethl 10.10.10.10 255.0.0.0 ? 0 Megabyte 0 Megabyte
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All the functionality of the web interface is contained in the following five top level menus:

Mobotix: This menu allows you to administer the Mobotix cameras. You can add
new cameras via a wizard, change camera settings, remove unneeded cameras from
the camera list and even display the live video feed of each camera.

System: This is the menu for basic system settings of the QStor QMX. It allows you
to view system configuration, statistics and event logs. You can also shut down or
reboot the QStor QMX via this menu.

Storage Management: This menu is all about the hard disks of the QStor QMX:
You can create network shares, initialize hard disks, set the RAID level and manage
any supported hardware RAID controller.

Access Control: This menu presents all user management settings. Here you can
define which user belongs to which group and precisely who may access any given
network share.

Network: This menu allows you to configure all network-related system parameters.
If you are using a UPS (uninterruptible power supply) made by APC, you can also use
this menu to configure the interaction of the UPS with the QStor QMX.
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Section 4: The Mobotix Menu

The ,Mobotix’ menu has a single, but rather important, submenu - ,MX Config‘. It is used to
manage all Mobotix cameras that are connected to the QStor QMX. You can also
conveniently add new Mobotix cameras via a wizard.

In order for the QStor QMX appliance to be able to interoperate with Mobotix cameras, it
needs to ,get to know' each one and retrieve its settings. This is done by adding cameras
either manually, or automatically via the camera wizard. The QStor QMX will not change

camera settings, only retrieve them.

If you have already installed a Mobotix camera as described in ,Section 2 : First Steps’, the
web interface will now list it. When more cameras are added, each of them gets a line of its
own.

MX-Config
Import selection Back
Maximal Number of supported cameras : 5
Select All = || OK
Import Name IP Address Model Firmware Status
@ mx10-9-75-41 10.9.75.41:80 Q24M-Secure MX-V4.0.4.18 Not imported

The list has the following columns:
* Name: The name of the Mobotix camera
* IP address: The IP address of the Mobotix camera
*  Model: The detailed model designation of the Mobotix camera
* Firmware: The firmware version of the Mobotix camera

« Target network share: The network share that you have specified. The Mobotix
camera will store its video recordings there.

*  Protocol: The transmission protocol to be used
« Status: The current device status of the Mobotix camera

« Action: This column contains four icons that allow you to modify settings and trigger
actions of the Mobotix camera
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4.1. Triggering Actions of Mobotix cameras

The column ,Action’ allows you to trigger actions for each Mobotix camera. The web interface
allows you to choose four actions:

* Play back a live video feed: Click on the ,Play‘ icon to display the currenl{?}
camera video feed in a new window. Please note that the video feed will only work if
you have set up the network parameters of the camera correctly and completely.
Please consult sections 4.2 and 4.3 on how to add a new camera.

« Start recording: Clicking the red circle will start recording the video feed of the
selected camera. Video data is stored at the specified network share.

+ Change settings: Click on the gear icon in the ,Action’ column and the web
interface will display a screen with detailed settings of the selected camera. You can
modify the name, the IP address, the user name and password, the network address,
the protocol and the target network share.

MX-Config
Model Q24M-Secure
Firmware MX-V4.0.4.18
Name mx10-9-75-41
IP Address 10.9.75.41
Port B0
Camera admin user admin
Camera admin password senune
Target NIC 10.10.10.10
Protocol NFS +

Target Share

Save and restart cam Back

* Remove camera: If you no longer want a camera as part of the system or want to
start to configure a camera from scratch, please click on the broom icon, which is the
right-most icon in the ,Action‘ column. The selected camera will then be removed from
the list.
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4.2. Adding a Mobotix-Kamera via the Camera Wizard

You can conveniently add a new camera via the camera wizard of the ,Mobotix* menu. We
will now show you how.

1. Click on the ,Camera Wizard* button. After clicking ,Next’, the server will scan the
network for newly added cameras. This action can take serveral minutes.

The server will look for new cameras on the network. This may take a few minutes. Please click on "Next" to start.

Next

2. Newly added cameras are displayed in list form. If you do not want to add a camera
at this point, deselect the check mark in the ,Import' column of the respective camera
line. Once you are done selecting and deselecting, click on ,Import Selection’ to
proceed.

3. To configure one or more cameras, enter the admin password of the selected
cameras on the next screen of the wizard. As noted in the dialog window, all selected
cameras will be configured using the very same admin password. In case the admin
passwords of cameras differ, the configuration has to be repeated separately for each
group of admin passwords. After entering the admin password, click on ,Next".

MX-Config

The camera assistant requires additional information to configure the selected cameras.
Please enter the admin password for the selected cameras.

MX-Config manages all selected cameras through one admin
password. Please re-run MX-Config as often as necessary if your
cameras require different passwords (one MX-Config run for each
password set).

Camera Admin admin
Password e
MNext Cancel
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4. The camera wizard allows you to reconfigure the IP address range of your cameras.
In this case, the wizard will assign a new IP address to each and every camera, not
just to the ones selected in the previous step, and reboot them. Click on ,Next' to
configure new IP addresses. In case you do not want to change the IP address range,
click on ,Skip‘.

MX-Config

Please select the address range (e.g. 192.168.0.1 ? 20).

WARNING! Please be sure that the IP address range and the subnet
mask are matched. Otherwise it will not be possible to access the
cameras after completing the configuration.

IP Range -
Netmask

Gateway (Optional)

| Next | | Cancel |

If you clicked on ,Next’, please configure the IP address range and, optionally, a
gateway in the next window. Then click ,Next' to proceed.
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5. Now configure a suitable IP address and target network share for the camera
recording data. In case no network share has been configured yet, the field ,Target
Network Share’ will be empty. You can create a network share by selecting the menu
item ,Managing Network Shares' in the main menu and then clicking on ,Create a
Network Share'.

MX-Config

Please select the appropriate network adapter and the target share for your video recordings. Should the dropdown
list not contain any shares please check the ?shares? option in the main menu.

Target NIC eth0:192.168.5.143 =

Target Share

MNext Cancel

After entering the IP address and the target network share, click on ,Next' to proceed.

6. Do you want to configure the recording parameters of the cameras right here in the
wizard? If so, the wizard allows you to do that and you can now enter important
parameters such as image resolution, image quality, recording times and the
maximum recording size.

Picture Resolution 640x480 H
Image Quality Normal +
Timetable Non-5Stop *
Recording Option snapshot =

Max record size in MB
(Max=no limit)

How many days should be kept

M,
(Max=no limit) “
How many video sequences should be kept "
ax
{Max=no limit)
Mext Cancel Skip
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7. Depending on the scale of your camera deployment, it may take quite some time until
the wizard has transmitted all entered setup parameters to each and every device.
Hence, the second-to-final window of the wizard gives you the option whether you
want to be notified of configuration start and configuration end by email.

MX-Config

MX-Config will start to configure your cameras once the configuration options are completed. Depending on the total
system size this may take a while. The system supports email notification to update you on the exact start and
completion of this process. Please insert your email data to use this feature.

NOTE: A network SMTP server or an Internet connection to your
desired SMTP server must be available for the QMX system to
successfully operate the email notification.

IP address of the SMTP Server:

Sender

Recepient

Use SMTP Authentication

User:

Password:
MNext Skip

In order to enable that, enter the email settings that are valid within your network into
the respective entry fields, then click ,Next'. If you want to opt out of receiving email
notifications, click ,Skip‘ instead.

8. In order for camera recordings to start and end at the precise time that has been
configured, cameras need to receive their time information from the QStor QMX
appliance. If you want the storage server to provide the time to the cameras, and thus
operate completely synchronous with the cameras, click on ,Yes' here.

MX-Config

This system can act as a time server for the cameras. Should cameras automatically sync time with this system?

Yes No

Now the MX Config wizard has all necessary information to actually begin configuring
your cameras. As soon as this configuration has completed, you can list and inspect your
cameras in the Web GUI under menu item ,MX Config‘. In case you have configured
email notification, you will also receive a status report by email at that time.

28



4.3. Add Mobotix Cameras Manually

You can add a new camery manually in the menu ,Mobotix’. Simply click on the item ,add
camera manually’ and follow the steps described below.

1. Provide the IP address of the Mobotix camera as well as the administrator account
name and password. The account can be any user with administrative rights. The
admin passwort is always identical: ‘'meinsm’.

2. QStor QMX will now search the network fort he Mobotix camera and will then show
you the success screen shown below.

MX-Config
Camera IP 10.9.75.41
Port 80
Camera admin user admin
Camera admin password wen
Next Cancel
MX-Config

Camera has been added successfuly.
Name : mx10-9-75-41
Model : Q24M-Secure

Firmware : MX-V4.0.4.18

Do you wish to configure it now?
Configure Close

If you want to edit the camera settings, please click on 'configure’. Otherwise you can close
the manual installation.

3. In the following screen you can change the name, IP address, administrator account data,
network address, network protocol and the target share for the Mobotix camera.
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Note:
* Select port 443 if you want to run an encrypted connection.

* The administrator password for the Mobotix camera is always 'meinsm’.

MX-Config
Model Q24M-Secure
Firmware MX-V4.0.4.18
Name mx10-9-75-41
IP Address 10.9.75.41
Port B0
Camera admin user admin
Camera admin password ssnnss
Target NIC 10.10.10.10 S
Protocol NFS &

Target Share

Save and restart cam Back

After having made the configuration changes click on 'save settings and restart camera’.
Depending on the camera model it may take up to a minute until the camera will have
restarted and be available in the overview. Click on ’back’ to return to the MX configuration
menu.

MX-Config

Configuration change was successful
Camera is rebooting now and will be available in few minutes

Back



Section 5: The System Menu

Via the ,System' menu you can view and modify all basic system settings of the QStor QMX.
The menu allows you to view the system configuration, statistics and event logs. You can
also shut down or reboot the QStor QMX via this menu.

5.1. System Information

The ,System Information' menu keeps you informed about the current status of all hardware
and network components of the QStor QMX. This menu is also automatically displayed upon
logging into the Web GUI.

For ease of use, the ,System Information‘ menu is split into two sections: ,System
information‘ and ,Network information’.

* Section ,System Information’ provides the status for CPU load, RAID system and
system memory. Additionally, the QStor QMX displays the uptime, the system name
and the current time.

Please note: After the first power-up and initial login, the start screen of the Web
GUI will remind you that neither a swap partition nor network shares have been

configured yet. Clicking on the word ,here’ in any of the reminder notices will redirect
you directly to the configuration screen for the swap partition (Section 5.2.4.) and the
network shares (Section 6.1.), respectively. Of course, both configuration screens can
also be reached from the main menu.

* In section ,Network Information‘ the Web GUI will display the current IP address
for both network ports of the QStor QMX, as well as the gateway address and the
volume of received and transmitted data (in MB).

* The final section on this page lists the network shares, i.e. all currently available
storage directories that can be used over the network. In case no network shares
have been configured yet, this section will not be displayed. Please consult section
6.1. for information on how to create network shares and how to grant access
permissions for them.
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5.2. Basic Settings

As suggested by its name, the ,Basic settings’ menu allows you to view and change basic
system settings of the QStor QMX: The time, the hostname by which the QStor QMX will be
seen in the network, as well as settings for password, swap partition and character set. By
clicking on a menu item, the respective submenu will be displayed.

General Settings

Time Settings
Server Name
Change Password
Swap Partition
Codepage

5.2.1. Setting the Time

The submenu ,Time* allows you to set the system time of the QStor QMX, choose the time
zone and optionally specify a NTP server. In order to change a setting, click on the respective
menu item.

Time Settings

Change Date / Time
Time Zone

Sync time via NTP

+ Changing date / time: Enter time and date into the entry fields and confirm by
clicking on ,Save'. Clicking on ,Back’ instead will abandon any changes and get you
back to the ,Time‘ menu.

Date and Time

Time (HH:MM) 17:13
Date (DD/MM/YYYY) 17/08/2011
Save Back
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Time zone: Set the time zone of the system by clicking on the drop-down box and
selecting the appropriate time zone. Confirm your selection by clicking on ,Save'.

Time zone Settings

Europe fBerlin

Save Back

Time synchronization via NTP: This menu item allows you to specify a server for time
synchronization, which will keep the system time of the QStor QMX synchronized
down to about one millisecond. In order to activate time synchronization, put a check
mark into the ,Use time synchronization‘ checkbox and enter the server name or IP
address of a NTP server into the input field. The QStor QMX will default to a NTP
server and you may opt to keep it or change it. In the latter case, enter the server
name or IP address of the NTP server of your choice into the input field. By clicking
on the ,Synchronize now' button, you can immediately synchronize the QStor QMX
server’s time. Afterwards, click on ,Save' to save your settings.

Time Sync via NTP

Time Sync via NTP (Network Time Protocol) over Internet.
If enabled, this service will sync time with time servers over internet.

This option will not work in an Active Directory enviroment - in this case the server will sync time with the
KDC server.

You can find more information about this feature at http://www.ntp.org

Address of the Server pool.ntp.org

Save Back

5.2.2. Setting the Hostname

Here you can set the hostname of the QStor QMX. In the network, your video storage
appliance will subsequently appear with this name. Enter the host name into the input field
,Hostname' and optionally add a comment in the ,Description’ field. By clicking on the ,Save
Changes' button, your new settings will be stored.

Name of the Server

Mame of the Server gstor

Description QStor Server

Apply Changes Back
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5.2.3. Changing Passwords

This menu allows you to change the password for the current user account as well as
passwords for other users. Please see ,section 7.2. Users and Groups' for information on
how to administer existing user accounts and how to create new ones.

The field ,User name* shows the user name of the current user who is logged on in the Web
GUIL. In case you want to change the password of a different user, please change the user
name in the input field accordingly. Enter the current password of the user into the ,Current
password’ field and then the new password into the ,New password* and ,Confirm new
password' fields. By clicking on the ,Change password' button, the new password will be
saved.

Change User Password

User Name

Current Password

MNew Password

Retype new Passwort

Change Password Cancel
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5.2.4. Setting up a Swap Partition

For the QStor QMX to run at optimal performance, it is essential to specify a swap partition.
This menu allows you to set up a swap partition by entering the size of the swap partition in
Megabytes.

Note: The size of the swap partition should be approximately 1.5 times the RAM size, but
not more than 2 GB.

Swap Partition

Here you can configure swap partitions.

It is strongly recommended to create one. This can improve the speed and stability of
the system significantly.

We recommend 1,5x size of your System Memory. Please do not create more than 2 GB.

Drive gmx
Full capacity: 476936 Megabyte
Free: 476936 MB

2000 Size in Megabyte

Create swap partition Back

After entering the size of the swap partition and clicking on ,Create Swap Partition‘, the QStor
QMX appliance will create the swap partition. This action will only take an instant and you
can continue working in the Web GUI immediately.
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5.2.5. Selecting the Character Set

This menu determines the character set that is used for network shares. For international
customers, ,UTF-8 (international)‘ is recommended. Customers in Germany may keep ,ISO-
8859-15" instead, which is the factory default. By clicking on ,Save’, the setting will be stored.

Codepage Settings

Here you can configure the character set for your shares.

If you are outside of europe or north america it is recommended to use UTF-8.

I50-8855-15

Sawve Back

5.3. System Administration

This menu allows you to configure all basic system parameters of the QStor QMX. This
includes activation and management of licences and a command console. You can also back
up the system configuration, restore the system configuration from a previous backup and
view hardware information. The ,System Administration* menu also allows you to power off
and reboot the QStor QMX.

System

Hardware Info
Activation

Additional Licence
Debug

Save system settings
Load system settings
0S Update
Shutdown

Reboot

5.3.1. Hardware Information

The ,Hardware Information‘ menu gives you an overview over the hardware components
inside the QStor QMX. Apart from system components such as CPU, motherboard, RAM and
network controllers as well as harddisk controllers, detailed information about the attached
harddisks is also available here.

Section ,Connected harddisks' of the Web GUI provides a plethora of information about the
internal harddisks, for instance harddisk number, model name, serial number and capacity. In
addition to that you can see which logical RAID drive a particular physical harddisk belongs
to, whether or not the harddisk has been initialized and what the S.M.A.R.T. status and the
temperature of the harddisk is.
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Hint: You can get even more detailed information about the S.M.A.R.T. status by first
clicking on ,Hard Disks' and then on ,S.M.A.R.T." in the ,Storage Management' submenu.

System Info

Server name gstor

0S Version QStor QMX

Build 20110725

CPU Intel(R) Atom(TM) CPU D525@ 1.80GHz, 1800 MHz
Mainboard Manufacturer Supermicro

Mainboard Name X75PA-HF

Speed 1799.867 MHz

Number of CPUs 4

System Memory 1995.18 MB

Network Controller

Disk Controller

ethO Super Micro Ethernet controller
ethl Super Micro Ethernet controller

Super Micro 82801IR/IO/IH (ICH9R/DO/DH) 6 port SATA AHCI Controller
IDE interface

Drive Information

Drive Model Serial Capacity e Initialized S.M.ART
ATA ST3500514NS

sdb 9WI12PVF 465 GB md0 yes OK
SN12
ATA ST3500514NS

sdc TS 9WI12Q4H 465 GB md0 yes OK

Temperature

33 °C

33 °C

5.3.2. Activation

This menu enables you to activate the QStor QMX. Please note that the QStor QMX server
appliance is already activated when you receive it. Another activation would only be
necessary as part of restoring the system, when instructed to do so by Exus Technologies

customer support.

Server Activation

Server is activated

Activation is binded to the drive serial number :

4434581519Y
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5.3.3. Additional Licenses

This menu allows you to add additional licenses to the QStor QMX. Please note that the
QStor QMX server appliance already comes with all necessary licences when you receive it.
Adding licenses would only be necessary as part of restoring the system, when instructed to
do so by Exus Technologies customer support.

Extensions
Back
. Licence Number
Licence Status Serial : 4434581519Y
Extra Capacity not installed Install Licence
Extra Features not installed Install Licence

5.3.4. Command Console

You can directly modify system parameters of the QStor QMX via the command line console.

Caution: This menu is labeled ,Debug’ for a reason. Please use this console only when
instructed by Exus Technology tech support. Trying to input commands on your own may be
detrimental to the operation of the QStor QMX and may even damage it or render it
unusable.

Command prompt

Please use the console only if advised by technical support

Enter Command Back
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5.3.5. Backing Up System Settings

This menu allows you to back up the system settings of the QStor QMX and download a
copy via your web browser.

Backup settings

Here you can create the backup file of the server settings.

Create backup file Back

Here’s how its done: First click on the button , Create backup file'. The QStor QMX server
appliance generates a backup file with all system settings and lets you download this file.
This file is always named ,serversettings.tar.gz' and is in the GZIP format. Clicking on the file
name will start the download process.

Backup settings

Here you can create the backup file of the server settings.
serversettings.tar.gz

Back

5.3.6. Restoring System Settings

You can restore a previously saved copy of the system settings at any time. In order to do
this, first copy the backup file into the root directory (home directory) of any network share.
The QStor QMX will automatically recognize this file and display it in the drop-down box. By
clicking on the ,Select network share* button, you can select a backup file and thus restore
previously saved system settings.

Recover Server settings

Copy the recovery file on to one of the shares (into the root folder) and select
the share - server will then automatically find the update files

Select share Cancel
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5.3.7. Updating the System

The QStor QMX system is continuously being improved in order to provide the best
performance and customer experience. Such improvements are bundled into firmware
updates by the Exus Technology development team and you can download and install them
via this menu.

OS Update

Should the server automatically search for updates or do you already have an update file?

Search I already have an update file

* Search: The easiest way to update the firmware is by automatic search. By clicking
on the ,Search’ button, the system will establish an internet connection to a Exus
Technology server and check whether more recent firmware, than the one that is
installed on your server appliance, is available.

OS Update

Do you need a proxy server to connect to the internet?

Yes No

In case your site uses a proxy to connect to the internet, click on the ,Yes' button and
specify the site-specific proxy settings, as shown below. After clicking on ,Save’, the
specified proxy will be used in order to find a firmware update. In case there is a more
recent firmware version available, it will be automatically downloaded onto the server
appliance.

OS Update

Please enter your proxy settings

Proxy server

Port
Proxy user admin
Passwoaord e
Sawve Back
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Click on ,Install manually‘ on the first screen. Copy the file containing the firmware
update into the root directory of any network share. The server appliance will
automatically recognize the firmware upgrade and display it in the menu. After
clicking on ,Select network share' and a final confirmation, the firmware update will be
installed.

5.3.8. Shutting Down the Server

This menu allows you to shut down the QStor QMX. Just click on ,Shut down’. ,Cancel* will
return you to the menu ,System’. This menu offers the same functionality as the menu ,Shut
Down the Server' that is reached via ,System‘ — ,Shutdown / Reboot' (see section 5.7.1.)

Shutdown Cancel

5.3.9. Rebooting the Server

This menu allows you to reboot the QStor QMX. Just click on ,Reboot’. ,Cancel’ will return
you to the menu ,System’. This menu offers the same functionality as the menu ,Reboot the
Server' that is reached via ,System‘ — ,Shutdown / Reboot' (see section 5.7.1.).

Reboot Cancel

5.4. Event Logs

System activity always leaves a trail: The QStor QMX appliance logs all events and
categorizes them for the sake of clarity.

5.4.1. System Log

The system log contains a comprehensive trail of system events. The most recent event is
displayed on top. If you do not want to retain the current log, you can erase it by clicking on
,Erase all log entries'.
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System Log

| Delete all entries | | Back |

Aug 5

15'928-35 15:28:35 gstor kernel: ACPI: RSDF 00000000000fa7c0 00024 (v02 ACPIAM)

Aug 5

15:28:35 15:28:35 gstor kernel: ACPI: XSDT 000000007f690100 00074 (vO1 SMCI 20101217 MSFT 00000097)

Aug 5

15'928-35 15:28:35 gstor kernel: ACPI: FACP 000000007f690290 000F4 (v03 121710 FACP1048 20101217 MSFT 00000097)
Aug 5

15'928-35 15:28:35 gstor kernel: ACPI: DSDT 000000007f6805d0 0O6EES (v01 1060A 1060A000 00000000 INTL 20051117)
Aug 5

T 15:28:35 gstor kernel: ACPI: FACS 000000007f69e000 00040

Aug 5

15'928-35 15:28:35 gstor kernel: ACPI: APIC 000000007f690380 00072 (vO1 121710 APIC1048 20101217 MSFT 00000097)
Aug 5

15'928-35 15:28:35 gstor kernel: ACPI: MCFG 000000007f650410 0003C (v01 121710 OEMMCFG 20101217 MSFT 00000097)

5.4.2. Boot Log

You can view the boot log of the underlying Linux system via this menu. Should you no
longer need the current boot log, you can erase it by clicking on ,Delete all log entries'.

Boot Log

| Delete all entries | | Back |

Linux version 2.6.38.6-entx64-20110511-386 (root@productionxé6d_3)
Command line: auto BOOT IMAGE=Standard ro root=905 rootdelay=11
BIOS-provided physical RAM map:

(gcc version 4.4.4 (GCC)

BIOS-ef20: 0000000000000000 - 000000000009d800 (usable)
BIOS-e820: 000000000009d4800 - 00000000000a0000 (reserved)
BIOS-e820: 00000000000e4000 - 0000000000100000 (reserved)
BIOS-e820: 0000000000100000 - 000000007£680000 (usable)
BIOS-e820: 000000007f68e000 - 000000007£690000 type 9
BIOS-e820: 000000007£690000 - 000000007£69e000 (ACFI data)
BIOS-eB20: 000000007£69e000 - 000000007f£6e0000 (ACPI HVS)
BIOS-eB820: 000000007f£6e0000 - 0000000080000000 (reserved)
BIOS-eB820: 00000000e0000000 - 00000000£0000000 (reserved)
BIOS-e820: 00000000£fee00000 - 00000000fee0l1000 (reserved)
BIOS-eB820: 00000000££c00000 - 0000000100000000 (reserved)
NX (Execute Disable) protection: active

DMI present.
DMI:
e820 update

e820 remove

range:

range:

Mo AGP bridge found

last _pfn =

MTRR fixed ranges enabled:

00000-9FFFF
AOO0O0-BFFFF
CO0000-CFFFF
LO000-DFFFF
E0000-EFFFF

write-back
uncachable
write-protect
uncachable

write-through

uncachable

Supermicro X7SPA-HF/X7SPA-HF,
0000000000000000 - 0000000000010000 (usable)
00000000000a0000 - 0000000000100000 (usable)

0x7f680 max arch pfn
MTRR default type:

BIOS 1l.1la

= 0x400000000

12/17/10

==> (reserved)

)

#2 SMP
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5.4.3. RAID Log

The QStor QMX logs all events that are related to the RAID system in the ,RAID log‘. Should
you no longer need the current RAID log, you can erase it by clicking on ,Delete all log
entries’.

Raid log

Celete all entries Back

Here you can see the events for the software raid.

05/08/2011 15:31 Raidverbund "raid1" {md0) erfolgreich geltscht
05/08/2011 15:36 RAID 1 mit dem Namen "RAID1" (md0) wurde erfolgreich erstellt
15/08/2011 16:43 Raidverbund "RAID1" (md0) erfolgreich geldscht
17/08/2011 17:20 RAID 1 with the name "gmx" (md0) has been sucessfully created

5.4.4. UPS Log

In case you are using the QStor QMX in tandem with a uninterruptible power supply (UPS),
you can view related events via the ,UPS log' menu. Should you no longer need the current
UPS log, you can erase it by clicking on ,Delete all log entries'.

Please note: In case error messages appeatr, this may be an indication that either there is
no UPS system or that the UPS system has not been configured correctly.

APC UPS Events

Celete all entries Back

If you see errors like "FATAL ERROR. in linux-usb.c at line 575" it means that UPS has not been configured
properly or not supported. You can check the UPS configuration here

Tue Dec 08 09:59:28 CET 2009 apcupsd FATAL ERROR in smartsetup.c at line 184
PANIC! Cannot communicate with UPS via serial port.

Please make sure the port specified on the DEVICE directive is correct,

and that your cable specification on the UPSCABLE directive is correct.

Tue Dec 08 09:59:28 CET 2009 apcupsd error shutdown completed

5.4.5. Log Files for Technical Support

Should your QStor QMX experience technical issues, this menu may help in resolving them.
Clicking on ,Generate Log Files* will generate a snapshot of all system settings and log files.
You may be asked to email this file to Exus Technology technical support.
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Get log files

Here you can download the information about the server settings, configuration and processes.
If you wish to contact tech. support it is important to send this file as well

| Getlog files | | Back |
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The file that is generated is always named ,logdfiles.tar.gz' and its file format is GZIP. Clicking

on the file name will download this log file to your PC via your browser.

Get log files

Here you can download the information about the server settings, configuration and processes.
If you wish to contact tech. support it is important to send this file as well

logfiles.tar.gz

Back

5.5. System Services

In the menu ,System Services' you can configure system services (demons) of the QStor
QMX. They can be grouped into four categories: Email notification, Windows File Sharing
(via SMB/CIFS), the NFS (network file system) server and a service for receiving and
reacting to notifications from an UPS.

When you enter this menu, you can see at one glance which of the four system services are

active. An active system service will have the word ,running‘ next to it, in green. An inactive
system service will instead have the word ,stopped’ next to it, in red.

Services
Email Notification started Configure
MxRemotePreview not started Configure
Windows Filesharing (SMB/CIFS) started Configure
NFS Server started Configure
APC UPS not started Configure

You can configure detailed settings for each system service via the button ,Configure'.
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5.5.1. Email Notification

In order to facilitate trouble-free and reliable operation, the QStor QMX is continuously
monitoring the most important system parameters and can optionally email you periodic
reports about the system status. Two reports are available: A report about the current RAID
status messages and a report about synchronization activity.

Here’s how to set this up: In the upper half of the input screen, enter the site-specific
parameters for an email connection, namely the IP address of the SMTP server, the sender
name and up to two recipients, who will subsequently receive status reports by email. In case
your SMTP server requires authentication, enable authentication via the the check box
,SMTP authentication‘’ and enter your user name and password.

Now select via check boxes whether the emails should contain status messages about the
RAID (RAID Messages) and/or status messages about synchronisation activity (Sync
Report).

Tip: In order to test the SMTP settings, you can send a test email. To do that, click on the
button ,Send Test Email’.

Email Notification

IP Address of the SMTP Server:

Sender:

Recepient 1:

Recepient 2:

SMTP Authentication

User Name:

Password:

Raid Messages
Sync Report
UPS Messages

Save Back Send test email
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5.5.2. Windows File Sharing

This menu allows you to configure the Windows File Sharing service of the QStor QMX
appliance. You can stop a running file sharing service as well as start a stopped one. In order
to start or stop the service, click on the notification message — if the file sharing service is
running, the message ,File Sharing service is running. Click here to stop it." will be displayed.

Windows Filesharing

Hier you can start and stop the service.

If you stop the service - even after a reboot of the server the service must be activated
manually.

Windows Filesharing is started Click here to stop the service

sSMB2
Disable NetBIOS support
Master Browser enable ~

Save Back

Please note: After a server boot or reboot, you have to manually reactivate the file sharing
service.

The File Sharing service supports the following optional functionality, which can be enabled
or disabled via the respective drop-down box:

* NetBIOS Support

* Master Browser

When you click on ,Save’, the QStor QMX appliance will apply and save your settings.
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5.5.3. NFS Server

This menu allows you to start or stop the NFS server. Simply click on the word ,here' in the

status message to do that.

NFS Service

Here you can stop and start NFS Service.
IMPORTANT: NFS Service will only start if you have defined an NFS share and have set NFS
access permissions for that share

NFS Service : started.
Click here to stop the service

Back

5.5.4. APC UPS Service

This menu allows you to start or stop the service that receives notifications from an APC
UPS. Simply click on the word ,here"’ in the status message to do that.

APC UPS Service

APC UPS Service - not started Click here to start the service

Back

5.6. Statistics

You can view up-to-date statistics about server and network utilization in this menu. In
contrast to the overview that is presented in ,System Information’, the information here is
more detailed and graphical.

Server Statistics

MNetwork Statistics

Server Statistics
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5.6.1. Network Statistics

Network statistics keep you informed of minimum, average and maximum network utilization,

separately for each network port.

Statistics for qstor

| Back |
Network .
IP-Address Subnet Gateway Received Sent
Controller
eth0 192.168.5.143 255.255.255.0 192.168.5.1 58 Megabyte 32 Megabyte
ethl 10.10.10.10 255.0.0.0 ? 4 Megabyte 1 Megabyte
Network Interface eth®
B0 k|
" 60 k
— 40 k
i
L 20k
& o
-20 k
-40 K >
Wed 12:00 Thu 90: 08 Thu 12:00
Average Maximal current per sec
H Receive 271.123 b 73.128 kb 306.669 b
B Transmit 193.281 b 41.003 kb 556.124 b
Network Interface ethl
1.0
wn 0.8
.
i 0.6
5 04
0.2
0.8+ *
Wed 12:00 Thu 80: 00 Thu 12:00
Average Maximal current per sec
H Receive 0.008 b 0.008 b 0.000 b
B Transmit 0,088 b 0.0080 b 0.080 b
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5.6.2. Server Load

This menu allows you to keep informed about various server load-related parameters. The
graph shows RAM and swap space utilization as well as the load average.

Statistics for gqstor

Back

RAM and SWAP

206t
1.5 G
ui
w
+ L@G
M
0.50G
0.0 >
Wed 12:00 Thu ©0: 00 Thu 12:00
O used RAM, 1last: 931.190 MB Bl free RAM, 1last: 1063.993 MB Time
B used SWAP, last: 0.080 MB Bl free SWAP, last: 1999.996 MB 25.08.2011 15:48:03
Load Average
- l28m
§ 188 m
28 m
o 6o
3 m
u 40 m H
Z 28nm [‘1
0 I ] fhi 4 M+,
Wed 12:00 Thu ©@: 88 Thu 12: 08
W1 Minute, last: 0.08
05 Minutes, Tlast: 0.01 Created on
O 15 Minutes, last: 0.05 25.08.2011 15:4B8:04

5.7. Shutting Down / Rebooting

This ,System' menu item allows you to shut down or reboot the QStor QMX and optionally
specify a daily shutdown time.

Reboot / Shutdown

Shutdown the server

Reboot the server

Schedule automatic shutdown

5.7.1. Shutting Down the Server

This menu allows you to shut down the QStor QMX. To do this, click on ,Shut down'. To
abort, click on ,Abort'. This menu matches the menu ,Shut Down the Server‘ that can be
reached via the menus ,System* — ,System Administration’ (see section 5.3.8.)

Shutdown Cancel
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5.7.2. Rebooting the Server

This menu allows you to reboot the QStor QMX. To do this, click on ,Reboot’. To abort, click
on ,Abort'. This menu matches the menu ,Reboot the Server’ that can be reached via the
menus ,System’ — ,System Administration‘ (see section 5.3.9.)

Reboot Cancel

5.7.3. Configuring Automatic Shutdown

Instead of manually shutting down the QStor QMX, you can configure a daily shutdown time
in this menu. This is done by checking the check box ,Enable’ and selecting the desired
shutdown time via the hour and minute drop-down boxes. When done, click on the ,Save'
button.

Automatic Shutdown

Choose time when the server should shut down every day automatically

Activate

Hour| 23 : | Minute | 45 =

Save Back
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Section 6: Storage Management Menu

Menu item ,Storage Management' is all about the internal hard disks of the QStor QMX: You
can set up network shares, initialize hard disks, set the RAID level and manage any
supported RAID controller.

6.1. Managing Network Shares

The menu ,Manage Network Shares' is the command center for network shares. You can set
up every detail via the menus depicted below.

Share Management

Shares

Currently accessed shares

Shared drives

Create new share

Share properties

Hide share (invisible for windows networking)

Delete share

6.1.1. Network Shares

The submenu ,Network shares' displays all currently active network shares in detail. Share
name, maximum size, currently used and still available storage space are displayed, also as
a percentage.

Shares on qstor

Back

Share Size Usage Free Usage in %
. 1
mobotix 450G 33M 450G
%%
1
test 13G 33M 13G

%
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6.1.2. Network Shares Currently In Use

Which Windows computer is currently using which QStor QMX network share? This menu of
the Web GUI answers this question by displaying the currently active connections.

Note: This list only shows Windows connections (SMB/CIFS).

Accessed Shares

Here you can see systems connected via Windows (SMB/CIFS)

| Back |

Name of the share Connected since
mobotix M Thu Aug 25 10:06:29 2011

6.1.3. Selecting the Logical Drive For Network Shares

Here you specify which logical RAID drive will be used for network shares. Click on the drop-
down box and select the logical drive of your choice. Clicking on ,Select' will save this setting.

Note: In case the QStor QMX has only a single logical RAID disk, for instance a single
RAID 6 array as depicted in the screen shot below, only this particular logical disk can be
selected for network shares.

Shared drive

Shared drive

| gmx |

| Select || Back |
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6.1.4. Creating a Network Share

This menu allows you to create a new network share using just a few screen entries and
mouse clicks. First, choose a name for the network share that is suitable and self
explanatory. Then designate the size of the network share in GB in the input field ,Size in
Gigabytes' — the Web GUI will display the maximum available size as a reference. Choose a
suitable size and then create the network share by clicking on ,Create network share'.

Create New Share

Shared drive: gmx

Full capacity: 476936 Megabyte
Used: 2000 MB

Snapshots: 0 MB

Unassigned: 463 GB

MName

463 Size in Gigabyte

Create Back

The QStor QMX server appliance acknowledges the successful creation of the network share
and offers you to create another network share. To create another network share, click on
,Create another network share‘ and proceed as discussed above. When you are done
creating network shares, click on ,Back’ to return to the ,Manage Network Shares’ menu.

Create New Share

Mew share created successfully.

Create another share Back
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6.1.5. Modifying Network Shares

Occasionally it may be necessary to modify the name of a network share and/or the assigned
storage capacity. You can make both of these modifications in this menu. First select the
network share you want to modify and click on ,Select'.

Share Properties

Share:
[mobotix]

Select Back

After selecting the network share, you can now make modifications. You can modify the
name of the network share, the description and/or assign a new size in MB. Finally, apply
and save your modifications by clicking on ,Modify network share'.

Note: You may only increase the size of a network share, not decrease it.

Share Properties

Here you can configure Name, Description and Size of the share
11 IMPORTANT: share can only be made larger not smaller.

mobotix Name
NAS_Server Comment
474112 Size (Megabyte)

Max 474936 MB

Change share Back
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6.1.6. Hiding a Network Share (Hidden from Windows Network
Discovery)

This menu allows you to hide and unhide a QStor QMX network share for Windows. Select
the network share you want to hide or unhide and click on ,Select'.

Note: The selection box will display all network shares, even the ones that are currently
marked as hidden.

Hide Share

Here you can set up the share to be invisible in windows network neighborhood. Users
can access the share only if they know the exact path

Please select the share:

[mobotix]

Select Back

On the next screen, the Web GUI displays whether the selected network share is hidden or
not. Depending on the current status, you now have the option to hide a visible share or to
unhide a share that is currently hidden.

Hide Share

Here you can set up the share to be invisible in windows network neighborhood. Users
can access the share only if they know the exact path

mobotix is currently not hidden.

Hide Back

Hide Share

Here you can set up the share to be invisible in windows network neighborhood. Users
can access the share only if they know the exact path

mobotix is currently hidden.

mobotix make it visible Back
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After that the network share selection box is displayed once again — this time, however, the
change you just made is highlighted in bold.

Hide Share

Here you can set up the share to be invisible in windows network neighborhood. Users
can access the share only if they know the exact path

mobotix has been changed successfully and is now not hidden any more
You can now change settings for other shares

Please select the share:

Now you can hide or unhide more network shares by clicking on ,Select’ or return to the
,Mamage Network Shares' menu by clicking ,Back’.

6.1.7. Removing a Network Share

In order to remove a network share that is no longer needed, select the submenu ,Remove
Network Share’ from the menu ,Network Share Administration‘. In the submenu, select the

a

network share you want to remove and click on ,Remove’ to proceed. After acknowledging a

confirmation screen, the network share will be removed for good.

Delete Share

Share:

[mobotix]

Delete Back
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6.2. Hard Disks

The menu item ,Hard Disks' in the Web GUI is the command center for the physical hard
disks of the QStor QMX server appliance. Here you can view information about the hard
disks, assess their S.M.A.R.T. health situation, add new hard disks and logically remove hard
disks.

Drive Management

Drive Info
S.M.A.R.T.
Initialize drive

Remove drive

6.2.1. Hard Disk Information

Section ,Hard disk information‘ of the Web GUI displays a plethora of information about the
internal hard disks, including hard disk device code, model, serial number and size. You can
also view which RAID each hard disk belongs to and whether or not it has been initialized
yet. The S.M.A.R.T. status and temperature of each hard disk is also displayed.

Drives
Back
Drive Model Serial Capacity . Initialized S.M.A.R.T Tem
P Member S P
sdb  ATA ST3500514NS SN12 9WI12FVF 465 GB md0 yes OK 33 °C '_'%
sdec ATA ST3500514NS SN12 9W112Q4H 465 GB mdo0 yes OK 3zec
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6.2.2. S.M.A.R.T.

S.M.A.R.T. (Self Analysis And Reporting Technology) is a built-in tool for the self-assessment
of hard disks which, among other things, logs read errors and the total power on time. Menu
item ,S.M.A.R.T." facilitates displaying detailed S.M.A.R.T. data for each individual hard disk.

After entering the ,S.M.AR. T

submenu, click on the hard disk you are interested in. In

the right section of the screen, S.M.A.R.T. parameters will be displayed. By clicking on a
different hard disk, the S.M.A.R.T. parameters of that other hard disk will be displayed.

S.M.A.R.T. Information

Select the drive that you wish to read the S.M.A.R.T. information from

sdb ST3I500514NS Model Family

Device Model:

sdc ST3500514NS
Firmware Version:
Serial Number:

User Capacity:

SMART overall-health test

Serial Number:

Attribute

Raw_Read_Error_Rate

Spin_Up_Time

6.2.3. Initializing a Hard Disk

ST3500514NS

SN12

9WI12PVF

500,107,862,016 bytes

PASSED

9WI12PVF

Value Worst Threshold Raw Value
083 068 044 232400352
092 092 000 4]

You can initialize additional hard disks in this menu. Please note, that typically this would only
be done when restoring the system after a system failure and after being instructed to do so

by Exus Technologies customer support.

6.2.4. Deactivating a Hard Disk

You can deactivate hard disks in this menu. Please note, that typically this would only be
done when restoring the system after a system failure and after being instructed to do so by

Exus Technologies customer support.
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6.3. Software RAID

It is commonly assumed that a software RAID suffers from poor performance and a hardware
RAID can run rings around it, performance-wise. However, this notion is proving to be more
and more outdated in modern servers, as CPU performance has made great gains in recent

years. Nowadays, aided by multi-core CPUs, a software RAID can actually keep up with a
hardware RAID.

The fact that a software RAID does not have a ,Battery Backup Unit' (BBU) is not necessarily

a drawback, as the QStor QMX can be paired with a UPS (uninterruptible power supply) to
make up for that. A software RAID is also easier to create and more cost effective. QStor
QMX appliances rely on Linux-based mdRAID for their implementation of a fast software
RAID and all models support RAID levels 0, 1 and 5. Models QMX 1040 and QMX 2080
additionally offer RAID 6. Both members of the ,Pro* product line, QMX 1040+ and QMX
2120+, also support RAID levels 50 and 60.

The ,Pro’ line of QStor QMX server appliances features a hardware RAID and will perform
better when subjected to a high I/O load, as is the case when dozens of Mobotix cameras
are feeding video data simultaneously. Other advantages are an even higher reliability and
easier hard disk replacement (hot swap capability).
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6.3.1. RAID Status

In order to view the current status of the software RAID, select menu item ,RAID Status'. You
will now see all important status data of the configured RAID sets, giving you an overview of
the current configuration. The RAID status is displayed in traffic light colors — a RAID with
perfect status is marked optimal. You can also see the ,hot spares’ that are assigned to
each RAID (see section 6.3.4.)

Hint: If the RAID status of a software RAID is not optimal, please check the S.M.A.R.T.
parameters of all component hard disks of this RAID. You can display the S.M.A.R.T.
parameters by navigating to ,Storage Management’ — ,Hard Disks' — ,S.M.A.R.T.!

Software Raid Status

Back Refresh

Name : gmx {mdQ0)

Raid Level : raidl

Size : 488386452 (465.76 GIiB 500.11 GB)

Creation Time : 17 Aug 2011 (17:20:46)

Status gmx : optimal

Members : Disk # Model Status
sdb Disk O ST3500514NS active
sdc Disk 1 ST3500514NS active

By clicking on ,Back’, you can return to the ,RAID Management' menu.
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6.3.2. Creating a RAID

In order to create a new software RAID, navigate from menu ,Storage Management' to
submenu ,Software RAID* and then click on ,Create a RAID'.

On the first screen, select the hard disks that you want to become part of the new software
RAID. This is done by clicking on the check box left of the hard disk description. Then click
on ,Next' to select the RAID level.

Create Raid

Select drives

Disk Model Capacity
 sdb ST3500514NS 465G
& sde ST3500514NS 465G

Mext Back

Pick a name for the new software RAID and select the RAID level. After clicking on ,Next’,
the software RAID will be created.

Create Raid

Please enter the name for the shared drive (Raid md0)

RAID1
RAID 0 (Speed - no redundancy)

(*) RAID 1 (Mirroring - redundancy)
RAID 5 (Capacity - redundancy)

Next Back

Please note: RAID 0 and RAID 1 require a minimum of two hard disks, the minimum for
RAID 5 is three hard disks and RAID levels 6 and 10 require four harddisks.
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6.3.3. Deleting a RAID

This menu allows you to delete a software RAID. Please keep in mind that once a RAID has
been deleted, all data on it, if any, will be irrevocably lost. Please use this menu with caution
— the Web GUI will display a warning in red.

Note: If network shares or a swap partition are using the RAID drive you are about to
delete, the Web GUI will display an error message. Prior to deleting a RAID drive, you need
to make sure that the swap partition uses a different RAID drive. You also need to make sure
that the network shares that use this RAID drive are either removed or modified to use a
different RAID drive.

Delete Raid Array

Il All data on this raid array will be lost 1!

Shared Drive Raid name
gmx Raid md0

Delete Cancel

In order to delete a RAID drive, select it via the radio button next to it, then click on ,Delete’.

Delete Raid Array

I All data on this raid array will be lost !!

Raid array removed succesfully

Back to main menue

6.3.4. Designating Spare Drives (Hot Spares) / Repairing a RAID

The QStor QMX server appliance offers an easy way to designate one or more hard disks as
spare drives for an existing RAID. In case a RAID member disk fails, the QStor QMX can
then automatically replace the failed drive with the spare drive and thus minimize the time
that the RAID is running in degraded mode.

First, select one or more hard disks that you want to designate as hot spares. Navigate from
the ,Spare Drives / Repair RAID* menu to the ,Designate Spare Drives (Hot Spares)
submenu. The Web GUI will display all available hard disks, i.e. the ones that are not
assigned to any software RAID. Now, select all the hard disks that you want to designate as
hot spares and click on ,Next".
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Please note: All data on the selected hard disks will be erased.

Make Hotspare / Raid Repair

Please select the drive - there should be no shares defined on that drive

All data on this drive will be permanently lost I!

Disk Model Capacity
®) sdb ST3500514NS 465G
) sde ST3500514NS 465G
MNext Back

The second step is assigning the newly selected hot spare(s) to a RAID. This is done by
clicking on the RAID name.

Make Hotspare / Raid Repair

Select Raid Array that you wish to protect / repair

Cancel

The selected hard disks are now assigned to and reserved for this particular RAID and will

be used as spare drives as soon as a component hard disk of this RAID fails or is removed.

Hint: When you view the RAID status (by navigating from the main menu to ,Software RAID’

and then ,RAID Status"), you will immediatly see the hot spares that are assigned to each
RAID. The spare disks are marked with the moniker ,spare’.

Software Raid Status

Mame : RAID1 (mdo)

Raid Level : raidl

Grife : 458386452 (465.76 GIB 500.11 GB)

Erstellungszeit : 2 Jul 2011 (11:42:47)

Status RAID] :

Mitglieder : # Disk  Mode Status
0 sdb  WDC WDS002ABYS-0 active
1 sdc  WDC WDS002ABYS-0 active
- sdd  WDC WDS002ABYS-0 spare
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If you want to unassign a hot spare disk, navigate from menu ,Spare Drives (Hot Spares) /
Repair a RAID* to the submenu ,Unassign a hot spare from a RAID'. A list of all hot spares
will be displayed, displaying the RAID it is assigned to for each of them.

Ersatzlaufwerk entfernen

Wahlen Sie das Ersatzlaufwerk welches Sie aus der Raidkonfiguration entfernen mochten

@ gdd (beschiitzt Raidverbund) mdo

Weiter Zurick

Select the hard disk that you want to unassign from the list and click on ,Next' — the hot spare
will be unassigned and you can now find another use for it — as a member disk of a to-be-
created RAID or as a hot spare disk of a another RAID, for instance.

6.3.5. Expanding a RAID

You can expand a RAID in this menu. Please note that a RAID can only be expanded, but
cannot be shrunk.

6.4. Hardware RAID Manager

Menu item ,Hardware RAID Manager‘ allows you to manage all supported hardware RAID
controllers. Please refer to the Exus website for a list of supported controllers.

Note: You can only use the Hardware RAID Manager with a QStor QMX appliance that is
part of the ,Pro‘ product line, because only models in the ,Pro‘ product line are equipped with
a hardware RAID controller. How to manage a hardware RAID exceeds the scope of this
user manual and is explained in detail in a separate manual.
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Section 7: Access Control Menu

In order for users to be able to access a network share, you first need to grant them
appropriate access permissions. Only then do users either have full access to the network
share, i.e. may read from it and write to it, or have read-only access. Menu item ,Access
Control* (refer to section 7.1.) allows you to manage which local user or domain user may
use which network share.

Users and groups are managed in menu ,Users and Groups' (refer to section 7.2.). In this
menu, you can add, modify or remove user accounts and also define groups, to which some
or all users belong.

7.1. Access Control

In the user management section of the Web GUI, you can manage who may access a given

network share with what kind of permissions. To do that, you can add, modify or remove user
accounts in menu ,User Management'. In menu ,Local Group Management ‘, you can assign

users to groups and also unassign them.

7.1.1. Displaying or Modifying Local Users / Groups Who May
Access a Network Share

In this menu, you can manage which local users and groups may access which network
share. First, select the network share, whose users and/or groups you want to display or
modify, from a list and click on ,Next".

Share permissions for local users and
groups

Please choose a share

[mobotix]

Next Cancel
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Now assign which local users and groups will have access to the network share. For
individual users, click on a user name listed below ,Local Users* in the left window. For all
users, select ,@users' below ,Local Groups' — this predefined group contains all users. You
can grant the guest user access by selecting the user ,guest'.

Tip: In case you have trouble finding a particular user in the list, enter his or her name into
the input field at the very bottom and click on ,Find'.

Then, use the selection menu in the middle of the screen to specify which access permission
the previously selected user(s) or group(s) should get. The Web GUI allows you to choose
one of two kinds of access permissions:

* Full access: The user(s) may read and write to the network share and modify files.

* Read-only access: The user(s) may only read, but neither write nor modify files on a
network share.

After specifying access permissions, add the previously selected user to the network share
by clicking on the ,Add‘ button. Irrespective of the access permissions users have or have not
been granted, the administrator always has full access to each and every network share and
thus appears in the access control list by default.

Access Permissions for Local Users and Groups

Here you can add or remove users for the Share "mobotix".If you wish to give some users read only
permission choose the option "read only".If you wish to remove a user or group, mark the user or group and
click on remove.All local users are members of the group "@users".If you wish to allow guests to access the
SHARE add user "guest" to this share.

Back

Local Users Share "mobotix"
-——-Local Users-——- -——-read and write---—-
admin admin

guest

-—--Local Groups---- Full Access +

@users

Add
Remove

Search

You can add more users and/or groups to a network share in the same way. In order to
revoke access to a network share for a user or a group, click on the user or group listed
below the network share and apply the change by clicking on ,Remove’.
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7.1.2. Displaying or Modifying Domain Users / Groups Who May
Access a Network Share

In this menu, you can manage which domain users and groups may access which network
share. First, select the network share, whose users and/or groups you want to display or
modify, from a list and click on ,Next".

Share permissions for Domain users and
groups

Please choose a share

[maobaotix]

Next Cancel

Now assign which domain users and groups will have access to the network share. For
individual domain users, click on a user name listed below ,Domain Users' in the left window.
If you want to select a group of domain users, i.e. a domain group, click on the domain group
listed below ,Domain Groups'.

Hint: In case you have trouble finding a particular domain user in the list, enter his or her
name into the input field at the very bottom and click on ,Find".

Then, use the selection menu in the middle of the screen to specify which access permission
the previously selected user(s) or group(s) should get. The Web GUI allows you to choose
one of two kinds of access permissions:

* Full access: The user(s) may read and write to the network share and modify files.

* Read-only access: The user(s) may only read, but neither write nor modify files in a
network share.
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After specifying access permissions, add the previously selected user or group to the
network share by clicking on the ,Add’ button. Irrespective of the access permissions users
have or have not been granted, the administrator always has full access to each and every
network share and thus appears in the access control list by default.

Share permissions for domain users and groups

Here you can add or remove domain users for the Share "mobotix".
If you wish to give some users read only permission choose the option "read only".
If you wish to remove a user or group, mark the user or group and click on remove.

Back

Domain Users Share "mobotix"
----Domain Users---- ----read and write----

admin
----Domain Groups----
_ Full Access

) Read Only _
£move

Add

Search

You can add more domain users and/or domain groups to a network share in the same way.
In order to revoke access to a network share for a user or a group, click on the user or group
listed below the network share and apply the change by clicking on ,Remove'.

7.2. Users and Groups

The menu ,Users and Groups' allows you to set up user accounts and define groups, to
which users can belong.

Users and Groups

User Management

Group Management

7.2.1. User Administration
The Web GUI of the QStor QMX differentiates between two types of users:

* User type ,admin’ has full access to all setup parameters of the QStor QMX. Only
,admin‘ users may add new users, for instance. The user account which you are using
to set up and configure the QStor QMX is an ,admin‘ user.
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* Users belonging to user type ,user’ are local users of the video storage appliance and

can use network shares according to the permissions they have been granted by the
administrator.

7.2.1.1. Displaying Local Users

This menu displays all local users. One line per user is displayed, containing the login name,
the full name and the unique identifier (UID) of the user.

Local users

Admin users are shown with "*"

| Back |

guest ‘Guest Account,,, 1000

7.2.1.2. Displaying Currently Logged On Users

The submenu ,Currently Logged On Users' allows you to display a list of users who are

currently logged on. Please note that only users who are using Windows File Sharing
(SMB/CIFS) will be displayed.

Logged users

Only users connected via SMB/CIFS protocol are shown here

| Back |

Usemame ——Joroup —|system name ———[oystom P Adaress

7.2.1.3. Creating a New Local User

In order to create a new local user, navigate from menu ,Access Control' to ,Users and
Groups' — ,User Management' — ,Create New Local User".

Enter the login name and password into the input screen. By default, the new user will be a
member of the group ,@users'. In case the user should also belong to another group, open
the drop-down box at the bottom and select the appropriate group name.
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While login name and password are required, two other fields are optional. The unique
identifier (UID) will be suggested by the Web GUI and you can typically just leave it as

suggested. For later reference, it is, however, advisible to enter the full name of each user in

the ,Full Name' field. This may be of help at a later time and avoid hame mixups.

Create New User

Here you can create local users.All local users are automatically members of group

users, you can add additional group. If you wish user to be a member of more than 2

groups you can set this in Groupmanagement.

uIiD 1001
Username

Full Name admin
Password [eee ]

Repeat Passwort

Select additional Group | users

| Create User | | Back |

When you have entered everything, click on ,Create User* and the Web GUI will create the

local user. After that, you can create more users, if desired.

7.2.1.4. Removing a Local User

In order to remove a local user account from the appliance, navigate to the submenu
,Remove Local User‘. The Web GUI will display a list of all user accounts and display

parameters such as login name, full name and the unique identifier (UID).

Delete User

| Back |

mxmuster Max Mustermann 1001

’\/

By clicking on the broom icon on the right, the user account will be removed.

Note: Alternatively, you can delete a user from the submenu ,Group Management' (refer to

section 7.2.2.4.)
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7.2.1.5. Adding Users to a Group / Removing Users from a
Group

The Web GUI makes it easy to manage membership of a user in one or more groups. First
navigate from ,Access Control‘ to ,Users and Groups' — ,User Management' — ,Add Users to a
Group / Remove Users From a Group'.

Note: You can also manage group membership in the submenu ,Group Management’ (refer
to section 7.2.2.2.)

First, select a user and click on ,Select".

Group Management

Select User

admin
mxmmuster

Select Back

The Web GUI now lists all groups that have been configured on the appliance. (Please refer
to section 7.2.2. to learn how to create a group.) Now, assign group membership for the
selected user by clicking on the check box left of a group‘s name. (You may click on multiple
check boxes, because a user may belong to multiple groups.) Then, save the group
membership assignment by clicking on ,Save'.

Manage Groups for the User

User mxmuster is currently a member of the following groups:

users

Select groups for user mxmuster
™ users

admins

Save Cancel
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7.2.2. Local Group Administration

In der Gruppenverwaltung legen Sie neue Gruppen an und verwalten bestehende Gruppen.
AulRerdem koénnen Sie dort Benutzer einer bestimmten Gruppe zuweisen.

Here you can create new groups and manage existing groups. You can also assign users to
a group.

7.2.2.1. Displaying Local Groups

This menu displays all local groups on the appliance in list form. Each line shows the group
name and the group ID (GID).

Local Groups

| Back |

Local Groups GID

100
102

7.2.2.2. Adding Users to a Group / Removing Users from a
Group

The Web GUI makes it easy to manage membership of a user in one or more groups. First
navigate from menu ,Access Control’ to ,Users and Groups' — ,User Management‘ — ,Add
Users to a Group / Remove Users From a Group

Note: You can also manage group membership in the submenu ,Group Management’ (refer
to section 7.2.1.5.)

First, select a user and click on ,Select".

Group Management

Select User

admin
mxmuster

| Select | | Back |
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The Web GUI now lists all groups that have been configured on the appliance. (Please refer
to section 7.2.2. to learn how to create a group.) Now, assign group membership for the
selected user by clicking on the check box left of a group‘s hame. (You may click on multiple
check boxes, because a user may belong to multiple groups.) Then, save the group
membership assignment by clicking on ,Save'.

Manage Groups for the User

User mxmuster is currently a member of the following groups:
users
Select groups for user mxmuster

@ users

admins

Save Cancel

7.2.2.3. Creating a New Local Group

To create a new group, navigate from menu ,Access Control‘ to ,Users and Groups' —
,Manage Local Groups' — ,Create a New Local Group

Create New Local Group

Enter a name for the new group

251
GID

Save Back

Enter the group name into the input field. Optionally, a unique group ID (GID) may be
entered. However, the Web GUI will show a default GID. Click on the ,Create Group* button
to create the group on the server appliance.
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7.2.2.4. Removing a Local User

To remove a local user from the appliance, navigate to the submenu ,Remove a Local User".
The Web GUI displays a list of all user accounts, one per line. Each line shows the login
name, the full name and the user ID (UID).

Delete User

| Back |

mxmuster Max Mustermann 1001 v

In order to remove a user account, click on the broom icon at the very right of the line.

Hint: You can also remove a user via the submenu ,User Management' (refer to section
7.2.1.4))

7.2.2.5. Removing a Local Group

If you want to remove a local group from the appliance, navigate to the submenu ,Removing
a Local Group‘. The Web GUI displays a list of all local groups.

Remove Local Group

Select the group that you wish to delete

() administratos
() testers

| Remove || Back |

In order to remove a group, select the radio button to the left of the group and then click on
,Remove’.
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Section 8: Network
8.1. Network

8.1.1. Network Status

This menu shows an overview of the QStor QMX server’s current network settings. The Web
GUI displays the most important parameters of both Ethernet ports, ethO and ethl. These
are: IP address, subnet mask, gateway and MAC address. You are also made aware whether
or not the ports are active and shown the link speed the port is set to.

Network Info

Back

Name IP Address Subnet Gateway MAC Address Connected
eth0 Super Micro DHCP 192.168.5.143 | 255.255.255.0 | 192.168.5.1 |00:25:90:34:2e:2c| 100Mb/s yes
- . No
ethl Super Micro - Static 10.10.10.10 255.0.0.0 00:25:90:34:2e:2d . no
connection

8.1.2. Domain and Workgroup

The submenu ,Domain and Workgroup®, a submenu of the ,Network* menu, displays settings
related to the Windows network environment the QStor QMX is part of, i.e. the current
domain or the current workgroup.

8.1.2.1. Domain Settings
The menu ,Domain Settings' displays, which network hierachy the QStor QMX is connected
to. There are three possible settings:

* The QStor QMX is part of a Workgroup: The Web GUI displays category
\Workgroup* followed by the name of the workgroup.

e The QStor QMX is part of an Active Directory Domain (Windows Server
2000/2003 or 2008): The Web GUI displays category ,Active Directory Domain’
followed by the domain name.

e The QStor QMX is part of a legacy Windows Domain (Windows NT 4.0, Windows
2000 compatibility mode): The Web GUI displays the category ,Windows Domain’
followed by the domain name.

In the following screen shot, the QStor QMX belongs to a workgroup named ,gmx":

Domain

Workgroup: gmx

Back
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8.1.2.2. Changing Domain or Workgroup

You can modify the domain settings of the QStor QMX by selecting the submenu ,Change
Domain / Workgroup* in the menu ,Domain and Workgroup®. At the top, the submenu will
show whether the QStor QMX is currently part of a Workgroup, an Active Directory Domain
or a Windows Domain and, if so, its name.

Domain Management

gstor is currently member of workgroup gmx

Select the type of security management

Workgroup (no Domain)
Active Directory Domain (Windows Server 2000/2003 or 2008)
Windows Domain (Windows NT 4.0, Windows 2000 compatibility mode)

Next Cancel

In order for the video storage appliance to join a Workgroup, Active Directory Domain or a
legacy Windows Domain, please select the respective category and then click on ,Next'.
Each of the three possible choices has its own configuration screen:

Workgroup: Enter the name of the Workgroup and a brief description and enable
the checkbox ,Guest access allowed' in case you want to allow a guest user to have
access. Clicking on ,Save‘ will make the QStor QMX join the Workgroup.

Workgroup

Workgroup qmx

Comment QStor Server

Enable Guest Account &

Sawve Back
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Active Directory Domain: An Active Directory Domain requires a few more
settings than a Workgroup. Enter the name of the Active Directory Domain, its
organizational unit (OU) and the user name and password of a user with domain
administrator permissions. Optionally, enable the checkbox ,Guest access allowed* in

case you want to allow a guest user to have access. Clicking on ,Save' will make the
QStor QMX join the Active Directory Domain.

Active Directory Domain

Active Directory Domain or KDC IP Address

Organizational Unit Computers

User

) o Administrator
(with Administrator account)

Password
Enable Guest Account

Save Back

Enter here Domain Name or the IP Address of your domain server.

Windows Domain: Enter the name of the Windows Domain and the user name
and password of a user with domain administrator permissions. Optionally, enable the
checkbox ,Guest access allowed' in case you want to allow a guest user to have
access. Clicking on ,Save' will make the QStor QMX join the Windows Domain.

Windows NT Domain

Windows NT Domain or the PDC IP Address

User (Administrator) Administrator

Password

Enable Guest Account

Sawve Back
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8.1.3. TCP/IP Settings

In order to configure TCP/IP parameters, first select which of the two network ports you want

to configure. Click the ,Select' button to select a port.

TCP/IP Configuration

Select the Network Controller

) ethQ Super Micro Ethernet controller

I ethl Super Micro Ethernet controller

Select Cancel

The next step is choosing between a manual configuration of TCP/IP parameters or
automatic configuration via a DHCP server. Click ,Next‘ to proceed.

TCP/IP Configuration

How would you like to configure your network card?

(=) Obtain an IP adress frem the DHCP server

I Set manually

MNext Back

In case you have selected ,DHCP’, you are done with network configuration — click on
,Reboot server' in the next menu to apply the settings. Otherwise, for manual network
configuration, enter the IP address, the subnet mask and the gateway and then save your
settings by clicking on ,Save'.

TCP/IP Configuration

IP Address 192.168.5.143

Subnetmask 255.255.255.0

Gateway 192.168.5.1

Save Back
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The Web GUI displays a summary of all settings. Click on ,Reboot server' in order to apply
the settings.

TCP/IP Configuration

Configuration has been changed successfully

New settings :

IP Address : 192.168.5.143
Subnetmask : 255.255.255.0
Gateway : 192.168.5.1

Please reboot the server to apply settings.
IMPORTANT : after reboot you can access the server only via its new IP
Address

http://192.168.5.143:80

Reboot Back

8.1.4. DNS / WINS Settings

After changing TCP/IP settings of the server appliance or, in case DHCP is enabled, after
each system boot, DNS and WINS settings need to be verified and, if necessary, entered
manually. To do this, navigate to the ,DNS / WINS Settings' menu and enter the IP address of
your DNS and WINS servers in the respective entry fields. Apply and save these settings by
clicking on ,Save'.

DNS / WINS Configuration

If your networking cards are set to DHCP this setting will probably be overwritten after reboot.
WINS Server Information cannot be retrieved through the DHCP server and must be set
manually.

DMNS Server 1 182.168.2.11
DNS Server 2 192.168.5.1

WINS Server

Sawve Back
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8.1.5. Hosts File Editor

In case your DNS server doesn't resolve all host names to IP addresses, you can manually
assign host names to existing IP addresses by using the ,Hosts File Editor. Using names for
network resources such as cameras is, of course, preferable to using numerical IP
addresses.

In order to manage entries in the hosts file, navigate from menu ,Network’ to the submenu
,Hosts File Editor‘. Currently active entries in the ,hosts’ file are displayed at the bottom of the
screen. (In case there is no entry in the ,hosts’ file yet, nothing will be shown there.)

Hosteditor

if you wish to remove a host entry please click here

IP Address

Hostname (long)

Hostname (short)

Add Back
IP Address Hostname (Long form) Hostname (Short form)
192.168.5.145 test test2

In order to add a new entry in the ,hosts’ file, enter the IP address and a fully qualified name
as well as a short name (host name). Upon pressing ,Add entry‘, the Web GUI will add this
entry to the ,hosts' file and immediately display it at the bottom of the screen.

In order to remove an entry in the ,hosts* file, click on the word ,here’ in the top line of the
menu. Select the IP address to remove and click on the ,Remove* button. The entry is
removed from the ,hosts’ file.

8.1.6. Bundling Network Ports

The QStor QMX can bundle its two network ports and thus either obtain higher network
throughput or enhanced connection reliability, depending on the selected mode.

There are four different network port bundling modes available:

* Load Balancing: Load balancing distributes network data evenly among the two
Ethernet ports. This results in a higher transmission speed. Caution: In order for load
balancing to work, the network switch must support it. Please consult the manual of
your switch to find out whether your switch supports load balancing and how to
enable it.
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 Adaptive Load Balancing: Adaptive load balancing does not require switch
support. Ethernet packets are distributed among the two ports depending on current
traffic and this results in a higher transmission speed.

* Port Failover: Port failover increases the reliability of the data connection. In case
one of the two ports experiences connection issues, the other port will pick up the
network traffic and maintain connectivity. Port failover does not require any special
switch support.

+ Dynamic Link Aggregation: Dynamic Link Aggregation, as specified in IEEE
802.3ad, bundles the load of both Ethernet ports and thus achieves a higher
transmission speed. Like load balancing, this mode has to be supported by the switch
in order to work.

Bundling of Network Ports

Support by Switch
Mode Advantage Necessary?
Load Balancing Throughput yes
Adaptive Load Balancing Throughput no
Port Failover Reliability no
Dynamic Link Aggregation Throughput yes

Please select the bundling method that you want to use and confirm by clicking on ,Next‘. On
the next screen, select both network ports and apply the new bundling mode by clicking on
,Reboot’. After setting or changing the bundling mode, it is necessary to reboot the QStor
QMX.

Network Bonding

Here you can bond the networking controllers

Network controllers are currently not bonded

Load Balancing (Round-robin) (Performance - needs switch with FEC or Trunking support)
Adaptive load balancing (Performance - works with any switch)
Port Failover (Redundancy - works with any switch)

IEEE 802.3ad - Dynamic link aggregation {LACP) (Performance - needs switch that supports 802.3ad)

Mext Back
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8.1.7. Ping

In order to be able to verify whether other devices, such as cameras, servers and routers,

are up and running and are reachable via the network, the Web GUI has a ,Ping" test screen.

You can navigate to this screen by clicking on ,Ping‘ in the submenu ,Network'".

10.9.75.41

Ping

Back

Enter the destination IP address into the entry field and commence testing by clicking on the

,Ping’ button. If everything works, all network packets will reach the destination and will be

echoed, as shown in the screen shot. In order to repeat the test with the same or a different

IP address, just enter the IP address into the input field and click on ,Ping‘ again.

PING
From
From
From

From

10.9.75.41 (10.9.75.41) 56({84) bytes of

10.
10.
10.
10.

10.
10.
10.
10.

10.
10.
10.
10.

10
10
10
10

icmp seq=1
icmp_seqg=2
icmp segq=3

icmp_seqg=4

Destination
Destination
Destination

Destination

=== 10.%.75.41 ping statistics ---

4 packets transmitted,

: pipe 3

8.2. APC UPS

0 received,

Host
Host
Host
Host

+4 errors,

data.

Unreachable
Unreachable
Unreachable

Unreachable

100% packet loss,

Ping

Back

time 3004ms

If you are using the QStor QMX in tandem with a uninterruptible power supply (UPS) by APC,

a top tier manufacturere of UPS systems, you can configure their interaction here.

The object of a UPS is to continue to supply connected devices with electricity during an
outage of the building supply, thus preventing data loss and maintaining operation.

Depending on USP battery capacity, wattage of connected devices and USP make/model, a

USP can ride through several dozen seconds up to several hours of power loss.
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8.2.1. APC UPS Status

This menu allows you to query the current status of an APC brand UPS. In case the status is
not correctly displayed, the cause may be that the UPS has not been configured correctly. In

order to remedy that, please refer to the manual of your APC UPS.

UPS Status

If the status is not correctly shown - APC UPS is either not correctly configured or is not
Smart type of UPS that reports to the operating system.

| Back |

A

001,018,0457
DATE Thu Aug 25 16
gstor

gstor
Ethernet Link
MODEL PCMET UPS Driver
Stand Alone
STARTTIME Thu Aug 25 16
STATUS

10 Percent

5 Minutes

0 Seconds

o

TOMNBATT 0 seconds
0 seconds

XOFFBATT N/A

STATFLAG 0x07000000 Status Flag

A HHEHEEERREEE
HHEHEEE 3 215
g % 3:| ] N
m dlZlalo o zZ|l>
ﬁ ﬁ“‘r% m m%

Thu Aug 25 16

8.2.2. Configuring a USB-Attached UPS

Here you can configure at what time after a loss of mains power the APC UPS will trigger a
controlled shutdown of the QStor QMX video server appliance. You can specify a battery
charge level as a percentage of total battery capacity and/or configure a ride-through time in
minutes, after which the video server appliance will undergo a controlled shutdown. Enter
both values into their respective input fields and then click on ,Save'.
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Please note:

1. These settings will only work as described if you have an APC brand USP connected
to your QStor QMX appliance.

2. A connection to an APC UPS can be established via USB or LAN, but not via serial
port.

APC UPS USB

Click here here to check the status

Settings "Battery Load" and "Remaining Time" depend on each other - state that comes first
will initiate the shutdown of the system.
Notice: Only APC branded UPS devices are currently supported.

Current configuration: COM1

Battery Level at which the server should be shutdown (in %) 5

Remaining time at which the server should shutdown be (in Minutes) 3

Save Back

8.2.3. Configuring a Network-Attached UPS

In case your APC UPS model is capable of network communication, you can use this menu
of the Web GUI to configure the UPS. Please enter the IP address of the server as well as
the UPS’s user name and password.

APC UPS Network

Click here here to check the status

Here you can configure the network based APC UPS device.
IMPORTANT: Only APC branded UPS devices are currently supported.

Current configuration: ETHERNET

Server IP Jdev/usb/hidd
User Name (apc is default) admin
Passphrase s

save Back
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