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FIG. 6

C LINE CONNECTION )

ENTER TELEPHONE NUMBER OF

COMPUTER TO BE MANAGED TO |._ 5001

LINE CONNECTION MEANS 2912

AND ISSUE LINE CONNECTION
REQUEST

CONTROL MODEM 262 THROUGH
ASYNCH I/F 28 AND CONNECT ~5002
TO MODEM 261 THROUGH LINE 25

END
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FIG. 7 .

( REMOTE POWER-ON/OFF )

ISSUE POWER-ON (OFF)
REQUEST TO REMOTE [~5011
POWER ON/OFF MEANS 292

SEND POWER-ON (OFF) REQUEST TO
POWER CONTROLLER 12122 THROUGH 5012
ASYNCH I/F 28, LINE 25, ASYNCH I/F
123 AND ASYNCH COMMUNICATION
CONTROLLER 12131

POWER-OFF
POWER-ON/OFF 5014
/\/
POWER-ON 5013 SEND POWER-OFF REQUEST
o~ TO AGENT 17 THROUGH
CONTROL POWER UNIT SVP DRIVER 19
13 TO TURN ON MAIN
UNIT POWER
5015+| SEND SYSTEM SHUT-DOWN
REQUEST TO NETWORK 0OS
END

5016 2 SEND POWER-OFF REQUEST
THROUGH SVP DRIVER 19

5017 SEND POWER-OFF REQUEST
Y TO POWER CONTROLLER
12122 BY BUS CONTROLLER
1215 THROUGH BUS
CONTROL CIRCUIT 126

50181 CONTROL POWER UNIT 13
TO TURN OFF MAIN UNIT
POWER

END
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FIG. 8

( LINE SWITCHING ) 5021

| ~
ISSUE LINE SWITCHING REQUEST
TO LINE SWITCHING MEANS 2911 5022

l ~
SEND LINE SWITCHING REQUEST TO LINE SWITCHING
CONTROLLER 12132 THROUGH ASYNCH I/F 28, LINE 25, ASYNCH
I/F 123 AND ASYNCH COMMUNICATION CONTROLLER 12131

|
CONTROL ASYNCH I/F SWITCHING CIRCUIT ~5023
122 TO SWITCH TO ASYNCH I/F 124

| 5024

DETECT CONNECTION OF MODEM 261 BY LINE DRIVER 181
AND INFORM TO REMOTE ACCESS FUNCTION 1661

INITIALIZE MODEM 261 BY LINE DRIVER 181 5025
AND WAIT FOR CONNECTION REQUEST

END

FIG. 9

(_ REMOTE ACCESS CONNECTION )

ENTER TELEPHONE NUMBER OF COMPUTER TO
BE MANAGED TO REMOTE ACCESS FUNCTION [~5031
1631 AND ISSUE LINE CONNECTION REQUEST

CONTROL ASYNCH I/F 28 AND MODEM 262 BY }~5032
LINE DRIVER 182 TO CONNECT MODEM 261
THROUGH LINE 25

| /~/5033

ESTABLISH MUTUAL REMOTE ACCESS CONNECTION BETWEEN
REMOTE ACCESS FUNCTION 1631 AND REMOTE ACCESS
FUNCTION 1611 THROUGH LINE DRIVER 182, ASYNCH I/F

28, LINE 25, ASYNCH I/F 124 AND LINE DRIVER 181

END
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FIG. 10

5,815,652

( REMOTE ACCESS DISCONNECTION )

TO REMOTE ACCESS FUNCTION 1631

ISSUE LINE DISCONNECTION REQUEST 5041

SEND REMOTE ACCESS CONNECTION RELEASE

REQUEST TO REMOTE ACCESS FUNCTION 1611 5042
THROUGH LINE DRIVER 182, ASYNCH I/F 28,

LINE 25, ASYNCH I/F 124 AND LINE DRIVER 181

RELEASE MUTUAL REMOTE ACCESS

CONNECTION BETWEEN REMOTE ACCESS 5043
FUNCTION 1631 AND REMOTE ACCESS
FUNCTION 1611 AND DISCONNECT LINE

CONTROLLER 12132

DETECT LINE DISCONNECTION BY CARRIER
SIGNAL OF MODEM 261 AND SEND LINE ~— 5044
SWITCHING REQUEST TO LINE SWITCHING

CONTROL ASYNCH I/F SWITCH 122
TO SWITCH TO ASYNCH I/F 123

~—5045

END
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FIG. 11

(_ FAULT WARNING/FAULT LOGGING )

5,815,652

MONITOR FAULT SIGNAL OF HOUSING

12111 AND INFORM OCCURRENCE OF FAULT
FAULT EVENT GENERATOR 12112

TEMPERATURE SENSOR, ETC. BY FAULT MONITOR

To 5051

GENERATE FAULT EVENT, SEND FAULT
EVENT TO FAULT LOG RECORDER 12113
TO LOG FAULT EVENT

~5052

SEND FAULT EVENT TO SVP DRIVER 19

OVER MAIN UNIT BUS BY BUS CONTROLLER ~5053
1215 THROUGH BUS CONTROL CIRCUIT 126

SEND FAULT EVENT TO AGENT 17

~5054

LOG IN FILE AND SEND FAULT EVENT
AS FAULT WARNING TO MANAGER 242
BY REMOTE ACCESS FUNCTION 1611
THROUGH ASYNCH I/F 124 AND LINE 25

~5055

DISPLAY FAULT WARNING ON SCREEN BY
FAULT WARNING DISPLAY MEANS 24211

~—5056

END
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FIG. 12
FAULT LOGGING
C ) 55061

SEND FAULT OCCURRED IN DISK 15 AND LAN ADAPTER
141 TO AGENT 17 AS FAULT EVENT BY DISK DRIVER 21
AND NETWORK DRIVER 201 THROUGH NETWORK OS 161

I

15 AND SEND IT TO MANAGER 242

|

l

SEND FAULT EVENT TO FAULT LOG
RECORDER 12113 BY BUS CONTROLLER 1215
THROUGH BUS CONTROL CIRCUIT 126

l

LOG FAULT EVENT [~ 5065

END

FIG. 13

(_ FAULT LOG DISPLAY )

l

FAULT LOG DISPLAY MEANS 24212

SEND FAULT LOG ACQUIRE REQUEST TO

1631 THROUGH LINE 25 AND ASYNCH I/F 124

I

LOG FAULT EVENT IN FILE ON DISK | _ 5062

SEND FAULT EVENT TO SVP DRIVER19 ~5063

~5064

ISSUE FAULT LOG DISPLAY REQUEST TO 5071

AGENT 17 BY REMOTE ACCESS FUNCTION ~5072

SEND FAULT EVENT LOG LOGGED IN FILE TO
MANAGER 242 BY REMOTE ACCESS FUNCTION
1611 THROUGH ASYNCH I/F 124 AND LINE 25

~5073

l

BY FAULT LOG DISPLAY MEANS 24212

END

DISPLAY FAULT WARNING ON SCREEN 5074
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FIG. 14

(' POWER-OFF )

__5081
ISSUE POWER-OFF REQUEST TO POWER-OFF MEANS 24222

l

SEND POWER-OFF REQUEST TO AGENT 17
BY REMOTE ACCESS FUNCTION 1631 ~5082
THROUGH LINE 25 AND ASYNCH |/F 124

| 5083
SEND SYSTEM SHUT-DOWN REQUEST TO NETWORK OS 161

I

SEND POWER-OFF REQUEST 5084
TO SVP DRIVER 19

| __5085

SEND POWER-OFF REQUEST TO POWER CONTROLLER 12122 BY
BUS CONTROLLER 1215 THROUGH BUS CONTROL CIRCUIT 126

I

CONTROL POWER UNIT 13 TO TURN OFF MAIN UNIT POWER

K.-\
5086

FIG. 15

( PRESET TIME POWER-ON/OFF SETTING )

|
SET POWER-ON/OFF TIME TO PRESET /~/5091

TIME POWER CONTROL MEANS 24221
| 5092
SEND SETTING INFORMATION TO AGENT 17 BY REMOTE

ACCESS FUNCTION 1631 THROUGH LINE 25 AND ASYNCH I/F 124
|

SEND POWER-ON/OFF TIME SET REQUEST TO SVP DRIVER 19

I 5093

SEND POWER-ON/OFF TIME TO PRESET TIME POWER
CONTROLLER 12121 BY BUS CONTROLLER 1215 [~

THRQOUGH BUS MASTER CONTROL CIRCUIT 126 5094

|
SET POWER-ON/OFF TIME TO RTC 127 ~—5095
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FIG. 16

( PRESET TIME POWER-OFF )

INFORM POWER-OFF TIME TO PRESET 5101
TIME POWER CONTROLLER 12121 BY RTC 127

SEND POWER-OFF REQUEST TO 5102
AGENT 17 THROUGH SVP DRIVER 19

[

SEND SYSTEM SHUT-DOWN REQUEST TO 5103
NETWORK OS

SEND POWER-OFF REQUEST THROUGH 5104
SVP DRIVER 19

SEND POWER-OFF REQUEST TO
POWER CONTROLLER 12122 BY BUS 5105
CONTROLLER 1215 THROUGH BUS
CONTROL CIRCUIT 126

I

CONTROL POWER UNIT 13 TO 5106
TURN OFF MAIN UNIT POWER

FIG. 17

PRESET TIME
POWER ON

INFORM POWER- ON TIME TO PRESET ~5111
TIME POWER CONTROLLER 12121 BY RTC 127

CONTROL POWER UNIT 13 BY PRESET
TIME POWER CONTROLLER 12121 5112
THROUGH POWER CONTROLLER

12122 TO TURN ON MAIN UNIT POWER

END
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FIG. 18

AUTOMATIC
FAULT INFORMlNG

CRITICAL FAULT OCCURS IN
COMPUTER 10 TO BE MANAGED AND ~5121
SYSTEM-DOWN STATE OCCURS

WHEN REMOTE ACCESS CONNECTION HAS
BEEN ESTABLISHED BETWEEN REMOTE
ACCESS FUNCTION 1631 AND REMOTE ACCESS
FUNCTION 1611, DISCONNECT LINE BY REMOTE (~_g5122
ACCESS FUNCTION 1631 BY NO RESPONSE
FROM REMOTE ACCESS FUNCTION 1611

|
DETECT LINE DISCONNECTION BY
CARRIER SIGNAL OF MODEM 261 AND _L_g5123
SEND LINE SWITCHING REQUEST TO LINE
SWITCHING CONTROLLER 12132
l

CONTROL ASYNCH I/F SWITCH 122 TO
SWITCH TO ASYNCH I/F 123 ~5124

I

DETECT SYSTEM-DOWN STATE OF
COMPUTER TO BE MANAGED BY [~5125
NO RESPONSE FROM SVP DRIVER

l
INFORM SYSTEM-DOWN TO AUTOMATIC 5126
FAULT INFORMING CONTROLLER 12142

l

CONTROL ASYNCH I/F 123 AND

MODEM 261 BY ASYNCH COMMUNICATION _5127

CONTROLLER 12131 TO CONNECT
MODEM 262 THROUGH LINE 25

I

INFORM SYSTEM-DOWN TO AUTOMATIC FAULT
INFORMATION RECEIVING MEANS 2931 BY
ASYNCH COMMUNICATION CONTROLLER 12131 [~5128
THROUGH REMOTE ASYNCH I/F 123,
LINE 25 AND ASYNCH I/F 28

I

DISPLAY SYSTEM-DOWN MESSAGE OF
COMPUTER 10 TO BE MANAGED ON |_5129
SCREEN TO INFORM IT TO USER

END
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FIG. 19

( FAULT
DIAGNOSIS

ISSUE FAULT INFORMATION ACQUIRE 5131
REQUEST TO FAULT DIAGNOSING MEANS 2932

SEND FAULT INFORMATION ACQUIRE
REQUEST TO FAULT MONITOR 12111 THROUGH
ASYNCH I/F 28, LINE 25 ASYNCH I/F 123 AND [~ 5132
ASYNCH COMMUNICATION CONTROLLER 12131

SEND STATUS OF FAULT SIGNAL OF HOUSING
TEMPERATURE SENSOR, ETC. AS FAULT

INFORMATION TO FAULT DIAGNOSING ~5133

MEANS 2932 BY ASYNCH COMMUNICATION
CONTROLLER 12131 THROUGH LINE 25

|

SEND ENTIRE FAULT LOG INFORMATION

ACQUIRE REQUEST TO FAULT LOG ~5134
RECORDER 12113 THROUGH LINE 25 AND

ASYNCH COMMUNICATION CONTROLLER 12131

]

SEND ENTIRE FAULT LOG TO FAULT DIAGNOSING
MEANS 2932 BY ASYNCH COMMUNICATION 5135
CONTROLLER 12131 THROUGH LINE 25

DISPLAY FAULT INFORMATION AND
FAULT LOG ON SCREEN ~5136

END
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FIG. 20

C REMOTE
RESETTING

ISSUE REMOTE RESET REQUEST TO
REMOTE RESET MEANS 2933 ~5141

SEND POWER-OFF REQUEST TO
POWER CONTROLLER 12122
THROUGH ASYNCH I/F 28, LINE 25, [~5142
ASYNCH I/F 123 AND
ASYNCH COMMUNICATION
CONTROLLER 12131

CONTROL POWER UNIT 13 TO ~5143
TURN OFF MAIN UNIT POWER

SEND POWER-ON REQUEST TO
POWER CONTROLLER 12131 5144

THROUGH ASYNCH I/F 28, LINE 25,
ASYNCH I/F 123 AND ASYNCH

COMMUNICATION CONTROLLER 12131

CONTROL POWER UNIT 13 TO 5145
TURN ON MAIN UNIT POWER

END
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FIG. 21

SYSTEM OPERATION
CHECK

ISSUE SYSTEM OPEHATION CHECK
REQUEST TO SYSTEM OPERATION [~5151
CHECK MEANS 2944

SEND SYSTEM OPERATION CHECK
REQUEST TO MAIN UNIT OS STATUS MONITOR ~5152
12141 THROUGH ASYNCH I/F
28, LINE 25, ASYNCH I/F 123 AND ASYNCH
COMMUNICATION CONTROLLER 12131

REQUEST RESPONSE TO SVP DRIVER 19 BY
BUS CONTROLLER 1215 AND BUS CONTROL ~5153
CIRCUIT 126 THROUGH MAIN UNIT BUS

I
DETERMINE IF SYSTEM IS IN OPERATION BY
PRESENCE OR ABSENCE OF RESPONSE ~5154
FROM SVP DRIVER 19

l

SEND SYSTEM OPERATION STATUS TO 5155
SYSTEM OPERATION CHECK MEANS 2944
BY ASYNCH COMMUNICATION .
CONTROLLER 12131 THROUGH LINE 25

DISPLAY SYSTEM OPERATION STATUS 5156
MESSAGE ON SCREEN

END



5,815,652

Sheet 20 of 23

Sep. 29, 1998

U.S. Patent

192

H3amMod-ans

Y

nLEL

cl 1INA 53mMod €}
) _
1LINDYID
¥02}140u1NOD HIMOM >
\ 1IN0HID
- JoEzomomm B
1S2h zz) SSTLHOd T
( / WOHd wwNF w X
mm>_m_vo v mwOwN_. - NOHd33 MMN_. sSNg vsi3
1INOHID — 2021
" - TOHLNOO 1= —AYES[T M Lnoud N 1G
1 ELIN ~ JOHINOD |«
~—80ct HILSVI
1| | sna 1voo1| | SN8 vsI3
. [1nowi0 1odiNoo]. | mOmmwwmmn_ \ A
oﬁmﬁdo_w m_o<u_mm_wz_ dAS : o o
/ ) f
cocl 102} e
¢cc ‘Olid



5,815,652

Sheet 21 of 23

Sep. 29, 1998

U.S. Patent

ac
¢
T2
¢l ¢iclh ¢t LEL
o2 €2hlN Eleh @*¢> 5 J 3ovaran |V
- = — TTovE MHOMLIN
5¢ m,ﬂ W3 TIOHINOD) _EjoEzoo. Mwnwmm\,ﬁ €} :
W —~ HoNASY [T oMo ocl 1¥1L | HIAIHO YHOMLIN 202
3] T HOLINOW [[HOLINOW HOLINOW I
> 4 nnv4 | 1nvd snvis |, SH 2 291 -1SO ¥HOMIIN]
192 ||| v21 MY | wwoumo [T T HIDVNVI
7 ﬂ L2 SHOMLIN NOILYY3dO
bicl el ] S U5 2ivelollywolny
A WA H3AHA | [€3AEa HOLINOW |[3AHa | [ u3Aea IFEET
Ok 18171 NN | gL /] dhs SNLVLS ¥9i0_{| domian [ | Fkve-f| _Linvd
1 | | 1 1
H ™ GIOVNVA
119k~ NOILONNA El¥c
SS300V 3L0W3Y SO HHOMLIN Ly OUVHNOHNGD]
191/ : ; | _ HIOVNVIN
HIOVNVYIN HIOVNVYW || HIOVNVYIN | NI
71 INoILVENDIENOD| | NG s | v [+4+
| DILYWOLNY [N_
¢ll
ingoy 41
QIOVNYN 38 OL HILNDINOD

[ge2 ©Id]vez D]

vee 'Old




5,815,652

Sheet 22 of 23

Sep. 29, 1998

8¢ 292
3 4
/1 HONASY n
T N84
2811 °43AIda 3INI
1
] NOILONNS
59& $5300V 310oW3y| SO MHOMIIN
€91 I I
sopzh|  HIOVNVA 1 HIOVNYW | mor
NOILVYH3dO ||162 NI HOVNY
DILVYWOLNY . €62
FAZAN -~ 439vNvw | LIVOLLIHO
HIOVYNVN 11NV4d | [¢6C H3ImMOd ™
acd 62
A HIOVNVYIN HIOVNVIN dAS
£Sv2d1| NOILLYHNDIINOD
HIOVNVIN I~ 12

U.S. Patent

H3LNdWOOD ONIOVYNVIN 310W3Y

ge€¢ ‘9Old



5,815,652

Sheet 23 of 23

Sep. 29, 1998

U.S. Patent

30V4H3INI
AHOMLIN

vl

[ESAHA EOMIEN 707
291~ SO YHOMLIN |
I
—
Zhivzh] oo |7 ]
™| AV1dSIO SNYIW
007 1Inv4 ..._H_O-mm\son_
LLCTy! SNVIA SNV DNILLIS|]
L1y || AY1esid I1NG3HIS
ou__ﬂﬁg NOILY43dO
vz | olvkolny |
SNYIW
€4~ | oN1L3s AVIdSIa
18142 NOILYWHOANI
NOILYHNDIINOD
HIDVNVI

I

1

-

~—CCPC

12142
N-ZI¥e

P\F NV
1INN
._ wamod [ ‘.
2l dAS woLNon) ¢ 2
mﬁwﬁm J0V4Y3INI
A _,N V_mo;m_z L 1h1
H3AIHA mm>_mo H3IAIKQ
HIAIHA
61~ hS | 26 Luartiamod|[HOLNOM V_wa __v_mo;mz \102
_ Tl snuvis
0+ | 50 YHOMLIN L
P N AN -
SNV3NW SNV3N I
L}~ wn@,\zMEZ SNYIN NMOG-LNHS | |l oNmoLINOW 1onv4 [N HHLL
NOLLYWHOANI [liF=
j SNIVIN SNVIW ONIQH0OTH
NOLYUNOLNO ooy inaakos| D01 1nvd et
1EL1 NOLLYd3dO SNV3N DNILVH3NID
TEGY] QLLYWOLNY DNINHYM 110V
JIT —/ rd ——4
\ 7 e
€Ll ¢y el ELLL LU
GIDYNVA 38 OL H3LNdWOD
ve "‘9Old

HILNdWOO ONIDVNVA



5,815,652

1
COMPUTER MANAGEMENT SYSTEM

BACKGROUND OF THE INVENTION

The present invention relates to a management system
(hereinafter referred to as a manager) for a computer system
and more particularly to a manager for monitoring and
controlling fault and performance of a plurality of computers
on a network through the network in a client server system
(hereinafter referred to as a CSS) in which a plurality of
computers are connected by the network such as a local area
network (hereinafter referred to as a LAN) or a public line.

As the performance of a personal computer and a work-
station is enhanced, it has become popular to connect a
plurality of computers through a LAN to construct a system.
In the CSS, various types of operating systems (hereinafter
referred to as network OSs) are mounted on computers
functioning as clients or server and these computers are
connected through the network to operate in a cooperative
manner.

In such a CSS system, as a scale thereof expands, the
number of computers functioning as the clients and servers
extends to several hundreds to several thousands and when
the network manages and operates the respective computers
manually by the system operators, the loads of the system
operators and the cost therefor increase, which causes a
problem. In order to solve such a problem, a management
system has been proposed in which a manager is mounted on
at least one of the computers on the LAN and an agent for
managing each computer in accordance with a direction by
the manager is mounted in each of the servers to be managed
connected to the LAN so that central management is attained
by the manager through the network. Particularly, when a
CSS system for a fundamental business of an enterprise is to
be constructed, a high reliability is required for the server
and a management system focused on fault management of
the server is provided.

In such a system focused on the fault management, as
disclosed in U.S. Pat. No. 5,367,670, a dedicated extended
board for monitoring fault which mounts a processor inde-
pendent from a main unit is connected to an extended
interface of a computer main unit so that fault information
collected by the extended board is received by the agent and
it is sent to the manager of other management computer
connected by the LAN through the network OS to manage
the fault. Further, an asynchronous interface is mounted on
the extended board so that such collected information may
be acquired from the remote computer connected by a
modem and a public line and the remote management
computer is connected to the extended board via the modem
and the public line and the fault is monitored by a dedicated
manager. Such remote monitoring offers the advantage of
continuous monitoring of fault because the monitoring of
fault and the warning are conducted by a processor inde-
pendent from the main unit on the extended board even if a
critical fault which leads to non-operation of the network OS
occurs on the computer to be managed (see prior art of FIG.
2).

On the other hand, as a recent trend of the network OS
which provides the network environment of the CSS, in
order to expand a range of connection of the network and an
application area of the system by not only providing the
network functions to a plurality of computers connected by
the LAN but also connecting mobile computers and office
computers, it has been proposed to achieve a remote access
function which is totally equivalent to the computers con-
nected by the LAN, between the remote computers con-
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nected by the modem and the public line as shown in FIG.
3 to provide a transparent network environment including
the public line connection. From the application (AP) oper-
ating on the network OS, it is not necessary to know which
of the LAN and the line the low order network is connected
by, except a communication rate. An example of such
network OS is the remote access service (RAS) performed
in Windows NT (trade mark) of the Microsoft Inc. US,
which is becoming a standard function of the future network
OS. Accordingly, the management system for the LAN may
be introduced to the line-connected remote computer and
uniform management may be attained.

In the above prior art system which is focused on the fault
monitoring, no attention is paid to the remote access func-
tion of the network OS. Thus, when the system management
similar to that of the computer which is LAN-connected to
the remote computer connected to the public line by utilizing
the remote access function is to be conducted, a remote
management computer for managing the system through the
agent by utilizing the remote access function, a line and a
modem for the connection thereof, a remote management
computer directly connected to the fault monitoring
extended board for management and a line and a modem for
the connection thereof are required. Two management
computers, two lines and two modems are required on the
management computers and two lines and two modems are
required on the computer to be managed. This may cause a
problem in the operation. As to the prior art, reference is
made to U.S. Pat. No. 5,367,670 to Ward et al and U.S. Pat.
No. 5,410,706 to Ferrand et al.

SUMMARY OF THE INVENTION

The system management which is conducted by the
manager of the remote management computer through the
agent of the computer to be managed as it is in the LAN-
connected system is suitable for the steady system manage-
ment where the computer to be managed operates normally.
On the other hand, when the system management is attained
by connecting the modem and the line directly to the fault
monitoring extended board, it is suitable for the system
management in which a critical fault occurs in the computer
to be managed and the agent cannot operate. Thus it is a
system management method which is effective in different
and exclusive situations. In light of the above, it is an object
of the present invention to provide means to realize the
remote system management by the above two methods by
one remote management computer and one modem. Thus,
the redundant remote management computer, line and
modem which causes a problem in the operation is elimi-
nated.

It is another object of the present invention to provide
computer management method and system which attains the
remote power control of the computer to be managed which
could not be attained in the prior art from the manager
connected by the LAN or the public line, provide an
environment to centrally conduct the fault management from
small fault of a plurality of computers to a critical fault
leading to the system-down and the operation support such
as the start and stop of the computer to be managed, from the
manager connected by the LAN or the public line.

In order to achieve the above objects, in accordance with
one aspect of the present invention, the agent which con-
ducts the fault monitoring on the computer to be managed
and the power control and the computer unit to be managed
are controlled by independent processors. It provides the
computer management system comprising the service pro-
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cessor board (hereinafter referred to as an SVP board) which
is the extended board to monitor the fault and control the
power supply in cooperation with the agent, the manager for
managing the system connected to the agent through the
network OS including the remote access function and oper-
ating on the management computer connected by the public
line or the LAN and the SVP manager for controlling the
SVP board connected directly to the SVP board by the public
line.

On the SVP board, there are provided a switching circuit
for selectively connecting one of an asynchronous interface
connected to the processor of the SVP board and an asyn-
chronous interface accessible from the computer to be
managed to the modem connected to the line and switching
control means. On the SVP board, there is provided line
connection monitoring means for monitoring the connection
status of the line after the line connection through the
asynchronous interface accessible from the computer to be
managed and switching the switching circuit of the asyn-
chronous interface to the processor of the SVP board upon
the disconnection of the line.

On the SVP board, there are also provided a power control
circuit for controlling the ON/OFF of the power supply unit
and control means therefor.

The SVP manger is provided with line switching means
for sending the switch request of the switching circuit of the
asynchronous interface in synchronism with the user opera-
tion.

In the power-off status of the computer to be managed, the
switching circuit of the asynchronous interface of the SVP
board is set to select the processor of the SVP board. The
SVP board is always kept operative by a sub-power supply
even when the power supply of the main unit is off.
Accordingly, the SVP manager can always be directly con-
nected to the SVP board so that the power-on request may
be sent to the power control circuit of the SVP board to
remotely turn on the power supply of the main unit.

In the normal operation state after the power-on of the
computer to be managed, the switching circuit of the asyn-
chronous interface is set to select the asynchronous interface
accessible from the computer to be managed by the line
switching means of the SVP manager. Thus, since the
network OS can be connected by the remote access function
of the management computer and the remote access function
of the computer to be managed, the fault monitoring and the
power control may be conducted remotely by the manager
through the agent.

When the connection by the remote access function is
disconnected by the line connection monitoring means or the
connection is disconnected by the fault, the switching circuit
of the asynchronous interface is set to select the processor of
the SVP board. Accordingly, when a critical fault occurs in
the computer to be managed and the network OS and the
agent cannot operate, the SVP manager is remotely con-
nected to the SVP mode directly to diagnose the fault and
remotely reset.

Other objects, features and advantages of the present
invention will become apparent from reading the following
detailed description of the embodiments taken in conjunc-
tion with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A and 1B collectively show a block diagram of
one embodiment of the present invention,

FIG. 2 shows a block diagram of a prior art system
configuration,
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FIG. 3 shows a block diagram of a remote access function,

FIG. 4 shows a block diagram for illustrating a problem
in the prior art,

FIGS. 5A and 5B collectively show a block diagram of a
detail of the embodiment,

FIG. 6 shows a flow chart of a line connection procedure,

FIG. 7 shows a flow chart of a remote power ON/OFF
procedure,

FIG. 8 shows a flow chart of a line switching procedure,
FIG. 9 shows a flow chart of a remote access procedure,

FIG. 10 shows a flow chart of a remote access discon-
nection procedure,

FIG. 11 shows a flow chart of a fault warning/fault
logging procedure,

FIG. 12 shows a flow chart of a fault logging procedure,

FIG. 13 shows a flow chart of a fault log display
procedure,

FIG. 14 shows a flow chart of a power-off procedure,

FIG. 15 shows a flow chart of a preset time power-on/off
time setting procedure,

FIG. 16 shows a flow chart of a preset time power-off
procedure,

FIG. 17 shows a flow chart of a preset time power-on
procedure,

FIG. 18 shows a flow chart of an automatic fault inform-
ing procedure,

FIG. 19 shows a flow chart of a fault diagnose procedure,

FIG. 20 shows a flow chart of a remote reset procedure,

FIG. 21 shows a flow chart of a system operation confir-
mation procedure,

FIG. 22 show a block diagram of an embodiment of
hardware of the SVP board, and

FIGS. 23A, 23B and 24 show block diagrams of other
embodiment which is a modification of the embodiment of
FIG. 1 and detail of the modification.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

FIGS. 1A and 1B show in a group a block diagram of one
embodiment of the present invention. A configuration
thereof is now explained.

Numeral 10 denotes a computer to be managed, numeral
11 denotes hardware of the computer to be managed,
numeral 12 denotes an SVP board, numeral 121 denotes an
SVP controller which is firmware for controlling by a
processor of the SVP, numeral 122 denotes a switching
circuit of an asynchronous interface, numeral 123 denotes an
asynchronous interface (hereinafter referred to as an asyn-
chronous I/F) connected to the processor of the SVP board,
numeral 124 denotes an asynchronous I/F accessible by the
computer 10 to be managed, numeral 13 denotes a power
unit, numeral 131 denotes a sub-power supply for continu-
ously supplying a power to the SVP board, numerals 141 and
142 denote LAN adapters, numeral 15 denotes a disk drive,
numerals 161, 162 and 163 denote network OSs for con-
ducting communication by the computers, numerals 1611
and 1631 denotes remote access functions for connecting the
network OSs through a public line, numeral 17 denotes an
agent for monitoring fault of the computer 10 to be managed
and managing the power control, numerals 181 and 182
denote line drivers for enabling the remote access functions
1611 and 1631 to access the public line, respectively,
numeral 19 denotes an SVP driver for exchanging data



5,815,652

5

between the agent 17 and the SVP board 12, numerals 201
and 202 denote network drivers for controlling the network
adapters 141 and 142, respectively, numeral 21 denotes a
disk driver for driving the disk drive 15, numeral 22 denotes
a LAN (local area network) for connecting the management
computer and the computer to be managed, numeral 23
denotes the management computer connected to the com-
puter to be managed through the LAN, numerals 241 and
242 denote managers connected to the agent via the network
OSs 161, 162 and 163 for managing the computer 10 to be
managed, numeral 25 denotes a public line for connecting
the computer 10 to be managed or the SVP board 12 and a
remote management computer 27, numerals 261 and 262
denote modems for connecting the line, numeral 28 denotes
an asynchronous I/F for connecting the remote management
computer 27 to the modems, and numeral 29 denotes an SVP
manager directly connected to the SVP board for controlling
the power-on/off and monitoring a critical fault.

The remote management computer 27 and the computer
10 to be managed are connected over the line 25, and it is
totally equivalent to the management computer connected
by the LAN 22 due to the remote access functions 1611 and
1631 although it is of lower speed, and a transparent network
environment is provided. The manager 242 is a management
unit used when it is connected to the computer 10 to be
managed by the remote access functions, and it may be of
identical configuration to that of the manager 241. By virtue
of the remote access function, a transparent system man-
agement including the public line is attained.

A fault management 2421 of the manager 242 manages a
steady fault which does not lead to a critical fault during the
connection by the remote access function. The fault man-
agement 2421 is connected to the agent 17 by the remote
access function 1611 from the remote access function 1631
via the line and manages the fault of the computer 10 to be
managed through the agent 17. The power management
2422 also manages the power supply of the computer 10 to
be managed through the agent 17.

The agent 17 receives fault information from the fault
monitor 1211 of the SVP board 12 by the SVP driver 19 and
requests the power-on/off to the power controller 1212.

On the other hand, when the power-off or the critical fault
has occurred in the computer 10 to be managed, the network
OS 161 is not operative and the connection from the
manager 242 to the agent 17 through the remote access
function is not attained. Even when the critical fault occurs
in the computer to be managed, the SVP which is controlled
by the independent processor continues to operate normally.
Even when the power of the main unit is turned off, the SVP
board 12 which is continuously powered by the sub-power
supply 131 is operative.

Thus, it is the SVP manager 29 that is directly connected
to the SVP board when the critical fault or the power-off
occurs to manage the fault of the computer 10 to be managed
and control the power. When the power of the main unit is
off, the line controller 1213 sets the asynchronous I/F
switching circuit 122 to select the asynchronous I/F 123.
Thus, the SVP manager 29 may be connected to the line
controller 1213 of the SVP board 12 by the line manager 291
through the line 25. After the connection, the SVP manager
29 sends a power-on request to the power controller 1212 of
the SVP board 12 by the power manager 292 to turn on the
power of the computer 10 to be managed.

When the critical fault occurs in the computer 10 to be
managed, the critical fault monitor 1214 automatically dials
by the line controller 1213 to inform the occurrence of the
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6

critical fault to the critical fault manager 293 of the SVP
manager 29 through the line 25.

FIGS. 5A and 5B show in a group a detailed block
diagram for illustrating configurations and a relation of the
SVP board, the SVP manager and the manager. FIGS. 6 to
21 show flow charts of the operations of the respective
control means. Referring to FIGS. 1, § and the flow charts
of FIGS. 6 through 21, detailed controls of the embodiment
are explained.

As shown in the flow chart of FIG. 6, a user first enters a
telephone number of the computer 10 to be managed to the
line connection means 2912 and a line connection request is
sent from the SVP manager 29 to the SVP board 12 (step
5001). The line connection means 2912 controls the modem
262 through the asynchronous I/F 28 and connects the
modem 261 to the line via the line 25 (step 5002). Thus, the
communication from the SVP manager 29 to the SVP board
through the asynchronous communication controller 1231 is
established. In the following description, it is assumed that
this line connection has already been established in any
access from the SVP manager to the SVP board. The remote
power-on/off is now explained. As shown in the flow chart
of FIG. 7, the user issues a power-on or power-off request to
the remote power-on/off means 292 (step 5011). The remote
power-on/off means 292 sends the power-on or power-off
request to the power controller 12122 through the asynchro-
nous [/F 128, the line 25, the asynchronous I/F 123 and the
asynchronous communication controller 12131 (hereinafter
the same route is abbreviated as the line 25) (step 5012). For
the power-on request, the power controller 12122 controls
the power unit 13 to immediately turn on the power (step
5013). On the other hand, for the power-off request, the
power controller 12122 temporarily sends the power-off
request to the agent 17 through the SVP driver 19 (step
5014). The agent 17 issues a system shut-down request to the
network OS 161, and after the system is shut down, sends
the power-off request to the power controller 12122 of the
SVP board 12 through the SVP driver 19. The power
controller 12122 receives the power-off request and it now
immediately controls the power unit 13 to turn off the power
(steps 5015~5018).

For the line switching, as shown in FIG. 8, the asynchro-
nous interface switching circuit 22 connected to the SVP is
switched to the main unit. The user issues a line switch
request to the line switching means 2911 (step 5021). The
line switching means 2911 sends the line switch request to
the line switching controller 12132 through the line 25 (step
5022). The line switching controller 12132 controls the
switching circuit 22 of the asynchronous interface 22 to
switch the line to the asynchronous I/F 124 (step 5023). The
line driver 181 detects the connection of the modem 261 and
informs it to the remote access function 1661 (step 5024).
The remote access function 1661 initializes the modem 261
by the line driver 181 and waits for the connection (step
5025).

Since the connection by the remote access (remote access
connection) is ready by the line switching, the remote access
function connection is made as shown in FIG. 9. The user
enters the telephone number of the computer 10 to be
managed (the same number because the line and the modem
are same) to the remote access function 1631 and issues a
line connection request (step 5031). The remote access
function 1631 controls the asynchronous I/F 28 and the
modem 262 by the line driver 182 and connects the modem
261 to the line through the line 25 (step 5032). The remote
access connection is established between the remote access
function 1631 and the remote access function 1611 through
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the line driver 182, the asynchronous I/F 28, the line 25, the
asynchronous I/F 124 and the line driver 181 (step 5033).

To disconnect the remote access connection, as shown in
FIG. 10, the user issues a line disconnection request to the
remote access function 1631 to release the connection with
the remote access function 1631 and disconnect the connec-
tion (steps 5041~5043). Upon the establishment of the
remote access connection, the line connection monitor
12133 monitors the line disconnection by the carrier signal
of the modem 261 through the asynchronous I/F driver
circuit 125 which connects the asynchronous I/F and the
external modem. Thus, it detects the line disconnection and
sends the line switch request to the line switching controller
12132 to switch the asynchronous I/F switch 122 to the
asynchronous I/F 123 (steps 5044~5045). Thus, except
when the remote access connection is made, the SVP man-
ager 29 can always connect the line to the SVP board 12.

The fault warning and the fault logging in the agent 17
which are the fault monitor function in the steady sate in
which the computer to be managed operates normally is now
explained. An error signal such as an abnormal housing
temperature, the stop of a cooling fan or a fault in the power
supply unit is informed as a fault signal from the computer
10 to be managed to the SVP board through a cable. As
shown in FIG. 11, the fault monitor 12111 continuously
monitors the fault signal from the housing temperature
sensor of the main unit to inform the occurrence of the fault
to the fault event generator 12112 (step 5051). The fault
event generated by the fault event generator 12112 is logged
in the fault log recorder 12113 and also sent to the agent 17
through the bus of the main unit and the SVP driver 19 (steps
5092~5054). Since the capacity of the log area in the SVP
is limited, after the agent 17 logs the fault event in the file,
it sends it to the manager 242 as the fault warning when the
remote access connection is established (step 5055). It may
be considered that the fault log in the SVP is logged as a
spare for the loss of the fault log saved in the file by a fault
of the disk. While the description is addressed to the
management in the remote management computer, the fault
event is, of course, sent to the manager 241 connected by the
LAN. When the fault warning is sent, the fault warning
display means 24211 of the manager 242 displays it on a
screen by a graphic user interface such as a fault warning
window to immediately inform the occurrence of the fault to
the user. In this manner, the prevention of the critical fault
and the reduction of the time to countermeasure the fault are
attained (step 5056).

As shown in the flow chart of FIG. 12, the fault event is
detected not only in the SVP board but the fault event
generated in the disk 15 or the network adaptor 141 are
similarly sent from the disk driver 21 or the network driver
201, respectively, as it is from the SVP driver 19 and the
agent 17 logs it in the file and sends it to the manager 242
(steps 5061~5062). For the fault events occurred in other
than the SVP board, the agent 17 sends the fault event to the
fault log recorder 12113 of the SVP board 12 through the
SVP diver 19 to save it as the log in the SVP (steps
5063~5065).

Those fault logs are not only sent to the manger as the
warning but also all fault logs may be referred from the
manages 241 and 242 as required. As shown in the flow chart
of FIG. 13, the user sends a fault log request by the fault log
display means 24212 of the manager 232 to the agent 17
through the remote access function 1631 while the remote
access connection is established by the remote access func-
tion 1631 (steps 5071~5072). The a gent 17 sends the fault
log logged in the file back to the manager and displays it on
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the screen by the fault log display means 24212 (steps
5073~5074). In this manner, the user may analyze the status
of the computer from the fault history to prevent the critical
fault or derive the analysis data for the cause of fault.

The power control of the computer 10 by the manager 242
is now explained. The power manager 2422 of the manager
242 comprises power-off means 24222 and a preset time
power-on/off means 24211. For the power-off means 24222,
as shown in the flow chart of FIG. 14, the user sends a
power-off request by the power-off means 24222 to the agent
17 by the remote access function 1631 (steps 5081~5082).
The agent 17 issues a system shut-down request to the
network OS 161, and after the system has been shut down,
it sends the power-off request to the power controller 12122
of the SVP board 12 through the SVP driver 19. The power
controller 12122 receives the power-off request and controls
the power unit 13 to immediately turn off the power (steps
5083~5086).

For the preset time power-on/off setting, as shown in the
flow chart of FIG. 15, the power-on/off request time which
is set by the user by the preset time power control means
24221 is sent to the agent 17 by the remote access function
1631 (steps 5091~5092). The agent 17 sends the power-on/
off request time to the preset time power controller 12121 of
the SVP board 12. The preset time power controller 12121
sets the power-on/off request time to the RTC (real time
clock) (steps 5093~5095).

For the preset time power-off, as shown in the flow chart
of FIG. 16, when the preset power-off request time is
reached, the RTC 127 informs the arrival of the power-off
request time to the preset time power controller 12121 (step
5101). The preset time power controller 12121 sends the
power-off request to the agent through the SVP driver (step
5102). The agent 17 issues the system shut-down request to
the network OS 161, and after the system has been shut
down, it sends the power-off request to the power controller
12122 of the SVP board 12 through the SVP driver 19. The
power controller 12122 receives the power-off request and
immediately controls the power unit 13 to turn off the power
(steps 5103~5106).

For the preset time power-on, as shown in the flow chart
of FIG. 17, when the preset power-on request time is
reached, the RTC 127 informs the arrival of the power-on
request time to the preset time power controller 12121 (step
5111). The preset time power controller 12121 controls the
power unit 13 through the power controller 12122 to turn on
the power (step 5112).

The critical fault manager 293 of the SVP manager 29 is
now explained. The critical fault manager 293 comprises
automatic fault information reception means 2931, fault
diagnosing means 2932, remote reset means 2933 and
system operation check means 2944 for providing diagnosis
based on the information, the resetting and the initial coun-
termeasures from the remote management computer 27
when the critical fault occurs in the computer 10 to be
managed.

As shown in the flow chart of FIG. 18, when the critical
fault occurs in the computer 10 to be managed and the
remote access connection is made between the remote
access function 1631 and the remote access function 1611,
the line is disconnected by the remote access function 1631
because of the absence of the response by the remote access
function 1611 (steps 5121~5122). During the remote access
connection, the line connection monitor 12133 monitors the
disconnection of the line by the carrier signal of the modem
261 of the asynchronous I/F driver 125. When it detects the
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disconnection of the line, it sends the line switching request
to the line switching controller 12132 to switch the asyn-
chronous I/F switch 122 to the asynchronous I/F 123 (steps
5123~5124). When the remote access connection is not
established, the steps 5122~5124 are skipped. The OS status
monitor 12141 of the main unit periodically communicates
with the SVP driver 19 to check, from time to time, the
normal operation of the computer 10 to be managed. For the
critical fault, because of the absence of the response from the
SVP driver 19, the system-down of the computer 10 to be
managed is detected and it is informed to the automatic fault
informing controller 12142 (steps 5125~5126). The auto-
matic fault informing controller 12142 connects the line
with the remote management computer 27 by the asynchro-
nous communication controller 12131 by the previously
registered telephone number to inform the system-down to
the automatic fault information reception means 2931 of the
SVP manager 29 (steps 5127~5128). The automatic fault
information reception means 2931 displays the system-
down message of the computer 10 to be managed to inform
it to the user (step 5129).

As shown in the flow chart of FIG. 19, in the fault
diagnosis, the user who received the information of the
critical fault issues the fault information acquire request to
the fault diagnosing means 2932 (step 5131). The fault
diagnosing means 2932 requests the fault signal information
to the fault monitor 12111 of the SVP 12 through the line 25
and the entire log information to the fault log recorder
12113, acquires them through the line 25 and displays them
on the screen (steps 5132~5136). The user may watch them
to confirm the current status of the commuter 10 to be
monitored and also confirm the history to the critical fault
from the history of the fault log.

For the remote reset, as shown in the flow chart of FIG.
20, the remote reset means 2933 sends the power-off request
and the power-on request sequentially to the power control-
ler 12122 through the line 25 to turn on the power imme-
diately after the power-off to reset the computer 10 to be
managed (steps 5141~5145). When no significant problem
is detected by the diagnosing means 2932, the computer 10
to be managed is restarted by the reset. Most causes of the
system-down are troubles in the network OS or the fault
occurred by chance and the normal operation may be
recovered in many cases by the restarting. The restarting by
the user’s decision is effective means as the initial measures.

As shown in the flow chart of FIG. 21, to check the system
operation after the remote reset, the system operation check
means 2944 sends the system operation check request to the
OS status monitor 12141 of the main unit through the line 25
(steps 5151~5152). The OS status monitor 12141 of the
main unit requests the response to the SVP driver 19,
determines whether the system is in operation or not by the
presence or absence of the response, and returns the result to
the system operation check means 2944 through the line 25
(steps 5153~5135). The system operation check means 2944
displays the message of the system operation status on the
screen to inform it to the user (step 5156).

Referring to a block diagram of FIG. 22, an embodiment
of hardware of the SVP board 12 is explained.

Numeral 1201 denotes a local processor of the SVP board
12 which is independent from the CPU 52 of the computer
10 to be managed. Numeral 1202 denotes a n SVP interface
control circuit by which the local processor 1201 inputs a
status of the signal from the signals sent as the information
on the fault from the sensors for monitoring the fault of the
computer 10 to be monitored. The sensor may be a sensor for
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monitoring the abnormal temperature of the housing, a
sensor for monitoring the stop of a fan, a sensor for
monitoring an error in the power unit, a sensor for moni-
toring the fault of a peripheral device board connected to the
bus and a sensor for monitoring a disk drive, particularly
hard disk drives of a disk array.

Numeral 1203 denotes a line control circuit for control-
ling the modem 261 connected to the line 25 to conduct the
communication. Numeral 1204 denotes a power control
circuit for controlling the power unit 13 to control the
power-on/off of the computer 10 to be managed. The SVP
board 12 is continuously supplied from the sub-power
supply 131. Numeral 1205 denotes a PROM for storing a
start program of the SVP board and numeral 1206 denotes
a rewritable EEPROM for storing a program of the SVP
controller 121 and the fault log information. Numeral 1207
denotes an SRAM which is used as a work area to execute
the control program of the SVP program. The SVP controller
121 controls the by the local processor 1201 as the control
program on the EEPROM 1206 and the SRAM 1207.
Numeral 1208 denotes a local bus for connecting the
memory and the peripheral circuit to the local processor
1201. Numeral 52 denotes a CPU of the computer 10 to be
managed and numeral 51 denotes an EISA bus of the main
unit for connecting the SVP board 12 and the main unit.
Numeral 1241 denotes a serial port controller accessible
from the main unit CPU 52 and operates as an asynchronous
I/F by which the main unit CPU 52 is connected to the
modem 261 through the EISAbus 51. Numeral 1251 denotes
an RS232C driver circuit for connecting the modem 261 and
the SVP board. The local processor 1201 monitors the
carrier signal of the modem 261 from the RS232C driver
circuit 1251 to monitor the connection status of the line.
Numeral 1261 denotes an EISA bus master control circuit by
which the local processor 1201 accesses the I/O of the
computer 10 to be monitored and the memory through the
EISA bus 51.

A relation between the embodiment of FIG. 5 and the
block diagram of FIG. 22 is now explained. The bus
controller 1215 controls the EISA bus master control circuit
1261 corresponding to the bus control circuit 126 and
exchanges data such as the fault event data with the SVP
driver 19 and the agent 17. The fault monitor 12111 receives
the alarm signal such as the abnormal temperature of the
housing, the error in the power unit or the stop of the fan
through the SVP interface control circuit 1202 and informs
the occurrence of the fault to the fault event generator 12112.
The line connection monitor 12133 monitors the carrier
signal of the modem 261 from the RS232C driver circuit
1251 to monitor the connection status of the line. The line
switching controller 12132 controls the asynchronous I/F
switching circuit 122 by the switching request from the line
switching means 2911 of the SVP manager 29 and the
switching request from the line connection monitor 12133 to
select the line control circuit 1203 or the serial port control
circuit 1241. When the line control circuit 1203 is selected,
the asynchronous communication controller 12131 controls
the line control circuit 1203 to exchange data with the SVP
manager 29 through the line 25. On the other hand, when the
serial port control circuit 1241 is selected, the line driver 181
of the management computer 10 controls the serial port
control circuit 1241 to connect the remote access function
portions 1611 and 1631 through the line 25. The power
controller 12122 controls the power control circuit 1204 by
the agent 17, the preset time power controller 12121 and the
power-on/off request of the remote power-on/off means to
control the on/off of the power unit 13.
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The flow charts of FIGS. 6~20 should be interpreted to
correspond to portions of media such as ROMs and floppy
disks which store processor-readable programs to implement
the corresponding functions shown in the flow charts.

FIGS. 23A, 23B and 24 show a modification of the
embodiment of FIG. 1.

The modified embodiment of FIGS. 23A and 23B, as
compared with FIG. 1 includes in the agent 17 of the
computer 10 to be managed, a fault manager 171, an
automatic operation manager 172 and a configuration man-
ager 173, details of which are shown in FIG. 24. Further, a
status monitor circuit 30 and a status monitor driver 31 are
provided. A manager of the management computer 23 and a
manager 242 of the remote management computer 27
include configuration managers 2413 and 2423 and auto-
matic operation managers 2412 and 2422, respectively.

Referring to FIGS. 23A, 23B and 24, an embodiment of
the fault management, the automatic operation management
and the configuration management focused at the agent 17 is
explained.

In FIG. 23, a numeral 30 denotes a status monitor circuit
for monitoring the status and error of the devices of the
computer 10 to be managed such as the temperature of the
housing, the operation status of the fan and the operating
status of the power unit, numeral 31 denotes a status monitor
driver for accessing the status monitor circuit 30 to acquire
the information in the status of the devices and numeral 32
denotes a power-off driver for controlling the power unit 13
to turn off the power of the computer 10 to be managed.
Numeral 171 denotes a fault manager for managing the fault
of the devices of the computer 10 to be managed in the agent
17, numeral 1711 denotes fault monitor means for accessing
the status monitor driver 31, the network driver 201 and the
disk driver 21 to monitor the status of the devices and
determine the abnormal state to generate the fault event,
numeral 1712 denotes fault log record means for recording
the fault log of the fault event in the disk and numeral 1713
denotes a fault warning generation means for sending the
fault event to the manager 241 as the fault warning. Numeral
172 denotes an automatic operation manager for managing
the automatic operation of the computer 10 to be managed
in the agent 17, numeral 1721 denotes automatic operation
schedule management means for storing schedule informa-
tion for one year, for example, for the automatic operation in
the disk and controlling the automatic operation of the
computer 10 to be managed in accordance with the schedule
and numeral 1722 denotes shut-down means for issuing a
shut-down request to the network OS 161 in response to the
power-off request. Numeral 173 denotes a configuration
information manager for acquiring and setting the configu-
ration and the status of the devices and the network OS 161
from the fault monitor driver 31 and the SVP driver 19.
Numeral 2411 denotes a fault manager of the manager for
providing the fault management user interface, numeral
24111 denotes fault warning display means for displaying
the fault warning from the fault warning generation means
1713 on the screen of the management computer, numeral
24112 denotes a fault log display means for displaying the
fault log recorded in the fault log record means 1712 on the
screen, numeral 2412 denotes a manager operation manager
for providing a user interface of the automatic operation,
numeral 24121 denotes automatic operation schedule setting
means for setting the schedule in the automatic schedule
management means 1721, numeral 24122 denotes power-off
means for turning off the power of the computer 10 to be
managed by the means 1722, numeral 2413 denotes a
manager configuration information manager for providing a
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user interface of the configuration information management,
and numeral 24131 denotes configuration information dis-
play setting means for displaying and setting the configu-
ration information on the screen through the configuration
information management means 1731. Other configuration
is same as that of the embodiment of FIG. 1.

In the present embodiment, the agent 17 directly accesses
the status monitor circuit 30 without routing the SVP 12 to
monitor the status of the hardware to determine the hardware
fault such as the abnormal temperature of the housing, the
stop of the fan and the error in the power unit. The fault
monitor means 1711 of the agent 17 accesses the status
detection circuit 30 through the status monitor driver 31 to
monitor the hardware status of the computer 10 to be
monitored such as the housing temperature, the operating
status of the fan and the operating status of the power unit
to determine the abnormal status of the hardware and
generate the fault event. Information such as an event name,
date of occurrence of fault and source of fault are set in the
fault event. The fault monitor means 1711 monitors the
status of the devices through the network driver 201, the disk
driver 21 and the SVP driver 19 to determine the abnormal
status of the devices and generate the fault event. After the
generation of the fault event, the fault monitor means 1711
sends the generated fault event to the fault log record means
1712 and the fault warning generation means 1713. The fault
log record means 1712 records the fault event and the fault
log on the disk. The recorded fault log may be referred to by
the user through the fault log display means 24112 of the
manager 241. On the other hand, the fault warning means
1713 adds the name of the computer 10 to be managed in
which the fault has occurred to the fault event to generate the
fault warning and sends it immediately to the fault warning
display means 24111 of the manager 241 to display the fault
warning message to inform the occurrence of the fault to the
user.

The power-off of the computer 10 to be managed is now
explained. By the power-off operation by the user, the
power-off means 24122 of the manager 241 sends the
power-off request to the shut-down means 1722 of the agent
17 through the LAN 22. Then, the shut-down means 1722
issues the shut-down request to the network OS 161. After
the shut-down process, when the shut-down completion
notice is received by the power-off driver 33 from the
network OS 161, the power-off driver 33 sets the power-off
to the power unit 13 to power off the computer 10 to be
managed.

The automatic operation management is now explained.
The automatic operation schedule setting means 24121 of
the manager causes the user to set the automatic operation
schedule of the computer 10 to be managed through the
graphic user interface such as a calendar and sends the
automatic operation schedule information to the schedule
management means 1721 of the agent 17. When the auto-
matic schedule management means 1721 receives the sched-
ule information, it stores it in the disk and automatically
operates the computer 10 to be managed in accordance with
the schedule information. In order to attain the power-off at
the preset time of the schedule information, the automatic
operation schedule management means 1721 searches the
nearest future power-off time from the schedule information
stored in the disk when the computer 10 to be managed is
powered on and the agent 17 is executed, and sends it as the
preset time power-off request to the SVP board 12 through
the SVP driver 19. When the preset power-off request time
is reached during the operation of the computer 10 to be
managed, the SVP board 12 sends the power-off request to
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the shut-down process 1722 of the agent 17 through the SVP
driver 19. The shut-down process 1722 shuts down the
network OS 161 and then powers off the computer 10 to be
managed in the same manner as the power-off of the
manager 241. On the other hand, in order to attain the preset
time power-on of the schedule information, the automatic
operation schedule management means 1721 searches the
nearest future power-on time from the schedule information
stored in the disk during the shut-down process and sends it
as the preset time power-on request to the SVP board 12
through the SVP driver 19. When the power-on request time
is reached during the power-off of the computer 10 to be
managed, the SVP board 12 controls the power unit 13 to
immediately turn on the power.

The configuration information management is now
explained. The configuration information management man-
ages the information on the configuration and the status of
the devices of the computer 10 to be managed and the
network OS to provide the reference/setting function to the
user. By the reference/setting request from the user, the
configuration information display means 24131 of the man-
ager 241 sends the acquire/setting request of the configura-
tion information to the configuration information manage-
ment means 1731 of the agent 17 through the LAN 22. When
the configuration information managing means 1731
receives the acquire request, it collects the information on
the configuration and the status of the network OS and the
devices such as the number of CPUs and the capacity of the
memory and the disk from the network OS 161, the network
driver 201, the disk driver 21, the fault monitor driver 31 and
the SVP driver 19, and sends it back to the configuration
information display setting means 24131. The configuration
information display setting means 24131 displays the sent-
back information on the screen. On the other hand, when the
configuration information management means 1731 receives
the setting request, it sends the setting request to the network
OS 161 and the drivers to change the setting.

In accordance with the present invention, the fault moni-
toring and the power control of the computers connected by
the LAN as well as the public line may be centrally and
uniformly conducted through the agent by the remote access
function of the network OS in the same manner as that
through the LAN, and the burden of the computer manage-
ment by the system operator on the wide network is signifi-
cantly reduced. The fault which may lead to the critical fault
such as the abnormal temperature of the housing, the error
in the power unit, the stop of the fan and the error in the disk
may be systematically monitored in an early stage as the
fault warning and the system fault may be prevented by the
pre-countermeasures. Further, once the critical fault occurs
and the computer is system-downed, the system operator
may immediately receive the information through the public
line or the network and the information on the fault may be
acquired, and the remote power-off, the remote resetting and
the confirmation of the system operation after the remote
power-off can be attained so that the initial countermeasures
to the critical fault may be immediately taken. In this
manner, the system-down time may be reduced and the
damage by the fault may be minimized. Further, the auto-
matic preset time power-on/off and the remote power-on/off
control may be attained through the LAN and the public
network and the central operation management of the com-
puters connected to the network is attained, the burden of the
system operator is reduced and the remote operation main-
tenance is supported.

15

20

25

40

45

50

55

60

65

14

What is claimed is:
1. A computer management system comprising:

at least two computers connected by a network;

a network operating system (OS) adapted to be executed
on each of said computers for controlling data transfer
between the computers connected to said network and
a file system service on said network;

a manager operating on at least one computer serving as
a management computer, of said computers connected
by said network, for managing at least configuration
and fault of the other computer as a computer to be
managed, of said computers connected by said net-
work;

an agent on said computer to be managed, for monitoring
information on said computer to be managed and
controlling said computer to be managed in accordance
with an instruction from said manager sent through said
network;

an extended board, connected to an I/O bus of said
computer to be managed, said extended board includ-
ing a processor independent from said computer to be
managed for monitoring the occurrence of fault in said
computer to be managed, sending fault information to
said agent through said I/O bus and a service processor
(SVP) for controlling a power supply of said computer
to be managed by an instruction from said agent; and

a sub-power supply for continuously and constantly sup-
plying power to said extended board independently of
the power supply to said computer to be managed.

2. A computer management system according to claim 1
wherein said managing computer and said computer to be
managed are connected by a public line by a modem
connected to an asynchronous interface as an additional
function of said network OS, and said manager executed by
said management computer controls said agent executed by
said computer to be managed having said SVP connected
thereto and said SVP to manage said computer.

3. A computer management system according to claim 1
further comprising:

a plurality of sensors for monitoring the fault of said
computer to be monitored, including a sensor for moni-
toring the stop of a fan, a sensor for monitoring an
abnormal temperature of a housing, a sensor for moni-
toring an error in a power supply unit, a sensor for
monitoring a fault in a peripheral device board con-
nected to said I/O bus and a sensor for monitoring a
fault in hard disk drives of a disk array; and

signal lines for sending information on the fault from said
sensors to said SVP board.

4. A computer management system according to claim 3

wherein said SVP includes a fault monitor comprising:
fault monitoring means for monitoring various faults of
said computer to be monitored by said signal lines from
said sensors;

fault event generation means for generating a fault event
to inform the fault to said agent through said I/O bus in
response to the occurrence of the fault and sending the
fault event to said agent; and

fault logging means for recording the fault event as fault
log.

5. A computer management system according to claim 4
wherein said computer to be managed comprises a device
driver for sending the fault occurred in peripheral devices
including a disk drive and a network adaptor to said agent as
the fault event,
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wherein said agent collects the fault event from said
device driver or said SVP, records the fault event on a
disk as fault history, sends the fault event to said fault
logging means of said SVP, records the fault event in
said SVP as the fault history and sends fault warning to
said manager through said network.

6. A computer management system according to claim 1
wherein said manager of said managing computer includes
a fault manager comprising;

fault warning display means for displaying the fault event
sent from said agent on a screen as the fault warning to
provide warning to a user; and

fault log display means for sending a fault history acquire
request for the record in a recorder of said agent to said
agent by an instruction from a user and displaying the
fault history sent from said agent on a screen.

7. A computer management system according to claim 5§

further comprising:

main unit OS status monitoring means for periodically
communicating with said agent executed on said com-
puter to be managed to determine a normal operation of
said computer to be managed and the system-down by
the presence or absence of a response from said com-
puter to be managed and requesting a response to said
agent in response to a system operation check request
of said manager to determine an operation status of the
system by the presence or absence of a response from
said computer to be managed and informing the status
to said manager; and

automatic fault informing control means for connecting to
said manager of said managing computer by asynchro-
nous communication control means in response to
notification from said main unit OS status monitoring
means upon occurrence of critical fault for informing
the occurrence of the critical fault.

8. A computer management system according to claim 7

further comprising:

automatic fault information reception means for display-
ing a system-down message on a screen in response to
the notice from said automatic fault informing control
means of said SVP upon occurrence of the critical fault
in said computer to be managed;

fault diagnosing means for sending a fault signal line
information acquire request from the sensors of said
computer to be managed to said fault monitoring means
of said SVP by an instruction by the user, sending a
fault history acquire request to said fault logging means
of said SVP and displaying the acquired fault informa-
tion on the screen to support the fault diagnosis of the
user;

remote reset means for sequentially sending a power-off
request and a power-on request to said power control
means by an instruction of the user to remotely reset the
system; and

system operation check means for sending a system
operation check request to said OS status monitoring
means of said SVP to acquire information on the
operation status of the system and displaying the infor-
mation on the screen.

9. A computer management system according to claim 1

further comprising:

a status monitoring circuit in said computer to be man-
aged for monitoring hardware status and fault of said
computer to be managed;

an interface in said computer to be managed for allowing
said agent to acquire the information on the hardware
status from said status monitoring circuit;
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fault monitoring means in said agent for acquiring the
information on the hardware status of said computer to
be managed from said status monitoring circuit through
said SVP or said interface to determine fault state to
generate a fault event;

fault log recording means in said SVP for recording the
fault event as fault log; and

fault warning generation means in said SVP for sending
the fault event to said manager as fault warning.

10. A computer management system according to claim 1

further comprising:

an interface between said network OS and devices in said

computer to be managed, and said agent; and

configuration information managing means in said agent
for managing acquirement and setting of information
on configuration and status of said network OS and said
devices.

11. A computer management system comprising:

at least two computers connected by a network;

a network operating system (OS) adapted to be executed
on each of said computers for controlling data transfer
between the computers connected to said network and
a file system service on said network;

a manager operating on at least one computer serving as
a management computer, of said computers connected
by said network, for managing at least configuration
and fault of the other computer as a computer to be
managed, of said computers connected by said net-
work;

an agent on said computer to be managed, for monitoring
information on said other computer to be managed and
controlling said other computer to be managed in
accordance with an instruction from said manager sent
through said network;

an extended board, connected to an I/O bus of said
computer to be managed, said extended board includ-
ing a processor independent from said computer to be
managed for monitoring the occurrence of fault in said
computer to be managed, sending fault information to
said agent through said I/O bus and a service processor
(SVP) for controlling a power supply of said computer
to be managed by an instruction from said agent; and

an SVP manager adapted to be executed on said manage-
ment computer at a remote site, operating indepen-
dently from said manager, directly connected to said
SVP by a modem connected to an asynchronous inter-
face through a public line for controlling said SVP in
response to the occurrence of power-off or critical fault
in said computer to be managed.

12. A computer management system according to claim

11 further comprising:

a power control circuit for controlling a power unit of said
computer to be managed;

power control means for controlling said power control
circuit in response to a request from said SVP manager
of said agent to control the power-on/off of said com-
puter to be managed; and

preset time power control means responsive to a preset
time power-on/off request from said agent for setting a
power-on/off time to a real time clock circuit, respon-
sive to a notice of a power-on/off time from said real
time clock circuit for controlling said power control
circuit by said power control means to turn on the
power of said computer to be managed at the power-on
time and, at the power-off time, sending a system
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shut-down request to said network OS through said
agent and after the shut-down of the system operation,
turning off the power by said power control means.

13. A computer management system according to claim
11 wherein said SVP manager includes remote power on/off
means connected directly to said SVP through a public line
for sending a power-on/off request to power control means
of said SVP in response to an instruction from a user.

14. A computer management system according to claim
12 wherein said management computer comprises power-
on/off means for sending a power-on/off request to said
power control means of said SVP through said agent con-
nected to said network in response to an instruction from the
user and preset time power-on/off means for sending a preset
time power-on/off request to said preset time power control
means of said SVP through said agent in response to an
instruction from the user.

15. A computer management system according to claim
11 further comprising:

an asynchronous interface switching circuit for selecting
one of an asynchronous interface connected to a local
processor of said SVP and an asynchronous interface
accessible by a CPU of said computer to be managed as
an asynchronous interface connected to a modem;

line switching control means for controlling the switching
of said asynchronous interface switching circuit;

asynchronous communication control means for control-
ling the asynchronous interface and the modem for
connecting the SVP manager of said managing com-
puter to said SVP through the public line in response to
the selection of the asynchronous interface connected
to the local processor of said SVP by said line switch-
ing means; and

line connection monitoring means for controlling said line

switching controller in response to the disconnection of
the public line connection to switch said asynchronous
interface switch to the local processor of said SVP.

16. A computer management system according to claim
15 wherein said SVP manager includes line connection
means for connecting said computer to be managed directly
to said SVP from said SVP manager through the public line,
and line switching mens for sending an asynchronous inter-
face switching request to said line switching control means
of said SVP.

17. A computer management system according to claim
15 wherein said asynchronous interface switching circuit of
said SVP is set to select an asynchronous interface con-
nected to the local processor of said SVP as an initial state
and then set to select an asynchronous interface accessible
by a processor of said computer to be managed by line
switching means of said SVP manager by an instruction by
a user so that said manager of said managing computer and
said agent of said computer to be managed are connected to
the network via the public line through said network OS and
a remote access function from the state in which said SVP
manager and said SVP are connectable through the public
line, whereby the user is allowed to manage said computer
to be managed by said managing computer.
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18. A computer management system according to claim
17 further comprising:

line connection monitoring means for monitoring the
disconnection of the public line connection after the
start of said remote access function;

wherein when the user shuts down the management of
said computer to be managed by said manager and the
line of said remote access function is disconnected and
shut down, upon disconnection of the line, said line
connection monitoring means controls said line switch-
ing control means to switch said asynchronous inter-
face switching circuit to the local processor of said
SVP, and said manager returns the connection to an
initial state connectable to said SVP.

19. A computer management system according to claim

11 further comprising:

a power control circuit in said SVP for controlling a
power supply unit of said computer to be managed;
power control means in said SVP for controlling said
power control circuit by a request from said SVP
manager to control the turn-on/off of the power of said
computer to be managed; and remote reset means in
said SVP manager connected to said SVP via a public
line by said SVP through an asynchronous interface for
sequentially sending a power-off request and a power-
on request to said power control means to remotely

reset said computer to be managed.

20. A computer management system comprising:

at least two computers connected by a network;

a network operating system (OS) adapted to be executed
on each of said computers for controlling data transfer
between the computers connected to said network and
a file system service on said network;

a manager operating on at least one computer serving as
a management computer, of said computers connected
by said network, for managing at least configuration
and fault of the other computer as a computer to be
managed, of said computers connected by said net-
work;

an agent on said computer to be managed, for monitoring
information on said other computer to be managed and
controlling said other computer to be managed in
accordance with an instruction from said manager sent
through said network;

an extended board, connected to an I/O bus of said
computer to be managed, said extended board includ-
ing a processor independent from said computer to be
managed for monitoring the occurrence of fault in said
computer to be managed, sending fault information to
said agent through said I/O bus and a service processor
(SVP) for controlling a power supply of said computer
to be managed by an instruction from said agent; and

automatic operation schedule management means in said
agent for holding schedule information to automati-
cally operate said computer to be managed and con-
trolling said SVP in accordance with the scheduling
information to automatically turn on and off the power
supply of said computer to be managed.
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