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About This Document

This manual describes how to debug the HP-UX kernel and drivers and to analyze crash dumps and live
systems.

The document printing date and part number indicate the document’s current edition. The printing date will
change when a new edition is printed. Minor changes may be made at reprint without changing the printing
date. The document part number will change when extensive changes are made.

Document updates may be issued between editions to correct errors or document product changes. To ensure
that you receive the updated or new editions, you should subscribe to the appropriate product support service.
See your HP sales representative for details.

Intended Audience

This document is intended for HP-UX kernel/driver developers.

This document is not a tutorial.

New and Changed Documentation in This Edition

The manual name and part number have both been changed, so this becomes the first edition.

Publishing History
Table 1 Publishing History Details
Document Manufacturing Part . Publication
Number Operating Systems Supported Date
5971-4809 11.23 September 2004
5971-xxxx 11.23 May 2005
5971-xxxx 11.31 October 2006
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What’s in This Document

The HP KWDB Kernel Debugger Guide contains information on debugging:

Chapter 1,
Chapter 2,
Chapter 3,
Chapter 4,
Chapter 5,
Chapter 6,

Chapter 7, “KWDB PERL Programming Reference,” explains how programs can be written in PERL to
analyze crash dumps or live or remote systems.

“Introduction,” Summarizes what is in this document and provides overview information.
“Setting Up KWDB for Remote Debugging,” explains how to set up systems.

“Getting Started with Remote Debugging,” explains debugging sessions.

“Command Reference,” discusses KWDB and Q4 commands.

“Analyzing Crash Dumps,” shows how to analyze a crash dump.

“Live Memory Analysis,” explains live memory analysis.

Chapter 8, “Command Quick Reference,” shows the KWDB commands for kernel debugging.
Chapter 9, “Troubleshooting,” recognizing and resolving common problems.

Chapter 10, “Guide to Writing KWDB Compatible Code,” shows how to write code that can be debugged
using KWDB.

“Glossary” — A comprehensive list of terms commonly used in HP-UX Driver Development

documentation.

Typographical Conventions

This document uses the following conventions.

audit (5) An HP-UX manpage. In this example, audit is the name and 5 is the section in the HP-UX
Reference. On the web and on the Instant Information CD, it may be a hot link to the
manpage itself. From the HP-UX command line, you can enter “man audit” or “man 5
audit” to view the manpage. See man (1).

Book Title The title of a book. On the web and on the Instant Information CD, it may be a hot link to
the book itself.

KeyCap The name of a keyboard key. Note that Return and Enter both refer to the same key.

Emphasis Text that is emphasized.

Bold Text that is strongly emphasized.

Bold The defined use of an important word or phrase.

ComputerOut Text displayed by the computer.

UserInput Commands and other text that you type.

Command A command name or qualified command phrase.

Variable The name of a variable that you may replace in a command or function or information in a

{3}

display that represents several possible values.

The contents are optional in formats and command descriptions. If the contents are a list
separated by |, you must choose one of the items.

The contents are required in formats and command descriptions. If the contents are a list
separated by |, you must choose one of the items.

The preceding element may be repeated an arbitrary number of times.
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| Separates items in a list of choices.

HP-UX Release Name and Release Identifier

Each HP-UX 11i release has an associated release name and release identifier. The uname (1) command with
the -r option returns the release identifier. This table shows the releases available for HP-UX 11i.

Table 2 HP-UX 11i Releases and Release Identifiers
Rele.as.e Release Name Supported Processor Architecture
Identifier
11.11 HP-UX 11i vl PA-RISC
11.23 HP-UX 11i v2 PA-RISC, IA
11.31 HP-UX 11i v3 PA-RISC, 1A

Related Documents
Other documents in this collection include:

e DDK FAQ
e  HP-UX Driver Development Getting Started Guide
e  HP-UX Driver Development Reference Guide

HP Encourages Your Comments

HP encourages your comments concerning this document. We are truly committed to providing
documentation that meets your needs.

Please include document title, manufacturing part number, and any comment, error found, or suggestion for
improvement you have concerning this document. Also, please include what we did right so we can
incorporate it into other documents.

Support/Compatibility Disclaimers
Since drivers function at the level of the kernel, Hewlett-Packard Company (HP) reminds you of the following:

[ Adding your own driver to HP-UX requires relinking the driver into HP-UX. With each new release you
should plan on recompiling your driver in order to reinstall it into the new HP-UX kernel. Many header
files do not change. However, drivers typically use some header files that could change across releases
(i.e., you can have some system dependencies).

(1 HP provides support services for HP products, including HP-UX. Products, including drivers, from
non-HP parties receive no support, other than the support of those parts of a driver that rely on the
documented behavior of supported HP products.

[ Should difficulties arise during the development and test phases of writing a driver, HP may provide
assistance in isolating problems to determine if:

e HP hardware is not at fault; and
e HP software (firmware) is not at fault by removing user-written kernel drivers.

d When HP hardware, software, and firmware are not at fault, you should seek help from the third party
from whom you obtained software or hardware.
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Reference Documentation
1 Hewlett-Packard Company

e  HP-UX Driver Development Reference Guide
e  HP-UX Driver Development Guide
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1 Introduction

Just as an application debugger is essential to the development, maintenance, and support of an application
program, a kernel debugger is essential to the development, maintenance, and support of an operating system
kernel. HP has made available KWDB, the HP-UX kernel debugger and crash analysis tool, to fulfill the
needs of lab engineers and field engineers for a tool to provide a means to study the behavior of running
systems and to analyze the crash dumps that may be generated when a system terminates.

Run KWDB in three ways:

1. As a remote system kernel debugger.
2. As an on-console or single-system kernel debugger.
3. As a crash dump/kernel memory analysis tool.

As a remote system kernel debugger, KWDB provides source level debugging, which includes access to
symbols, variables, and source in addition to the basic features of providing stack traces, examination and
modification of memory, control of execution through breakpoints and watchpoints. The remote method of
debugging requires at least two systems, the system to debug, called the target, and the system, called the
host, where entering the kwdb command and kwdb runs as a normal user application. This manual discusses
how to set up the communication between these two systems, refer to Chapter 2, “Setting Up KWDB for
Remote Debugging.”

As an on-console kernel debugger, KWDB provides assembly level debugging, which although not as powerful
as source level debugging still provides a set of debugging commands which allows control of breakpoints,
examination and modification of memory, and stack tracing. These commands are documented in Chapter 3,
“Getting Started with Remote Debugging.”

The target will need to be booted with special flags to run KWDB as either a remote system debugger or as a
single system debugger. These flags and the boot commands are documented in Chapter 3, “Getting Started
with Remote Debugging,” as well as how to invoke the KWDB client to connect to the target system.

Although KWDB is based on GDB and KWDB has many of the same commands as GDB, it also supports a
superset of commands provided by the HP-UX crash dump analyzer, Q4. Chapter 3, “Getting Started with
Remote Debugging,” documents the commands available in KWDB.

As a crash dump analysis tool, KWDB allows extraction of information from a crash dump or from the
memory devices, /dev/mem or /dev/kmem, of the local system. Using a local copy of the vmunix file KWDB has
access to all the debug and symbol information available. Many scripts were developed to analyze crash
dumps using Q4. These scripts can also be used by KWDB. Chapter 4, “Command Reference,” documents how
to analyze crash dumps with KWDB. Since the system memory devices provides the super user with access to
the same information on the system as a crash dump, it is easy to use KWDB to perform analysis of a live
system, as documented in Chapter 5, “Analyzing Crash Dumps.”

Chapter 6, “Live Memory Analysis,” documents the script interface provided with KWDB. Chapter 7, “KWDB
PERL Programming Reference,” and Chapter 8, “Command Quick Reference,” contain easy to use references.
As a kernel engineer read Chapter 9, “Troubleshooting,” to better understand the KWDB dependencies in the
kernel.

Chapter 1 17
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2 Setting Up KWDB for Remote Debugging

To use KWDB as remote kernel debugger at least two systems will be needed; the target system running the
kernel that needs to be debugged, and the host system where the KWDB debugger runs as a normal user
application. The KWDB debugger running as a user application is referred to as the “KWDB client”.
Depending on the type of connection between host and target systems, a “communications server” may need
to be run, in addition to KWDB.

This chapter describes how to set up the communication between the host system running KWDB and the
target system running the kernel to be debugged. Refer to Chapter 3, “Getting Started with Remote
Debugging,” for information on how to boot the target system and invoke KWDB to begin the debugging
session.

Chapter 2 19



Setting Up KWDB for Remote Debugging
KWDB Setup

KWDB Setup

KWDB supports two system architectures, PA-RISC and Itanium. On PA-RISC, a wide variety of HP-UX
operating systems and machine classes are also supported. Setting up the connection between the target and
the KWDB client will be done differently depending on the architecture, machine class and version of HP-UX
on the target system. Therefore a need to identify each of these. Use KWDB to debug all HP-UX systems
whose OS version is 11.10 and later. Kernels whose OS version is 10.0 to 11.0 were designed to be debugged
with a different debugger known as NDDB. However, use KWDB to debug 11.0 and earlier kernels on
PA-RISC S700/800 systems (with some limitations) using its nddb-compatibility mode.

There are at present six different methods by which KWDB can communicate with the target system it is
debugging, and the details of KWDB setup will vary depending on the communication method chosen. Start
by summarizing the different types of communication methods between the host and target machines.

Communication Methods

LAN Communication with Comm Server

This method is communication via a Local Area Network (LAN). It is generally the most common method
since it is the fastest and most flexible. This method requires that a LAN card be installed on the target
system that can be used exclusively by KWDB. This might require installation of an additional LAN card
depending on the configuration of the system. It also requires that a communications server, usually referred
to as a “comm” server run as a separate process on a machine on the same LAN subnet as the target system.
This method of communication uses TCP/IP protocol for communication between KWDB client and
communication server. The communication between communication server and target is through Ethernet
layer LAN packets.

UDP Communication

This communication method is via the network using UDP/IP protocol. The requirements for UDP
communication are the same as for LAN Communication previously described, except that no
communications server is needed. This method of communication is supported by HP-UX kernels version
11.22 or later.

Dedicated Device Communication

There are two types of systems which make use of dedicated device communication for remote kernel
debugging. They are explained in the following sections:

SUB/SINC The Superdome, Keystone, Matterhorn and Orca systems have a dedicated debugger device
that can communicate with KWDB. Superdome, Keystone and Matterhorn systems use the
SUB/SINC for all debugger communication.

SONIC LAN V-Class systems have a unique form of communication. The V-Class uses a special type of
LAN card called SONIC LAN card for debugger communication. The V-Class system
consists of a test station and various partitions. The KWDB communications server runs on
the test station and communicates with the different partitions of the V-Class system using
Ethernet layer LAN packets. The KWDB client running on a host system communicates
with the communications server on the V-Class test station via TCP/IP.
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Serial Communication

Setting Up KWDB for Remote Debugging

KWDB Setup

The serial communication method uses a direct RS-232 connection between the host and target machines.
This requires close physical proximity between the host and target systems and is slow. It is not the
communication method of choice, will (possibly) be used if an appropriate LAN card is not installed on the

target system.

Lantron Serial Communication

This is an RS-232 connection between the target system and a Lantronix box. This method eliminates the
need for close physical proximity between the host and target systems, but the connection is still slow.

Console Debugger Communication

This is communication via the target system’s on-console debugger. KWDB on a host system can communicate
with the on-console debugger on the target system if there is a remote console for the target system. If the
target system is 11.11 or later, use the on-console debugger. This method of communication is slow.

How to Select the Communication Method

The selection of communication method depends on the architecture, machine class and operating system
version of the target. The following table shows communication methods supported by KWDB for different
architecture, machine class and operating system versions. If there are more than one communication
methods supported for a combination, they are listed in Table 2-1, “Communication Methods for Remote
Debugging,” in the order of recommendation. Different notations used in this table are:

C — Console Debugger

D — Dedicated Device

L — LAN with Comm Server
S — Serial / Lantron Serial
U —UDP

Table 2-1 Communication Methods for Remote Debugging
Machine Class/Architecture 11.00 11.10 11.11 11.23 11.31
A Class L L L,C L,CS,U Not
Supported
B Class L L L,C L,CS,U Not
Supported
C Class L L L,C L,CS,U Not
Supported
D Class S L L,S,C L,S,C Not
Supported
J Class (NonAstro) L S LS LS, C L S, CU Not
Supported
J Class Astro L L L C L S.CU Not
Supported
K Class L L L,C L,C Not
Supported
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Table 2-1 Communication Methods for Remote Debugging (Continued)
Machine Class/Architecture 11.00 11.10 11.11 11.23 11.31
L Class L L L,C L,CS,U Not
Supported
N Class L L L,C L,CS,U Not
Supported
T Class L L L,C L,C Not
Supported
V Class D D D D Not
Supported
IPF — — — L,CS,U L,C,S, U
Superdome/Matterhorn/ . o D, C D, C L.D,C,U
Keystone/Orca
PA-RISC new non-cell . o L C L, C L, C
platforms
NOTE To determine if a J Class system is Astro based or not, run the ioscan command. If the ioscan

output contains a line for “System Bus Adapter” with “ioa” class, the system is Astro based.

If the machine type is a PA-RISC series 700 or 800, or IPF, the recommended communication method is LAN
since it is the fastest. Use serial or Lantron serial only if it is impossible to obtain or install a LAN card that
KWDB can use. For the PA-RISC 700/800 or IPF systems, also use Console Debugger Communication if the
target’s operating system is 11.11 or later. This has the advantage of requiring no special setup to be done (no
LAN card installation or cable connections), the only requirement is that the target system must have a
remote console implemented via a Lantronix box. The main disadvantage of this communication method is
that it is very slow.

If a Superdome, Keystone, Matterhorn or Orca system, use SUB/SINC communication or Console Debugger
Communication.

If a V-Class target system, use LAN communication via the SONIC LAN card. Other communication methods
are not supported for V-Class.

Determining Machine Class and Operating System

Know the machine class and operating system on the target machine because that determines what kind of
host/target communication to be used. On the target system find out the following; what architecture,
PA-RISC or Itanium? What machine class? To determine this use the:

# model
command; a
19000/785/C3000

response shows that it is a model 9000, series 785 and is a PA-RISC C class machine; an

ia64 Intel MP Server
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response shows that it is an IPF system

What version of the operating system do you have? To determine this, use the:
# uname -r

command; a
B.11.22

response shows the kernel is version HP-UX 11.22.
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Set Up Instructions

The following sections explain set-up instructions for different communications methods.

LAN Communication with Comm Server

If the system is PA-RISC 700/800, or IPF, then LAN or UDP communication is the preferred method. This
method of communication needs a LAN card on the target system dedicated for debugger communication.
Determine what LAN cards are installed on the target machine and whether or not any of the LAN cards can
be used by KWDB. If none of the LAN cards on the target machine can be used, install the appropriate type of
card to use LAN communication. To determine what LAN cards are on the system and which LAN cards can
be used by KWDB, and how to obtain the appropriate LAN card, refer to the LAN Cards section. For LAN
communication with comm server, run a communications server. For instructions on how to run the
communications server, refer to the section KWDB Communications Server.

UDP Communication

This method of communication is supported by HP-UX kernels version 11.22 or later. UDP communication
needs a LAN card on the target dedicated for debugger communication. On PA-RISC systems KWDB can use
btlan card and on IPF systems KWDB can use btlan card, intl100 card, igelan card or iether card. To use
this type of communication, determine what LAN cards are installed on the target machine and whether or
not any of the LAN cards can be used by KWDB. If none of the LAN cards on the target machine can be used,
then install the appropriate type of card for UDP communication. To determine what LAN cards are on the
system, which LAN cards can be used by KWDB, and how to obtain the appropriate LAN card, refer to the
LAN Cards section.

UDP protocol is used to communicate between the target and KWDB client, so no communication server is
necessary. The target has to be assigned an IP address and gateway. This can be done automatically if a
DHCP server is running on the network. Consult with the system administrator to check if DHCP server is
running on the network.

Modify the file /etc/rc.config.d/netconf on the target system as shown in the following example:
# cat /etc/rc.config.d/netconf
...some lines omitted here...

INTERFACE_NAME[O]=lanl
IP_ADDRESS[0]=15.0.100.224
SUBNET_MASK[0]=255.255.252.0
BROADCAST ADDRESS[0]=15.244.99.255
INTERFACE_STATE[Q]=**
DHCP_ENABLE[0]=0

...some lines omitted here...
Change the file by removing the IP_ADDRESS value and setting DHCP_ENABLE to 1 as shown here:
# cat /etc/rc.config.d/netconf

INTERFACE NAME[O]=1lanl
IP_ADDRESS[0]=
SUBNET_MASK[0]=255.255.252.0
BROADCAST ADDRESS[0]=15.244.99.255
INTERFACE_STATE[Q]=**
DHCP_ENABLE[0]=1

...some lines omitted here...

...some lines omitted here...
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Reboot the target system and look at the TP_ADDRESS in the same file.

# cat /etc/rc.config.d/netconf

...some lines omitted here...
INTERFACE_NAME[0]=1anl
IP_ADDRESS[0]=15.244.99.231
SUBNET_MASK[0]=255.255.252.0
BROADCAST ADDRESS[0]=15.244.99.255
INTERFACE_STATE([0]=*%*
DHCP_ENABLE[0]=1

...some lines omitted here...

If the DHCP server is running on the system an IP_ADDRESS will have been written into this file. In the
previous example 15.244.99.231 is the IP address assigned by DHCP server for lanl.

If DHCP is not running on the network, obtain a valid IP address, and a valid gateway in order to use UDP
communication. Its possible to get them from the system administrator. If not, “steal” an IP address and use
the gateway from the target system by looking at the file /etc/rc.config.d/netcont. Search the netconf
file and identify the LAN card KWDB will use. Refer to the LAN Cards section for more details on how to
identify the LAN card KWDB will use. The IP address must be the one assigned to the LAN card that KWDB
will use. Remove or comment out the corresponding entries from the file /etc/rc.config.d/netconf. Once
the IP address and gateway are obtained, write them into the vmunix file that is to be run on the target
system. For a PA-RISC system write the IP address to the symbol kgdb_udp_ip_addr; for an IPF system
write the IP address to the symbol kdebug_udp_ip_addr. Write the gateway to the symbol
kgdb_udp_gateway for PA-RISC and to the symbol kdebug_udp_gateway for an IPF system. Write the
information into the vmunix file using KWDB or adb. Here is an example of writing IP address 0x0£0064e0
(15.0.100.224) to the symbol kdebug_udp_ip_addr for IPF kernel.

# kwdb -write /stand/vmunix

(kwdb) write 0x0£f0064e0 at &kdebug udp_ip_addr
Writing 4 bytes at 0xe00000010034f9%ec in kernel file
0ld value : 0x00000000

New value : 0x0£0064e0

(kwdb) quit

Once the information is written to the symbols reboot the kernel with the vmunix file that has been changed
in order to use UDP communication. For instructions on booting the kernel and starting KWDB for UDP
communication, refer to Chapter 3, “Getting Started with Remote Debugging.” In KWDB 3.1.3, patching the
vmunix for hardcoding the UPp IP address is supported through kwdb_config_kern_utility. This can be done
by selecting the option “Set/Unset hardcoded IP address for UDP communication” in the main menu of
kwdb_config_kern.

Dedicated Device Communication

There are two types of systems which make use of dedicated device communication for remote kernel
debugging. They are explained in the following sections:

SUB/SINC If the target is a Superdome, Keystone, Matterhorn, or Orca, the SUB/SINC is used for all
debugger communication. There is no need for a communications server or a special LAN
card. Refer to Chapter 3, “Getting Started with Remote Debugging.”
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SONIC LAN The V-Class uses only LAN communication via the SONIC LAN card. Other forms of

communication such as serial or Console Debugger communication are not supported. The
OS version of the kernel must be 11.10 or later, nddb compatibility mode is not supported
for the V-Class. The kwdbd communications server has to run on the V-Class test station.
For instructions on running the kwdbd communications server, refer to the section KWDB
Communications Server. For instructions on booting the kernel and starting KWDB for a
V-Class, refer to Chapter 3, “Getting Started with Remote Debugging.”

Serial/Lantron Serial Communication

If it is necessary to use an RS-232 serial connection, connect a cable directly between the host and target
machine or from the target machine to a Lantronix box. No communications server is necessary if using a
serial connection.

To set up RS-232 communications, perform the following steps:

1. Ensure the target contains an RS-232 card supported for debugger communications.

To determine this, use the following rules:

For PA-RISC targets with kernel version 11.11 and earlier, KWDB only supports RS232 under Core
I/O adapter. To determine if the system has a supported RS232 card use the command ioscan -f as
shown in this example:

# ioscan -f

Class I H/W Path Driver S/W State H/W Type Description

ba 2 8/20 bus_adapter CLAIMED BUS_NEXUS Core I/0O Adapter
..... Some lines omitted here....

tty 1 8/20/2 asio0 CLAIMED INTERFACE Built-in RS-232C

For PA-RISC targets with kernel version 11.20 and later, KWDB supports RS232 with driver asio0.
To determine if the system has a supported RS232 card use the command ioscan -fC tty.

The output of the command should show driver asio as shown here:

# ioscan -fC tty

Class I H/W Path Driver S/W State H/W Type Description
tty 0 8/16/4 asio0 CLAIMED INTERFACE Built-in RS-232C
tty 1 8/20/2 asio0 CLAIMED INTERFACE Built-in RS-232C

The driver cannot be of type mux2 (for example, PA-RISC K class has a mux2 driver and so cannot use
serial communication). The “Driver” is the important column, information in other columns can vary.
For example the “Description” column could show PCI Serial.

For Intel IPF systems, KWDB supports RS232 on all IPF systems.

2. Determine which RS-232 port will be dedicated to debugger communications on the target. KWDB will
use the rules listed to select the port:

For PA-RISC targets, KWDB will choose the second port (“port B” or “serial 2”) on the target for
debugger communications if a second port exists.
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¢ For PA-RISC targets it is possible to override KWDB’s default selection rules and specify which serial
port is to be used for debugging by using the kwdb_config_kern utility as explained in the
kwdb_config_kern Utility section.

e  For Intel IPF systems, KWDB will choose COM1 on the target for debugger communication.

e For HP IPF systems, KWDB will choose port 2 on the target for debugger communications if a second
port exists.

¢  On IPF systems it is possible to change the default port that KWDB uses for serial communication on
the target by using the -z option when booting the target system. On an Intel IPF target this option
will cause port 2 to be selected and on an HP IPF target, this will cause port 1 to be selected. To
override the default port if it is being used for another purpose such as a remote console. See
Chapter 3, “Getting Started with Remote Debugging,” for information on booting the target system.

3. Set up the serial connection in either of two ways; connect the target and host machines directly, or
connect the target machine to a Lantronix device. The advantage of connecting the target machine to a
Lantronix device is that the host and target machines do not have to be physically connected, the host can
be anywhere as long as it has access to the Lantronix device via the network.

Connecting the Target and Host Directly

The host and target must be close enough to connect a serial cable. Use a DB9 Female/Female null-modem
cable to connect the host and target machines. This can be an off-the-shelf cable from a retail outlet.

Connect the serial cable between a serial port on the host and the serial port on the target determined in
(step 2) of the Serial/Lantron Serial Communication section. Use port B or serial 2 on the host machine.

To specify the device file corresponding to the port (for example, /dev/ttylp0) the target command is
invoked from KWDB client, as explained in Chapter 3, “Getting Started with Remote Debugging.”

Connecting the Target to a Lantronix Device

If a Lantronix device is available, it can be connected to the serial port on the target, determined in (step 2) of
the Serial/Lantronix Serial Communication section, to the Lantronix port instead of connecting the host and
target directly.

Use the standard cable used for a remote console when connecting to a port on the Lantronix device. This can
be an off-the-shelf cable from a retail outlet. Note the number of the Lantronix port that it’s have connected
to.

Set the speed of the Lantronix port that it’s been connected to. Do this as superuser on the Lantronix device.
If the target machine is a PA-RISC system set the speed of the serial port to 19200. If the target machine is an
IPF system, set the speed of the serial port to 57600. For example if on a PA-RISC system and the port
number is 14, configuration looks like:

LRS32F04:Telnet34>set pri

Password>

LRS32F04:Telnt34>>set port 14 speed 19200
LRS32F04:Telnt34>>show port 14

Port 14: Username: Physical Port 14 (Idle)
Char Size/Stop Bits:8/1 Input Speed: 19200
Flow Ctrl: None Output Speed: 19200
Parity: None Modem Control: Disabled
Access: Remote Local Switch: None
Backward: None Port Name: Port_14
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Break Ctrl: Local Session Limit: 4
Forward: None Terminal Type: Ansi (HP)

If the target machine uses a port on the Lantronix device for its remote console, the same port cannot be used,
connect the second serial port of the target to a different port on the Lantronix. When issuing the commands
to connect KWDB to the remote target, the name of the Lantronix device and the port number are needed. See
Chapter 3, “Getting Started with Remote Debugging.”

Console Debugger Communication

All HP-UX kernels version 11.11 or later have a debugger called the on-console or single system debugger
embedded in the kernel which can be accessed via the system console. If the target system is 11.11 or later
use the on-console debugger. The on-console debugger has a limited set of commands and allows assembly
level debugging only. KWDB on a host system can communicate with the on-console debugger on the target
system if there is a remote console for the target system. This allows for the use of the full set of KWDB
commands with no extra communications setup. To do this, see Chapter 3, “Getting Started with Remote
Debugging.”
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LAN Cards

If the target system is a PA-RISC Superdome, Keystone or Matterhorn this chapter can be skipped. These
systems communicate with KWDB via a dedicated device. The V-Class target always uses the SONIC LAN
card so the information in this chapter is not needed, however for the V-Class needed to run the kwdbd
communications server on the test station. (See the section KWDB Communications Server.)

To use LAN communication between the host and target, there must be a LAN card on the target that is
dedicated for use by KWDB. This dedicated LAN card can not be used for HP-UX networking, so it may be
necessary to install an additional LAN card on the target system if networking is desired while debugging.
KWDB does not support all LAN cards on all HP-UX systems so determine what LAN devices are installed in
the target system. If the system is PA-RISC S700 or S800 series, see the LAN Cards for the PA-RISC
Architecture section. If the system is IPF see the LAN Cards for the IPF Architecture section.

LAN Cards for the PA-RISC Architecture

To determine what LAN devices are installed on the target system, issue the command:
# ioscan -fC lan

See something like the following:

# ioscan -fC lan

Class I H/W Path Driver S/W State H/W Type Description

lan 0 10/0/12/0 btlan CLAIMED INTERFACE HP PCI 10/100Base-TX Core
lan 1 10/1/5/0 btlan CLAIMED INTERFACE HP A5230A/B5509BA PCI 10/100Base-TX
Addon

The important things to look at in the output are the Driver column and the H/W Path column. The following
drivers are supported by KWDB for LAN communication with comm server:

lan2
lan3
btlan
btlan3
btlan5

The following drivers are not supported by KWDB:

btland
btlan6
lan6

token2

KWDB supports only btlan, bt1an3, and bt1lanb drivers for UDP communication. The output of the ioscan
command shows that either the LAN card at hardware path 10/0/12/0 or the one at 10/1/5/0 can be used by
KWDB. By default, KWDB will choose the first LAN card it is capable of using at the lowest hardware
address. Therefore in the previous example, it will use the card at the hardware path 10/0/12/0. It is possible
to configure the kernel to override the default rules for selecting a LAN card and use a specific hardware path
using the kwdb_config_kern utility. See the kwdb_config_kern Utility section for information on
kwdb_config_kern.

When the KWDB client is invoked later for LAN communication with comm server, you will need to know the
Ethernet MAC address (or Station Address) of the LAN card that KWDB will use. To find this out, use the
lanscan command:
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# lanscan

Hardware Station
Path Address

Crd Hdw

In# State

10/0/12/0 0x001083F94458
10/1/5/0 0x001083F6AF66

UupP
UupP

Net-Interface
Name

PPA

lan0 snapO
lanl snapl

NM MAC
ID Type

ETHER
ETHER

HP-DLPT

Support
Yes
Yes

DLPT
Mjr#
119
119

In the example, the Ethernet MAC address to use when invoking KWDB is 0x001083F94458 because it
corresponds to the hardware path of the LAN card that KWDB will use.

Not all drivers are supported on all classes of machines on all versions of HP-UX. Which drivers are
supported depends on the version of the operating system (which was previously obtained with the uname -r
command) and the class of machine (which was previously obtained with the model command).

The later the release of HP-UX, the more types of LAN drivers are supported. The following Table 2-2, “LAN
Drivers for 11.10 or Later,” gives an estimate of what LAN drivers are supported on version 11.10 or later

Table 2-2 LAN Drivers for 11.10 or Later
Machine Class lan2 lan3 btlan btlan3 | btlan5
A X X X
B X X X
C X X X X
D (low end) X
D (high end)
IPF X X X
J (non-astro) X
dJ (astro) X X X
K X X
L X X X
N X X X
R X
T X
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The following Table 2-3, “LAN Drivers for 11.0,” gives an estimate of what LAN drivers are supported on
version 11.0. Support for the btlan drivers on 11.0 requires that the patch PHKL_18543 be installed on the

system.

Table 2-3 LAN Drivers for 11.0
Machine Class lan2 lan3 btlan btlan3 | btlan5

A X X X
B X X X
C X X X

D (low end)

D (high end)

J (non-astro) X X X

dJ (astro)

K X
L X X X
N X X X
R
T X

The following Table 2-4, “LLAN Drivers for 10.20 and 10.30,” gives an estimate of what LAN drivers are
supported on versions 10.20 and 10.30

Table 2-4

LAN Drivers for 10.20 and 10.30

Machine Class

lan2

lan3

btlan

btlan3

btlan5

A

B

C

D (low end)

D (high end)

IPF

J (non-astro)

J (astro)

K

L

N
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Table 2-4 LAN Drivers for 10.20 and 10.30 (Continued)

Machine Class lan2 lan3 btlan btlan3 | btlan5

R

T X

LAN Card Selection Rules for 11.10 and 11.11
The rules for selecting LAN cards for OS version 11.10 and 11.11 are:

1. KWDB uses the supported PCI btlan card at the lowest hardware address.
2. If there is no supported PCI btlan card then it chooses an NIO LAN card with a 1an3 driver.
3. If there is neither a supported PCI btlan or an NIO LAN card, it chooses a LASI LAN card with a 1an2
driver.
LAN Card Selection Rules for 11.23 and Later
The rules for selecting LAN cards for OS version 11.23 and later are:

1. KWDB uses the supported PCI btlan card.

2. If there is no supported PCI btlan card then it chooses an intl100 card.
3. If there is not btlan or intl100 card then it chooses igelan card.

4. If there is no btlan or intl100 or igelan card then it chooses ieither card.

If there are multiple cards of the same type KWDB chooses the card at the lowest hardware address.

LAN Card Selection Rules for 11.31 and Later

The 11.31 version of the kernel debugger implements a preference ordering for LAN drivers. When booted
with a specific preference order, the kernel debugger attempts to steal a LAN card belonging to that driver. If,
however, no card of that specified driver is found, or could not be claimed due to a hardware problem or if no
cable is connected to the card, the kernel debugger detects that condition, and attempts to select another card
belonging to the next driver in the preference list. The search continues till a LAN card is found. If the user
wishes, he can abort this behavior by pressing control C at the system console after the search for a card for
the initially preferred driver is completed. The preference list for LAN drivers in 11.31 kernels is::

1. btlan: by default -dlan or -dudp would attempt to select a btlan card. If -dlan.btlan is specified, btlan card
is searched for.

2. igelan: If no btlan card is found, kernel debugger attempts to take an igelan card.
3. intl100: If there is no btlan or igelan card, kernel debugger attempts to choose an intl100 card.

4. iether: If there is no btlan or igelan or intl100 card, then kernel debugger attempts to choose an iether
card.

If booted with -dlan.igelan, the preference list is igelan, btlan, intl100, iether. Likewise, if booted with
-dlan.intl100, then preference order is intl100, btlan, igelan, iether, and if booted with -dlan.iether, then
preference order is iether, btlan, igelan, and int100.
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Which LAN Card to Install

If the machine does not have a LAN card that KWDB can use, the system administrator will need to install
one. For the 1an2 driver, install a card that supports NIO LAN (sometimes referred to as HP-PB) on the
system. For the 1an3 driver, install a card that supports LASI 10BaseT LAN on the system. For any btlan
driver, install a card that supports PCI 10/100 BaseT LAN on the system. See the How to Obtain a LAN Card
section for information on purchasing LAN cards for the target system.

NOTE Multiport btlan cards are not supported by KWDB in operating systems prior to the 11.31

release. In 11.31, 4 port btlan cards are supported by KWDB on both PA-Risc and IPF
platforms.
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LAN Cards for the IPF Architecture

Selecting LAN cards for the IPF architecture is simpler than it is for PA-RISC. For the IPF architecture, use a
btlan card, a built-in intl100 card, an add-on intl100 card, an igelan card, or an iether card.

The rules for IPF are summarized in Table 2-5, “LAN Cards/IPF Version.”:

Table 2-5 LAN Cards/IPF Version
Machine Class/Kernel Version btlan intl100 igelan iether
IPF/pre 11.22 X
IPF 11.22 X X
IPF 11.23 or later X X X X

If the kernel is earlier than version 11.22, then KWDB uses the btlan card with lowest hardware address.
Add a btlan card to the system, because they are not standard on IPF systems. Even if the system has a

btlan card, the ioscan command will probably not show it because btlan drivers are not usually built into
the IPF kernel.

If the kernel version is 11.22 KWDB will select the btlan card with lowest hardware address. If there is no
btlan card installed on the system KWDB will select the intl100 card with the lowest hardware address.

If the kernel version is 11.23 or later KWDB will select the btlan, intl100, igelan or iether card in the order.
It is possible to select a particular type of card for KWDB communication by specifying it along with -d boot
option. For instance, -dlan.btlan will select the btlan card, -dlan.int1100 will select the intl100 card,
-dlan.igelan will select the igelan card and -dlan. iether will select the iether card. If there are multiple
cards of the same type specified the card with lowest hardware address will be selected.

If the target system is an Intel IPF system, use the kwdb_config_kern utility to select the hardware address
of the LAN card to be used. See the kwdb_config_kern Utility section for information.

To find the hardware address of the LAN devices on the target system, issue the command:
# ioscan -fC lan
Results are like the following:

# ioscan -fC lan

Class I H/W Path Driver S/W State H/W Type Description
lan 0 0/16/1/5/0 intl1100 CLAIMED INTERFACE Intel PCI Pro 10/100Tx Server
Adapter
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If the target Operating System version is 11.31 or later, the kernel debugger supports the following set of
cards. Kernel debugger does detect any other card (that is not specified in the list below) during its hardware
scan, but does not select them for kernel debugging.

Table 2-6 Description of LAN cards supported by kernel debugger in HPUX 11.31
Card PCIID PCI Subsystem ID
(driver) Description
type Ve;11<)i O | Device ID | Vendor ID | Device ID
btlan 0x1011 0x0019 0x103c 0x104f HP PCI 10/100Base-TX 21143

(btlan) 1 port adapter - core

0x1011 0x0019 0x103c 0x1066 HP PCI 10/100Base-TX 21143
(btlan) 1 port adapter - addon
Part no: A5230A/B5509BA

0x1011 0x0019 0x103c 0x125a HP PCI 10/100Base-TX 21143
(btlan) 4 port adapter - addon.
Part no: A5506B

igelan 0x14e4 0x1644 0x103c 0x12a4 HP Gigabit Ethernet NIC

bmc5700 adapter - core

0x14e4 