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Welcome

Thank you for using our Storage Video Recorder (SVR)!
This user’s manual is designed to be a reference tool for the installation and operation of your
system.
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How to use SVR User’s Manual

® Ifitis your first time to use our SVR, please read
Chapter 1 ---Features and Functions

® After your installation, please refer to the following chapters for setup.
Chapter 2 ---System Operation

® If you want to know the basic system configuration, please read:
Chapter 3 ---Web Configuration

® |f you want to know the SVR and front-end device monitor configuration, please read:
Chapter 4 ---SVR Monitor System Configuration

® If you want to quickly use our SVR, please read:
Chapter 5 ---SVR Storage Plan

® If you want to know SVR disk hot swap operation, please read:
Appendix B--Disk Hot Swap

® If you have installed the SVR, but you forgot the password or you want to restore factory
default setup, please read:
Appendix C- Command Operation

Before installation and operation please read the following safeguards and warnings
carefully!
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Important Safeguard and Warnings

1 . Electrical Safety

All installation and operation should conform to your local electrical safety codes.
We assume no liability or responsibility for all the fires or electrical shock caused by improper
handling or installation

2 . Installation

Keep upward. Handle with care.
Do not apply power to the unit before completing installation.

3 . Qualified Engineers Needed

All installation here should be done by the qualified engineers.
All the examination and repair should be done by the qualified service engineers.
We are not liable for any problems caused by unauthorized modifications or attempted repair.

4 . Environment

The server shall be installed in a cool, dry place away from direct sunlight, inflammable,
explosive substances and etc.

5. About Accessories
Be sure to use all the accessories recommended by manufacturer.
Contact you local retailer ASAP if something is missing or damaged in your package.
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1 Features and Functions

This series network storage video recorder (SVR) has installed all necessary software. It works in

1000M network environment (recommended) or 10/100mbps Ethernet. You can use web
browser to set network parameter, storage space, and manage device configuration, storage
plan and etc.

1.1 Specification

1.1.1 SVR3016H
Please refer to the following sheet for SVR3016H specification.

Specification

SVR3016H

Network Port

Dual 10/100/1000Mbps Ethernet ports

Storage Media

16 SATA 1 HDDs

HDD Installation

Independent HDD bracket
Support HDD hot swap

Data Protection

Support RAIDO/ RAID1/ RAID5

Recommended Channel Amount

D1: 128 channels
CIF: 256 channels

Server Microsoft Windows
2000/XP/NT/Server2003
Linux/Unix
Fan Redundant dual ball bearing fan

MTBF>100 thousand hours

Redundant Configuration

Support 2+1 hot swap power

Power Consumption

100V~240VAC; 50Hz~60HZz;

Whole Unit Power Consumption 280W~350W
(16 SATA HDDs)

Dimension (H*W*D) 133*450*650(mm)

Working Temperature 5C~40C

Working Humidity

10%~80% (Non condensation)

Storage Environment

Temperature

-20°C~70°C

Storage Environment Humidity

5%~90% (Non condensation)

Extension Function

Max 2 ESS3015A, total 46 HDDS

Altitude

-60m~3000m

Unit Weight (Exclude HDD)

33Kg

Certificate and Security

China Compulsory Certificate

Unit Fan

Support on-line update

1.1.2 SV

R3016G

Please refer to the following sheet for SVR3016G specification.

Specification

SVR3016G

Network Port

Dual 10/100/1000Mbps Ethernet ports

Storage Media

16 SATA 1I HDDs

HDD Installation

Independent HDD bracket
Support HDD hot swap

Data Protection

Support RAIDO/ RAID1/ RAID5

Recommended Channel Amount

D1: 96 channels
CIF: 192 channels

Server

Microsoft Windows
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1.13 SV

2000/XP/NT/Server2003
Linux/Unix

Fan

Redundant dual ball bearing fan
MTBF>100 thousand hours

Redundant Configuration

Support 2+1 hot swap power

Power Consumption

100V~240VAC; 50Hz~60Hz;

Whole Unit Power Consumption 280W~350W
(16 SATA HDDs)

Dimension (H*W*D) 133*450*650(mm)

Working Temperature 5C~40C

Working Humidity

10%~80% (Non condensation)

Storage Environment

Temperature

-20°C~70°C

Storage Environment Humidity

5%~90% (Non condensation)

Extension Function

Max 2 ESS3015A, total 46 HDDS

Altitude

-60m~3000m

Unit Weight (Exclude HDD)

33Kg

Certificate and Security

China Compulsory Certificate

Unit Fan

Support on-line update

R3016L

Please refer to the following sheet for SVR3016L sp

ecification.

Specification

SVR3016L

Network Port

Dual 10/100/1000Mbps Ethernet ports

Storage Media

16 SATA Il HDDs

HDD Installation

Independent HDD bracket
Support HDD hot swap

Data Protection

Support RAIDO/ RAID1/ RAID5

Recommended Channel Amount

D1: 64 channels
CIF: 128 channels

Server Microsoft Windows
2000/XP/NT/Server2003
Linux/Unix
Fan Redundant dual ball bearing fan

MTBF>100 thousand hours

Redundant Configuration

Support 2+1 hot swap power

Power Consumption

100V~240VAC; 50Hz~60Hz;

Whole Unit Power Consumption 280W~350W
(16 SATA HDDs)

Dimension (H*W*D) 133*450*650(mm)

Working Temperature 5C~40C

Working Humidity

10%~80% (Non condensation)

Storage Environment

Temperature

-20°C~70°C

Storage Environment Humidity

5%~90% (Non condensation)

Extension Function

Max 2 ESS3015A, total 46 HDDS

Altitude

-60m~3000m

Unit Weight (Exclude HDD)

33Kg
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Certificate and Security China Compulsory Certificate

Unit Fan Support on-line update

1.2 Installation

1.2.1 Preparation

Before installation please prepare the following items:
® SATAHDD

® Tools for HDD installation

® Network cable

1.2.2 Set Device

If you want to configure setup, please follow the steps listed below.

® HDD installation. Please refer to chapter 1.2.3

® Connect power cable and network cable. Please refer to chapter 1.2.4.

® Boot up device and check self-diagnosis is OK or not. Please refer to chapter 1.2.5.

1.2.3 HDD Installation

You can use the HDD bracket in the chassis to install HDD.
First, pull out HDD bracket from the front panel.

Second, remove the bar that fixes the HDD bracket.

Third, use four screws to fix one HDD in the HDD bracket firmly.
The unit is shown as in Figure 1-1.

In the following figure, you can view HDD serial number. The value ranges from left to the right.

You can see the 13th to 16th at the bottom of the unit.

Figure 1-1

1.2.4 Cable Layout

In Figure 1-2, you can see SVR3016H rear panel interface.

10
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1 2 3 4 h: 6o 8
Figure 1-2
You can refer to the following sheet for detailed information.
SN Port Function
1 Power Port Connect to 220V AC
2 Mouse/keyboard port Connect to mouse or keyboard to view device status.
3 USB port Connect to USB device.
4 COM Connect to RS232 COM to go to the command
interface.
5 CRT Port Connect to displayer.
6 Ethernet port It is used to transmit data. 1000M Ethernet port.
7 Ethernet port It is used to transmit data. 1000M Ethernet port.
8 Extension Connection Port Connect to the extension disk rack.

1.2.5 Boot up and Shut down

Please the follow the steps listed below to boot up the device.

® Connect the power cable to the system.

® Click the device power button to boot up the system. You can see power indication light
becomes yellow and all channel read-write indication lights flashed once. Now the boot up
completed.

If it is your first time to boot up system, you need to set network operation system

manually.

123456789

Figure 1-3

11
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SN Name Function
1 Power Alarm | If there is error in one of the three alarm sockets, the light becomes red.
2 Fan If there is alarm from the system fan, the light becomes red.
3 Temperature | If there is alarm from the system temperature, the light becomes red.
4 NETb It is network data channel 2indication light. The yellow light flashes if
the network port is working properly
5 NETa It is network data channel 2indication light. The yellow light flashes if
the network port is working properly
6 System The blue light flashes when current channel is reading or writing data.
HDD
Indication
Light
7 Power It becomes yellow after you connect device to the power.
Indication
Light
8 RESET Click this button to reboot system.
9 System After connected the device to the power, click it to boot up the device.
Button
10 | HDD Power | The yellow light flashes when connect the HDD channel to the power.
Indication
Light
11 | HDD Read- | The blue light flashes when the system is reading or writing the HDD.
write
Indication
Light

If you want to turn off unit power, please follow the following steps:
® In web interface, select option to shut down the system.

® Please wait until the blue HDD read-write light becomes off.

® Click PWR button to shut down the system.

Warning!

Do not click PWR button to shut down the system directly!

12
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2 System Operation

2.1 Preparation Work

® 10/100Mbps or 1000Mbps Ethernet hub or switcher.
® Controller of the following configuration: Windows 2000/XP, IE 6.0.
® Check the real panel cable layout is O.K or not. (Power cable, network card and etc)

2.2 Network Setup

SVR default network setup is shown as below :
® |P:192.168.0.111.

® Gateway: 192.168.0.1.

® Subnet mask:255.255.0.0

® User name: admin

® Password : 888888888888(12-digit)

To configure device via WEB, you need to set controller panel IP first.

2.2.1 Set Controller IP Address

Right click My Network Places, select property. And then right click local connection and then
click property, double click internet protocol (TCP/IP).

In Internet protocol interface (see Figure 2-1), you can modify IP setup and then click O.K button.
Please note controller IP and device IP shall be in the same network segment.

Internet Protocol (TCP/IP) Properties E]

General

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator for
the appropriate IP settings.

(O Obtain an IP address automatically
(® Use the following IP address:

IP address: 192.168. 0 . 111
Subnet mask: I o T T LT | R 1| |
Default gateway: 192 .168. 0 . 1

(®) Use the following DNS server addresses:

Preferred DNS server:

Alternate DNS server:

[ 0K J[ Cancel ]

Figure 2-1

13
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2.2.2 Network Connection Test
In DOS environment, input the command: ping 192.168.0.111. If network connection is right, you
can see the following interface. See Figure 2-2.

WINNT'\system32cmd.exe

M soft Windows 2008 [Ve n 5.008.21951
(C> Copyright 1985-2088 Microsoft Corp.

C:\>ping 192.168.8.111

Pinging 192.168.08.111 with 32 hytes of data:

Reply from 192.168.08.111 : hytes=32 time<1@ms TTL=128

Reply from 192.168.8.111 : time<1@ms TTL=128
Reply from 192.168.0.111 : time<1@ms TTL=128

Reply from 192.168.8.111 : bytes=32 time<iBms TTL=128

Ping statistics for 192.168.8.111

Packets: Sent = 4, Received = 4, Lost = B (Bz loss).,
Approximate round trip times in milli-seconds:

Minimum = Bms, Maximum = @ms, Average = @ns

Figure 2-2

If you see an interface is shown as in Figure 2-3, you need to check your network connection.

Microsoft Windows XP [Version 5.1.26881
<C> Copyright 19B5-20@1 Microsoft Corp.

C:“Documents and Settings“James>ping 192.168.0.111
192.168.8.111 with 32 hytes of data:
timed out.
timed out.
timed out.

timed out.

Ping statistics for 192_.168.0.111:
Packets: Sent = 4, Received = B, Lost = 4 {188x loss>.

C:“Documents and Settings“James>_

Figure 2-3

2.2.3 Set IP Address

Please follow the steps below to set device IP address.

2.2.3.1 Input IP address

Open IE browser, input http://192.168.0.111(default IP address) you can see the login interface.
See Figure 2-4.

Figure 2-4

14
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2.2.3.2 Login

System user name is admin and password is 888888888888(12-digit).

Admin is the system administrator account and has the highest priority.

For security reasons, please modify your password after first login (At least 12-digit).

2.2.3.3 Go to edit interface
In the main interface, from network to network and then click edit button. See Figure 2-5.

System

>>> Network

Operation

Network Interface P Netmask Gateway MAC Bond Included LAN Status Edit Down Binding

» Network bondd 10405195 25525500 104001

» Router

00:30:48.d8:92:2a  yes eth(,eth1

Figure 2-5

2.2.3.4 Input setup

The edit interface is shown as in Figure 2-6 .Here you can input your new IP address information
and then click save button.

>>> Network >>> LAN Setup

Network LAN Interface  |bond0

IP Address = |10.10.5195
Subnet Mask = |255.255.0.0
Default Gateway = |10.10.0.1

> Network
> Router

Figure 2-6

2.3 Boot up Device

Open IE browser, and input http://10.12.5.9 in the address column (10.12.5.9 is a new IP address
you modified after you first logged in.). Input your user name and password, you can log in. After
you logged in, you can see an interface consisting of five parts. See Figure 2-7.

® System

® Network
® Disk

® Operation
® Status

15
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Network

25> System

system

>
>
>
'S
>
»
| 4

System
Parameter
Organization
Group

User
Upgrade
Shutdown

Operation

SVl z Storage Security Smart

System Time:  2009-10-22 10:20:22
StartTime:  2009-10-22 09:22:36
Device model:  SVR3016H
Software Yersion:  1.2115T
Power Status 2 Marmal
GPU Temperature s 29T
[11 5487 [210

Fan Speed:
[3] #153(CPU)

Figure 2-7

16
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3 Web Configuration

SVR software operation consists of four parts.
® Web login

® System management

® Network management

® Disk management

The recommended environment:

® Windows 2000/XP

® |EVv6.0

3.1 Web Login

In windows OS, open IE browser and then input system IP address. Click Enter, you can see the
following interface. See Figure 3-1.
Please input user name and password to login.

Storage Security Smart QV
| )

3.2 System Management

In this interface, you can see the following seven parts.
® System information

System Parameter

Organization

Group

User

Upgrade

Shut down

3.2.1 Information

After you logged in, you can see system information interface. Or you can click system and then
select system information item to go to current interface. See Figure 3-2.
Here you can see the following information:

System Time

Start time

Device model

Software version

Power status

CPU temperature

Fan speed

17
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System displays three fan speeds here including one CPU fan speed.

Note:

If it is your first time to go to the system, please set system time.

When device internal temperature is higher than the threshold value (55 centigrade) or the fan
speeds is lower than 1500r/m, system displays corresponding information in red font to alert you.

Power Status:  Normal
CPUTemperature:  29°C
(115421 [2]0
[3] 3958(CPLY

Network Disks Operation Status © 3¢
=55 Systemn
System
P system SVI 2 Storage Security Smart
¥ Parameter
e SystemTime:  2009-10-22 10:27:40
¥ Organization
StartTime:  2009-10-22 09:22:36
» Group
Device model:  SVR3016H
¥ User
Software Version: 121157
¥ Upgrade
>

Shutdown

Fan Speed :

Figure 3-2

3.2.2 Parameter
Click parameter button, you can see the following interface. See Figure 3-3.

Host name: Current SVR device name.

Date: SVR device date.

Time: SVR device time.

Start auto synchronization setup: Please input server IP and synchronization interval.

Start SVR maintenance service: Please check the box and then input auto maintain time and
date. System can detect error and fix it through auto maintenance operation.

Please note, the time server IP and device IP shall be in the same network segment.
After you clicked update now button, system begins synchronizing time with the time server.

Network Disks Operation Status M 3=
=»> Parameter
System Hostname = Storage
P System Date = 2009 Y 22 [CJEnable
» Parameter Time: 10 3 55 [JEnable
¥ Organization

[+] start aute synchronization setting

P Group
> Usap Server Addr :
> Upgrade Time Interval : | 5 [ |minute | Vodate How
¥ Shutdown

[[Istart SVR Maintain Service

Week = [[seiectan [Imon. CTue. CIwed. CIhu. ClFd Clsat Csun.

Tme: 0 w0 v

Figure 3-3

3.2.3 Organization

18
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Click organization button, you can see the following interface. See Figure 3-4.
System default root name is “root“and it can not be removed.

In the following interface you can see there is a second-level organization “overseas”
There are two third-level organizations: Sales engineer and technical engineer.

System
» System i root

> Parameter 2 Overseas

> Organization 3 Sales Engineer

» Group il Tech Engineer

» User

» Upgrade

P Shutdown

Figure 3-4

3.2.3.1 Add Organization

If you want to add an organization, please click the add button after the corresponding
organization. The interface is shown as in Figure 3-5. Please input the organization name and its
note (optional), and then click save button to exit.

System Name =

» System Mem.

» Parameter

» Organization

> o .
> User

» Upgrade

¥ Shutdown

Figure 3-5

3.2.3.2 Remove Organization

Click the delete button after the corresponding organization; you can remove the selected
organization. System pops up a dialogue box, please click OK to continue.

Note:

If there is lower-level organization in current organization, or there are devices belonging to the
current organization, the remove operation fails.

3.2.4 Group

Click group button, you can see the following interface. See Figure 3-6.

Here you can view all operators’ information: name, group type.

There are also configuration and delete button.

In the following interface, you can see there are two operators: “operator_group” and “overseas”.
Please note “operator_group” is system default operator group.

19
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Network Disks Operation Status m =
>>> Group
System No. Group name Group iype Config Delete
> System 1 operator_group Operator
» Parameter 2 Overseas Operator

¥ Organization
Group

User
Upgrade
Shutdown

YvYyvyvw

Figure 3-6

3.2.4.1 Group Configuration

Click configuration button after the corresponding operator group name, you can see the
following interface. See Figure 3-7.

Here you can select the organization and view the device(s) belonging to it.

You can set monitor, play, PTZ and alarm right.

Note:

When you added a new device, system enable all rights by default.

>>> Group >>> Config group

System Group name = operator_group
> System Group type = [perato
> -

Parameter Organization = Overseas E
> Organization
> Group Overseas IPC 3
> User Monitor 1 ﬁi
» Upgrade device = Play: 1 ﬁi
> Shutdown Rotate : 1 (7] ([0 (AN

Aarm: ()
Configed = Overseas IPC

Figure 3-7

3.2.4.2 Remove Group

In Figure 3-6, click the delete button after corresponding group, you can remove current group.
Note:

Once there is user belonging to current group, the remove operation fails.

3.2.5 User

Click user button, you can see the following interface. See Figure 3-8.

System consists of two-level users: admin level and operator level.

® Administrator: The admin can read, write or delete all storage data in current system. It can
configure the whole system rights.

® Operator: The operator can use client-end software to begin operation such as user IPC
device, search storage recorded files or playback key record.

20
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Please note password initialization is for administrator only, admin can click it to restore operator
factory default password (123456).

5> User

System No. User name Category Create Time Recent Update Edit  Init Password Delete
> System 1 admin Administrator 2008-03-12 12:00:00 2008-03-12 12:00:00
¥ Parameter 2 James Operator 2008-10-22 11:11:10 2009-10-22 11:11:10
¥ Organization
» Group
» User
» Upgrade
¥ Shutdown
Figure 3-8

3.2.5.1 Add user

Click add button, you can see an interface is shown as in Figure 3-9.

Please input user name, password and then confirm password. Please check the corresponding
box group name and then click save button, system goes back to account interface if the
operation succeeded.

Please note:

The user name here can only contain character and number.

The added user here is operator user.

Network Disks Operation Status m

53> User >>> Upgrade

System User name : ‘

» System User type = Dperator [~
» Parameter User password = ‘

¥ Organization

Confirm password =

F Group R ‘

> User Select group : [ operator_group [ Overseas

» Upgrade

F Shutdown ﬁ

Figure 3-9

3.2.5.2 Edit User password
Click edit button of corresponding user, you can see the following interface. See Figure 3-10.
Please input new password and confirm, you can modify the user’s password.

Please click save button, system goes back to account interface if the operation succeeded.

21
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>>> User >>> Upgrade

System User name * James ‘
P System Usertype = Jperator
¥ Parameter Cermes e ‘
¥ Organization
» Group Confirm password = sssss ‘
> User select group = [l operator_group  [¥] Overseas
» Upgrade
¥ Shutdown E

Figure 3-10

3.2.5.3 Remove User

In Figure 3-8, click the delete button of the corresponding user. You can remove current account.
System deletes the user name and password, and you can not use current account to login any
more.

3.2.6 Upgrade

From system to upgrade, here you can see a system upgrade interface is shown as in Figure
3-11.

Administrator can use this service to upgrade software.

Click browser button to select the upgrade file and then you can click upgrade button to begin

update.
Note:
Before you upgrade the system, please go to our official website to download the latest version.
Network Disks Operation Status oM =
=>> Upgrade
System Select system upgrade file =
System | Browse... |
Parameter E

Organization
Graup

Note =

The upgrade process may need several mimnes, please wait...
Please restart the system after upgrading.

User
Upgrade
Shutdown

¥y v VY Y VYYY

Figure 3-11

3.2.7 Shut down System

Click shut down system button; you can see the following interface. See Figure 3-12.

There are two options for you: shut down /reboot the system.

In each interface, you can see these two buttons on the top right corner. It is very convenient for
you to shutdown the system or reboot it.
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>>> Shutdown

» System SVR Storage Security Smart

» Parameter

» Organization

» Group P P

.,‘?’“&(“ll { v “)}7{

> User @ \ —

» Upgrade \ﬁ i o "';;

» Shutdown — P

Shutdown system Reboot system

Figure 3-12

3.3 Network Management

In this interface you can set device network card and router in the LAN.

3.3.1 Network Configuration

Click network configuration button, you can view current network card information. See Figure
3-13.

® Network card name

IP address

Subnet mask

Default gateway

Mac address

Status

You can also view network status, edit network information, binding or remove the binding.
System provides default gateway setup function.

System Disks Operation Status M ¢
>>> Network
Network Interface P Netmask Gateway MAC Bond Included LAN Status Edit  Down Binding
P Network hondd 10.10.5.195 265.255.0.0 10.10.0.1 00:30:48:08:92:2a  yes ethi,eth1
¥ Router
Default rowter IP:
Select Lan & pondo E
Figure 3-13

3.3.1.1 Set network card

In the above interface, click edit button you can see the following interface. See Figure 3-14.
You can modify IP address, subnet mask, default getaway.

Please note, in network binding status, bond0 is the exclusive port for the SVR. If you modify the
network port information when SVR service has booted up, system needs to reboot to activate
current setup.
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>>> Network >>> LAN Setup
Network LAN Interface = bond0
IP Address = 10.10.5.185
> Network
Subnet Mask = 255.255.0.0
» Router it
Default Gateway : 10.10.0.1

Figure 3-14

3.3.1.2 View status

In Figure 3-13, click status button, you can see an interface is shown as in Figure 3-15.

Here you can view current network port connection status; data send out status and receive
status.

System Disks Operation Status o =
53> Network >>> Network status
Network Interface  Link Speed TX packets Errors Dropped  Owverruns  Carrier Collisions  Txqueuelen TX bytes
» Network bondD  wves  100Mbis 6231 0 0 0 0 0 0 5.9MB
» Router ethi yes 100Mbs 6231 1} 1} 1} 0 1} 100 5.9MB
ethi yes 100Mb's 1} 1} 1} 1} 0 1} 100 0.0mMe
Interface  Link Speed RX packets Errors Dropped Overruns Frame RX bytes
hondd yes 100mMb/s 188505 1} 1} 0 0 14.20B
etho yes 100Mb/s 96571 1} ] 0 ] 7.4MB
eth1 yes 100Mbis 91934 0 0 0 0 6.8MB
Figure 3-15

3.3.1.3 Remove binding.

Click remove binding button in Figure 3-13, you can see the interface is shown as in Figure 3-16.
These two cards are displayed respectively. The independent network card etho information is
the same as previous binding information.

If you want to view network card detailed information, please click status button.

If you want to configure the network card, please click corresponding edit button. The interface is
similar to Figure 3-16.
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System Disks Operation Status O 3=
>>> Network

Network Interface P Netmask Gateway MAC Bond Included LAN  Status Edit Down Binding
» Network bond0 10.10.5.195 255.255.0.0 1010.01  00:30:48:d8:92:2a  wes  eth0,ethl

> Router

Default router IP:

Figure 3-16

3.3.1.4 Default gateway setup
In Figure 3-16, you can set default gateway. If you select etho, then the devices in the WAN can

access the SVR via the gateway of etho. In Figure 3-16, the device can use the gateway of
10.10.0.1 to access.

3.3.1.5 Network card binding
In Figure 3-13, click network card binding button, you can go to the following interface. See
Figure 3-17.
Please select two network cards first and then input IP address, subnet mask and default
gateway. Click OK button you can complete the binding setup.
Please note, if current SVR service has booted up, system needs to reboot to activate current
setup.

S S S S
Select Interfaces = [“]ethd [etht

SubnetMask : [255.255.0.0 |
b bl
Default ozt

Figure 3-17

3.3.2 Router Configuration

From network, select router item, you can view current router setup. See Figure 3-18.
® No.

® |P address

® Gateway

® Network
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® Interface

After you configured the following two routers as the network card, the system default router IP

address may vary according to the network card IP address.

® The first router: The default router setup allows SVR to connect to the pc in the segment
10.12.0.0.

® The second router: The default router setup allows SVR to connect to the all pc in the
segment except 10.12.0.0.

Network No. P Gateway Netmask Interface Delete

> Network 1 101200 0.0.0.0 256.256.0.0 bondo

» Route 2 0.0.0.0 10.12.01 0.0.0.0 bond0
Figure 3-18

If the network card binding has removed, you can see an interface is shown as Figure 3-19.
Here you can view the etho and ethl router information.

Please note, right now the etho network port is connected and ehtl is disconnected, so in the
following figure, you can only see the LAN router and WAN router of etho.

Network No. P Gateway Netmask Interface
> Netwark 1 1012.0.0 0.0.0.0 265.265.0.0 etho
> Route 2 0.0.0.0 10.12.01 0.0.0.0 eth0

Figure 3-19

3.4 Disk Management

Disk management is to display disk physical information in the system, configure multiple disks
into RAID group and then create storage pool in the RAID group.

3.4.1 Disk Information

Please click disk button to view disk information. See Figure 3-20.

Here you can review the following information.
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Channel
Disk name
Disk space
Status
Group

Use status

Type

System

> Disk

Disks Channel Disk Disk Space(G) Status Group Using status Type
» Disk 1 disk1 233 running md1 Used 8732503108
P RAID 2 disk2 233 running 1 Used 5T32503108Y
» Pool 3 disks 233 running 1 Used 5T32503108V
4 diskd 233 running md1 Uzed ST32503108Y
5 MNA NA MNA. MLA MLA,
B diskB 233 funning 1 Used ST32503108Y
T disk? 233 funning md1 Uzed ST32503108Y
8 MNA NA MNA. MLA, MLA
9 NA NA MNA, LA, LA,
10 MNA MNA MN.A LA LA
1 MNA MA MLA MLA MLA
12 MNA NA MA MLA, MLA
1zl NA NA MNA, LA, LA,
14 MNA MNA MLA LA LA
15 MNA NA MA MLA MLA
16 NA NA NA LA A
| aa Hotspare | (Renave Hotspace |
Figure 3-20

3.4.1.1 Display disk S.M.A.R.T. Information

When disk channel number is blue, it means current channel disk is available. Now you can view

disk S.M.A.R.T. information. Click one channel number; you can go to the following

S.M.A.R.T.information interface. See figure 3-21.

It includes the following items:

® Channel

Read error

Boot up

Reallocated

Seek error

Boot up

Correct

Temperature

® Rate

In the following interface, there are three buttons: return/detail information/initialization.

® Back: You can click it to go to previous interface.

@ Initialization: it is to initialize the disk. Disk initialization is going to remove all data in current
disk. So, do not use it causally unless there is a must.
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® Detail information: You can click it to view more detail information in a new interface. Click
return button you can go back to Figure 3-16.

>>> Disk >>> Disk's S.M.A.R.T information

Disks Read eror Spin up Reallocated sector Seek ermor Boot up Calibration  Temperature
Channel Result
R rate time count rate restore restore T

» Disk
» RAD 2 G({6) a7 100(36) B0(30) 100{97) NA 3 PASSED
» Pool Note =

The SMART Atftri {Th IsA i ‘Yalue, The Value Is The Larger The Befier. If The Affribute Yalue Is Smaller Than The

Threshold Value, The Disk Is In Unstable State.

Figure 3-21

3.4.1.2 Add hot spare disk

In Figure 3-20, click add hot swap disk button, you can see an interface is shown as in Figure 3-
22.

Here you can view idle disk list. You can click the select button to select the hot spare disk. Then
you can click save button to exit.
Please note one device can max have four disks.

=>> Disk >>> Add hotspare disks

Disks
Add hot spare disks

» Disk

> RAD SN Disk Disk Space(G) Disk Status select
1 digk? 932 running Fl

» Paal

Figure 3-22

3.4.1.3 Remove hot spare disk

In Figure 3-20, click remove hot spare disk button, you can see an interface is shown as in
Figure 3-23.

Please note all the disks in the list are hot spare disks. You can click the select button and then
click save to remove the hot spare disk. The specified disk now becomes idle.
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S Cem— IR
>>> Disk >>> Remove hotspare disks

Disks
Remove hot spare disks

> Disk
» RAID
* Pool

SN Disk Disk Space(G) Disk Status select
1 diskd 466 running

Figure 3-23

3.4.2 RAID Configuration

Click raid button, you can see an interface is shown as in Figure 3-24.

Here you can see the following information:

® RAID name

® Type: RAID5, RAIDO, RAID1.

® Status: It is in synchronization or not. If it is in synchronization, system can display current
process.

® Member disk

® Total space(Unit: G)

The disk group status includes: “clean degraded, recovering” , “clean, recycling” and “clean”

RAID1 and RAID5 provide data restore function. But the function becomes valid after the
synchronization.
When RAID device status is Inactive, it can not be used right now.

In the following interface, you can see:
There is only one Raid5 device, device name is mdl.
Right now, md1 is in the synchronization process and has completed 0.1%.

It consists of three disks: disk2, disk1, disk9. Its total space is 932G.

You can refer to the following information for RAID device capacity calculation.
RAID5: Please refer to Appendix A for RAID5 definition. The RAIDS5 capacity is ( N-1) x
min(capacityN). CapacityN is the total amount of all disks. You can view the value in the Web.

RAID1: Please refer to Appendix A for RAID1 definition. The RAID5 capacity is min
(capacityN). CapacityN is the total amount of all disks. You can view the value in the Web.

RAIDO: Please refer to Appendix A for RAIDO definition. The RAID5 capacity is the total amount

of all disks. You can view the value in the Web.
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Note:

If RAID device is in synchronization process now, system can display current percentage and
speed (MB/S). Usually, please use the device after the synchronization completed. That is to say,
do not create storage pool logic volume during the synchronization.

Disks Name Type Status Member Disk Total Space(G) Edit Delete
P Disk y 5 clean, degraded, recovering AT 03
m tai isk2,diskl dis
> RAID 0.1%(74.00M/5)]
» Poal
Figure 3-24

3.4.2.1 Edit RAID configuration

In Figure 3-24 click edit button after specified RAID, you can go to the edit interface. See Figure
3-25.

Here administrator can remove one RAID device or and a disk.

Please note, you can not add or remove RAID1/ RAID5 unless the RAID1/RAIDS5 group is
damaged.

System
>>> RAID

Network Operation

Disks Detailed RAID Information

> Disk RAID Name : md1 RAID Type : raid1

> RAID Total Space(G): 932 Memeber Disk Amount : 2
Status : active, resyncing

¥ Pool

Member disk =

SN Disk Disk Space(6) Disk Status
1 diskl 932 in_sync [CJremove
2 diské 932 in_sync [ Remove
Newly Added Disk
SN Disk Disk Space(G) Disk Status

Figure 3-25

RAID5

Remove disk: System max supports one disk. All data are safe after remove. After removed the
disk, RAID5 device is in degrading status. Please note RAID 5 is invalid once you remove more
than one disk.
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Note: Do not remove the disk casually unless there is a must! Do not remove the disk
when RAIDS5 device is in synchronization process. If you find one RAID5 disk is
malfunction, please remove the disk in the interface and then remove it from the chase.
Insert disk: This operation also needs to be done after synchronization. Before you add a disk,
you first need to remove one disk. Otherwise you cannot add any disk. If you have removed one
RAIDS device disk, you can add another one. Then you can see system begins synchronization
after the add operation. All data in the device are safe.

RAID1

Remove: System max supports one disk. All data are safe after remove. RAID1 device can use
properly.

Note: Do not remove the disk casually unless there is a must! Do not remove the disk
when RAID1 device is in synchronization process. If you find one RAID1 disk is
malfunction, please remove the disk in the interface and then remove it from the chase.
Insert disk: This operation also needs to be done after synchronization. Before you add a disk,
you first need to remove one disk. Otherwise you cannot add any disk. If you have removed one
RAID1 device disk, you can add another one. Then you can see system begins synchronization
after the add operation. All data in the device are safe.

RAIDO
You can not remove or add disk. See Figure 3-26.

4
Disks Detailed RAID Information
RAID Name : md4 RAID Type & raid0

Dis}
Total Space(G) : 1695.38 Memeber Disk Amount: 4

> RAID
Pool

Status ! clean

Member disk =

SN Disk Disk Space(G) Disk Status
1 disk10 465.76 In_sync
2 disk? 465.76 In_sync
3 diskd 465.76 in_sync
4 disk1 298.09 In_sync

Figure 3-26

3.4.2.2 Add RAID configuration

In Figure 3-24, click add button, you can see an interface is shown as below. See Figure 3-27.

Here you can select RAID type (RAIDO,RAID1,RAID5) Then you can select the RAID device
disk. All disks listed below are available to be used. Last, you can click save button to complete
the add operation.
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5> RAID >>> Create RAID

Disks RAID Type : | RAIDS [v]

> Disk : Disk Disk Space(G) Type

Select Disk =

> RAID diskl 465 ST35006308V
> Pool disk2 932 HDE7210105LA330

diskg 466 ST35006308V

Figure 3-27

3.4.2.3 Remove RAID configuration

The remove operation includes the following three environments. (See Figure 3-24)

® Current RAID group has not been used: That is to say, there is no storage pool. You can
click remove button to delete RAID group directly.

® System is using current RAID group: That is to say, there is storage pool in current RAID
group, but there is no share directory. You need to remove the storage pool first and then
remove the RAID group. Otherwise the operation may fail.

® System is using current RAID group: That is to say, there is storage pool and there is share
directory in the pool. You need to remove all directories in the storage pools first and then
remove the storage pool. Finally, you can remove RAID group.

3.4.3 Storage Pool Configuration

From disk to storage pool item, you can see an interface is shown as in Figure 3-28.

Here you can view the storage pool information.

® Storage pool name

® Member device

® Total space

® Used space

Please note, if current storage pool is damaged. You can see the corresponding prompt saying
current storage pool has been damaged. Now the total space and used space both are shown as
0.
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Disks Pool Component Device Total Space(G) Used Space(G) Edit Delete
» Disk ssd diskd 931 300
P RAD
> Pool
Figure 3-28

3.4.3.1 Add storage pool
The storage pool device includes RAID device (RAID5/RAID1/RAIDO) , single disk (such as
diskl), disk combination (such as disk 2,disk3). Usually we recommend RAD1 and RAID5.

You can select the device and then click save button to exit. See Figure 3-29.
Note:

We recommend to use RAID1/RAIDS5.

==> Pool >>> Create pool

Disks Pool Name : |:| (For example, the storage name is 'storage_pool’)
» Disk Select Disk = Device Name Total Space(G) Status Type
> RAD [} disk3 932 active disk
> Pool

Figure 3-29

3.4.3.2 Edit storage pool

In Figure 3-28, click edit button, you can see an interface is shown as in Figure 3-30.

Here you can view all share folder information in the storage pool. If the storage directory does
not exist or it has not been successfully mounted. You can view the use status is shown as “not
available” and there is a corresponding remove button for you to remove current device.
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Network Operation

=5 Pool 5= Edit Pool

Disks Detailed Pool Information
. Poaol Mame : ss4 Companent Device @ disk4

¥ Disk p
Total Space() @ 931 Used Space(G) : 300

» BAD pace(G) pace(G)

> Pool All LV informations on the storage pool =
SN LV Name Total Space(G) LV Status
1 550 100 available
2 share 100 gvailable
3 GE 100 available

Figure 3-30

3.4.3.3 Remove storage pool
The remove operation includes the following two environments. See Figure 3-28.
® There is no storage configuration: You can click remove button directly.

® There is storage configuration: You need to remove the storage configuration first and then
you can remove the storage pool.
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4 SVR Monitor System Configuration

SVR extension function includes:
® Operation management
® System status

4.1 Operation Management

Operation management is to manage storage plan and storage configuration, at the same time
you can configure the device.

4.1.1 Parameter Setup

In parameter setup interface, you can set record pack duration, storage capacity information and
log service. See Figure 4-1.

The pack duration is for you to specify file length. If you set five minutes here, then all recorded
files are of five minutes video.

Reserved volume setup is very useful in case the system is down when the recorded files have
occupied the whole storage capacity. If you set 10G here, then system automatically overwrites
previous records when system free capacity is 10G.

Here you can also enable log service and set log saved path. The setup here applies to the SVR
service log. Please note if there is no storage configuration, you can not select the log saved
path.

>>5 Parameter Set

Operation Record pack duration : |20 | minute

> Parameter Set Reserve Volume : |25 o

Storage Set
Device Set
Sto. Policy Log path : | /mnt/nd/mm v

Log of service enable : &) Enable () Disable

Alarm Policy
Config Manage

SWR Storage Wideo Recarder

Figure 4-1

4.1.2 Storage Setup

Click storage set button, the interface is shown as in Figure 4-2.

Here you can view storage directory, volume group, total space, free space, system status and
configuration status.

In the following interface, you can see there are two storage setups.

Setupl: storage direcoty is 99,RAID5 group, total volume is 0 and free volume is 0.system now is
bad. Configuration status is normal.

Setup2: storage directory is ew, poola group, total volume is 132.93, free volume is 132.90.
System is now running properly. Configuration status is normal.

You can refer to the following contents for system status and configuration status information.
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® System status: It is the storage directory status in the system. If system status is normal
then the storage directory can run properly. If there is abnormal phenomenon, then the data
from he storage plan may loss, it has close relationship wit the proper record operation of
the storage plan, it affect the storage data security and integrity.

® Configuration status: It means configuration information of current storage directory can be
saved ion the system configuration file or note. If there is configuration file being saved, then
configuration status is use, which means the recorded data of corresponding storage plan
can be saved in the storage directory. If there is no corresponding information in the
configuration file, then the recorded data can not be saved in the specified storage directory.

Operation No.  Storage directory volume group Total vol{G) Free vol(G) system status  config status ]
» Parameter Set 1 a9 RAIDS 0.00 0.00 had vy use

» Storage Set 2 aw poola 132,93 13280 normal use

» Device Set

» Sto. Policy

¥ Alarm Policy

>

Config Manage

Figure 4-2

4.1.2.1 Storage configuration status in abnormal environment

If there is abnormal storage configuration, you can click the remove button to remove the storage

configuration. But the remove operation will delete all record data in the storage configuration.

See Figure 4-3.

® For system status, there are two abnormal statuses: Storage pool is damaged/File system is
abnormal.

® For use status, the abnormal status is configuration error.

Do not operate it casually unless there is a must!

>>> Storage Set

Operation No. video directory  wvolume group Total vol{G) Free vol(G) system status  config status Delete

» Parameter Set 1 share 584 99.95 64.29 normal uge

» Storage Set 2 66 554 99.95 38.99 normal uge

> Device Set 3 550 554 99.95 70.87 nortnal corfig error

F 5o Folicy delete Fllesysterﬂ
» Alarm Policy

>

Canfig Manage
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Figure 4-3

4.1.2.2 Add storage directory

In Figure 4-1, please click add button. You can see an interface is shown as in Figure 4-4.
Note:

In case there is abnormal device status, system usually reserves 5G from the total space for
record space management. Please click save button to exit.

m -l:
==> Storage Set =>>
P Parameter Set L}
> Storage Set pool = pool name pooldevice Total volume(G) uesd volume(G)
» Device Set @ ssd diskd 831 300
» Sto. Palicy
» Alarm Policy
»

Config Manage

Figure 4-4

4.1.2.3 Remove storage directory

Before you remove storage directory, please disable SVR service (Figure 4-15) and then click
remove button (Figure 4-4).

4.1.3 Device Configuration

Click device configuration button, the interface is shown as in Figure 4-5.

Here you can view device number, device name, device type, device channel amount, device IP
address and its belonging organization.

You can use choose all/choose none button to quickly select all or cancel all devices.

>>> Device Set

Operation No. Device No. Device Name  Device Type Channel Num IP address Owned Position Edit Delete
» Parameter Set O 1001002 Overseas IPC IPC 1 10.10.5.168 Overseas
> Storage Set
» Device Set
» Sto. Policy
> Alarm Policy
» Config Manage
(aaa ) (Bedets | (Chosse A1 | Chooss Nons)

Figure 4-5
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4.1.3.1 Add device

In Figure 4-5, click add button, you can see an interface is shown as in Figure 4-6.

Please input corresponding configuration parameter and then click save button.

® Device type: There are three options: DVR/IPC/NVS.

® Device name: You can input a self-defined name.

® Device manufacture: Please select a name from the dropdown list.

® Device channel amount: Device record channel amount. It includes: 1/2/3/4/8/16. Please
note, once you input, the information here can not be modified any more.

® Alarm channel: You can select according to the device channel amount. Please note, once
you input, the information here can not be modified any more.

® Device IP address: Please input device IP address here. Please input DDNS device name if
you have enabled DDNS function.

® Device port: Default value is 37777.

Device login name: Please input a name for your login. This name shall be reusable

(Multiple users can use this account to login at the same time.).

Device login password: The corresponding password for the login name.

Device owner: You can select its belonging organization from the dropdown list.

Device description: You can input device self-defined description information.

Channel name: System generates the channel name here.

Channel number: System generates the channel property information here.

Channel type: You can select from the dropdown list. It includes: speed dome,/Half-shape

cameralfixed camera.

® Codec type: you can select the corresponding resolution from the dropdown list.

ECaETE o
Operation Device Type = DVE [¥]
Device Name = -
Parameter Set —
" Device Factory = DAHUA v
Storage Set J
Device Channels = | 1 | =
P Device Set J
. . Alarm channel = 0 ﬂ =
Sto. Policy
" X Device IP Address = =
Alarm Policy
_ ) Device Port z 37777 *(1-66525
Config Manage 4 )
Login name = "Please ensure curent user can be reused on this device
Login Password =
Confirm Passwor
d:
Device Owner = root ﬂ N
Description =
Chann Name = FH01 No, : Auto Type = | General Canﬂ codetype : D1 j

4.1.3.2 Edit Device
In Figure 4-5 click edit button, you can go to the edit interface. See Figure 4-7.
Please input corresponding configuration parameter and then click save button to save.
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You can refer to chapter 4.1.3.1 for more information. Please note channel name and channel
number information here is generated automatically.

>>> Device Set

Operation Device No. = 1001002
Device Type = | IFC e
» Parameter Set - j
Device Name @ Overseas IFC .
¥ Storage Set -
. Device Factory = DkHUA z
> Device Set
_ Device Channels = 1 9 o
> Sto. Policy L
Alarm channel = 0 g .
P Alarm Paolicy - .
Device IP Address = 10.10.5. 168 *If use DNNS 5 please input DDNS' machine name
¥ Config Manage
Device Port 3 31117 xc1.85535)
Login name = adnin | T e e e o e
Login Password : 90008
Device Owner = Overseas E -
Description = |
Chanin Name @ CHOL MNo. 2 100100201 Type = | General C°"Z| codetype : | D1 E|

SVR Storage Video Recorder

Figure 4-7

4.1.3.3 Remove Device
In Figure 4-5 click remove button, you can delete the mounted front-end device.

4.1.4 Storage Plan

Click storage plan button, you can go to the following interface. See Figure 4-8.

Here you can view the storage plan information such as serial number, storage plan name,
camera, storage plan name (Content), storage position, status.

You can use choose all button to check all plans here.

You can use change status button to modify several plans at the same time.

In the following interface, you can see:

The first storage plan name is “100101301_2009072116550”

The device is DVR_10.12.8.71. It is schedule record and the record becomes valid in 00:00:00 to
23:59:00. The recorded file is in storage in folder 66 and current plan has been enabled.

39



SVR User’'s Manual

Operation Store Positio Statu
No. Name Camera Strategy Name({Strategy Content) EditDelete
n s
» Parameter Set
& Schedule record
> Storage Set 100101301_2000072118550 dw_1042872-10010130 L ean
> Device Set 1 : ; (Mon,Tue Wed. Thu.. Fri,Sat,Sun. : 00:00:00--23:59: 66 Start
P sto. Policy 2
» Alarm Polic Schedule record
¥ 100101302_2009072116550 dw_10.12.8.72-10010130 i o .
» Canfig Manage 2 ] 5 {Mon,Tue Wed. Thu...Fri.Sat, Sun. : 00:00:00--23:59:0 66 Start
0)
Schedule record
100101303_2009072116550 dvr_10.12.8.72-10010130 X
3 (Mon,Tue Wed. Thu..Fri.,Sat,Sun. : 00:00:00--23:59:0 66 Start
1 3
0
Schedule record
100101304_2008072116550 dvr_10.12.8.72--10010130 X
4 (Mon,Tue Wed. Thu..Fri.,Sat.,Sun. : 00:00:00--23:59:0 66 Start
1 4
0y
Schedule record
100101305_2009072116550 dvr_10.12.8.72--10010130
5 (Mon,Tue Wed. Thu.. Fri.,Sat,Sun. : 00:00:00--23:59:0 66 Start
1 5
0y
Schedule record
100101306_2009072116550 dvr_10.12.8.72-10010130 X
[ (Mon,Tue Wed. Thu.. Fri.,Sat,Sun. : 00:00:00--23:59:0 66 Start
1 6
0
Schedule record
100101307_2008072116550 dvr_10.12.8.72--10010130
7 {Maon,Tue Wed. Thu.. Fri.,Sat,Sun. : 00:00:00--23:59:0 66 Start
1 7
0y
Schedule record
100101308_2009072116550 dvr_10.12.8.72-10010130 o
8 (Mon,Tue Wed. Thu.. Fri.,Sat,Sun. : 00:00:00--23:59:0 66 Start
1 g
0
Schedule record
100101308_2009072116550 dvr_10.12.8.72--10010130
g {Mon,Tue Wed. Thu..Fri.,Sat, Sun. : 00:00:00--23:59:0 66 Start
1 9
0y
Schedule record
100101310_2009072116550 dvr_10.12.8.72--10010131 X
10 {Mon,Tue Wed. Thu...Fri., Sat, Sun. : 00:00:00--23:59:0 66 Start
1 0
0)
(M) [ Detete | (Chasse M Ehange Staty T R
Figure 4-8

4.1.4.1 Add storage plan

In Figure 4-8, click add button, you can go to an interface shown as in Figure 4-9.

System can backup the corresponding device channel data of enabled storage plan in specified

storage directory. Please input configuration parameter, then click save button, you can add a

storage plan.

® Camera: Select the channel from the front-end device. There are four buttons: add one
single device channel (“->”) | add several device channel (“=>") , remove single device
channel (“<-”) , remove several device channel (“<=") .

® Plan name: System auto creates the plan name. It consists of device number+channel
number_ creation time.

® Storage position: Please select a created storage position.

® Store strategy: Here you can select the record type. It includes: full day record and schedule

record.
Store Strategy = | Schedule record M
Week = From | U MHnur L Mruﬁnute To ESMHDLH 59Elrunnute

Clanfiles (Imon. O Tue. Cwied. [(JTho. CIFr [Jsat. O Sun.

40




SVR User’'s Manual

® Status: Here you can enable or disable storage plan.
® Note: Memorize corresponding event.

Network

=== Sto. Policy

Operation dvr_10.12.8.72-100101301
dvr_10.12.8.72-100101302
> Parameter Set dhvr_1012 6 72100101303 = .
e —" dvr_10.12.8.72-100101304
R i camera dvr_10.12.8.72-100101305 ()
DB Sl : chvr_10.12.8.72100101308 o
> Sto. Policy dvr_10.12.8.72-100101307
> Alarm Policy dvr_10.12.8.72-100101308 ﬁ
. _ dvr_10.12.8.72-100101309
Crmimiy MERELS dvr_10.12.6.72100101310 v
Plan Name : [ |
Store Position = |share M
Store Strategy : |Schedu1e record M

Week - FromHourMmute ToHourMmute

Cenfies CInon. CTue. Clwed. CI7he, CIFri Clsat [ sun

Status : ® Start O Stop

Remarks :

Figure 4-9

4.1.4.2 Edit storage plan
In Figure 4-8, click edit button, you can go to the following interface. See Figure 4-10.
Please note, you just can edit plan name and status only.

Network

=== Sto. Policy

Operation Camera : dvr_10. 12, 8. T2--100101301
» Parameter Set Plan Name : 100101301 _20090721 165501
» Storage Set Store Position = &5
» Device Set Store Strategy = | Schedule record
¥ Sto. Policy
> Alarm Palic Weoek : From U Hour U tinuteTo ©7 - Hour 59 Minute
¥ Allfiles Mon. Tue. Wed. Thu. Fri Sat Sun.
¥ Config Manage
Status : @ start O stop
Remarks :

Figure 4-10

4.1.4.3 Remove storage plan
In Figure 4-7, click remove button directly, you can remove one storage plan.

4.1.5 Alarm Configuration
Click alarm configuration button, you can see an interface is shown as in Figure 4-11.
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Here you can view the following item:

Serial number:1.

Alarm device:dvr_10.12.5.36

Device IP address:10.12.5.36

Alarm name: Alarm test

Alarm channel:100100301

Alarm type: Video loss

Storage position: The folder share

Status: Current alarm policy has been enabled. You can click it to disable current policy.

You can use choose all button to check all alarm plans here.
You can use change status button to modify several alarm plans at the same time.

>>> Alarm Policy

Operation . Al ce P addres: jarm Name jarm Channe
Overseas IPC 10.10.5.168 Front Door 100100201 Video loss 99 Start

Parameter Set [
Storage Set
Device Set
Sto. Policy
Alarm Policy

vy vyvygvwyysy

Config Manage

SWVR Storage Video Recorder

Figure 4-11

4.1.5.1 Add alarm plan
In Figure 4-11, click add button, you can see an interface is shown as below. See Figure 4-12.

Alarm device: You can select a mounted front-end device. If there is external alarm channel,
the alarm device name is shown as Device hame+device ID+ACH+alarm channel.

Alarm name: You can input self-defined information here.

Alarm type: There are four options: video loss/camera masking/motion detection/external
alarm. Please note, according to the device configuration information, if you have selected
one alarm channel as alarm device, then you can only select external alarm here. If you
have selected ordinary record channel as alarm device, then you can only select: video
loss/camera masking/motion detection.

Record device: You can view all configured device on the left side column. You can select
the button “->” or “->>” to select device. And you can use “<-” or “<<-” to remove device. You
can also move you mouse to the device and then you can see import option to add the
device.

Record time: You can input record duration here.

Storage position: You can specify the folder to save the recorded file.

Period: You can set the period for the record operation

Status: You can click enable button to activate current record plan.
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® Note: You can input self-defined information here.
Please note the storage position is for you to specify the path to save recorded file of one
channel. For one channel, you can specify one path for both the storage plan and the alarm

configuration.

Please input corresponding parameter and then click save button to add an alarm plan.

>=> Alarm Policy

Operation

Parameter Set
Storage Set
Device Set
Sto. Policy
Alarm Policy

YyYYVYVvYVYY

Config Manage

Alarm Device =

Alarm name =

Alarm Type =

Record Device =

Record Time =

Store Position =

4.1.5.2 Edit alarm plan
In Figure 4-11, click edit button, you can see an interface is shown as below. See Figure 4-13.
Please note you can just modify alarm name, record time, period and status.

M3

Overseas IFPC--100100201

¥ideo loss

Overseas IPC-100100201

‘ Second (Ten seconds at least)

99

¥

Erom 0 MHuur 0

Mmmute| 0 MSecond

To 23 HHour 59 MMinute|59 MSecond

@ start O stop

Figure 4-12
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system | Network Disks Status o
>>> Alarm Policy
Operation Alarm Device *
> Parameter Set Alarmname 3 [Front Door
» Storage Set Alarm Type =
> Device Set Overseas IPC100100201
» Sto. Policy -
> Alarm Policy -
) e
» Config Manage =2
Record Device =
&
Store Position =
Record Time = 120 Second (Ten seconds at least)
0 - 0 [shical0 o
time : From Hour Minute Second
To 23  |¥|Hour 59 |¥Minute|58  [¥|second
Status : @ start O stop
Remarks =

Figure 4-13

4.1.5.3 Remove alarm plan
In Figure 4-11, click remove button, you can delete the alarm plan.

4.1.6 Configuration Management

Click configuration management button, you can go to the following interface. See Figure 4-14.
In the following interface, you can import or export SVR system file.

When current SVR storage is abnormal, you need to remove the storage configuration and
storage pool, and configure system. You can use this function.

Before remove configuration, please click export button, you can export current user
configuration and device configuration. After you configured the storage pool and storage
configuration, please import the configuration files again. Then you can get the user configuration
and device configuration as before.
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| srstem | netwonc | | stus | ©
=== Config Manage
Operation Export Config.

Parameter Set
Storage Set
Device Set Please inport configuration file:
Sto. Policy
Alarm Policy I_—']

» Config Manage

Figure 4-14

4.2 System Status

System status includes the following items: SVR service status, device management, record
status, record status, and user status and log information.

4.2.1 Service Status

Click service status button, the interface is shown as in Figure 4-15.

Here you can view SVR configuration status, time synchronization server status and network
protocol server status. The SVF configuration service includes database status, SVR service
status and maintenance service status. You can click set button to set corresponding information.
Database status

SVR provides database service configuration function. It includes data service and database
synchronization.

® Boot up database service: In Figure 4-15 click start button and then click set button.

® Disable database service: In Figure 4-15 click stop button and then click set button.

® Reboot database service: In Figure 4-15 click restart button and then click set button.

SVR service status

SVR service status includes: configuration service, device management service, transmission
service and storage service. When it is in enabled status, it means current SVR service is
available. If the SVR service is disabled and maintenance service is enabled, system can auto
enable SVR service.

® Enable SVR service: In Figure 4-15 click start button and then click set button.

® Disable SVR service: In Figure 4-15 click stop button and then click set button.

® Reboot SVR service: In Figure 4-15 click restart button and then click set button.

Maintenance service status

SVR provides maintenance service.

Enable maintenance service: In Figure 4-15 click start button and then click set button.
Disable maintenance service: In Figure 4-15 click stop button and then click set button.
Reboot maintenance service: In Figure 4-15 click restart button and then click set button.
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Time synchronization server

SVR provides the time synchronization function. Use this function; you can synchronize the other
device to the SVR.

® Enable time synchronization service: In Figure 4-15 click start button and then click set

button.

® Disable time synchronization service: In click Figure 4-15 click stop button and then click set
button.

® Reboot time synchronization service: In Figure 4-15 click restart button and then click set
button.

Network protocol server

SVR communicates with other front-end device via network protocol. The network protocol
service is very important. If its status is abnormal, you need to reboot the network protocol
service.

® Enable network protocol server service: In Figure 4-15 click start button and then click set

button.

® Disable network protocol server service: In click Figure 4-15 click stop button and then click
set button.

® Reboot network protocol server service: In Figure 4-15 click restart button and then click set
button.

>>> Service Status

Status SVR Configuration
> Service Status |l i @ start O stop O restart =
> Device Status Senvice status : @ start O stop O restart [ |
» Video Status Service status @) start O stop O restart E
» User Status single service status :
»
Log mysql senvice : Start data synchonize:  Start
» Service Log ems status Start dms status : Start
mts status : Start 58 status Start
data use status : Start
NTP Server
server status: ® start O stop O restart
Network server
server stafus: @ start O stop O restart -
Senvice stalus ! @ start O stop O restart -_

Figure 4-15

4.2.2 Device Status

Click device status, you can see an interface is shown as in Figure 4-16.

Here you can view all mounted devices. Here you can view device serial number, device name,
device type, device channel amount, device IP address, device position and status.
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>>> Device Status

Status No. Device No.

1 1001002

Device Name
Overseas [PC

Device Type  Channel Num
IPC 1

1P address
10.10.5.168

Owned Position Status

Overseas Online

Service Status
Device Status
Video Status
User Status
Log

Service Log

¥y ¥yvvyvy

Figure 4-16

4.2.3 Record Status

Click record status button, you can see an interface is shown as in below. See Figure 4-17.
Here you can view all valid record plan status. You can view device serial number, device name,
device IP address, channel name, channel number, storage position and start time.

If the storage plan has not been enabled, the storage position and start time are shown as NA.

>>> Video Status

Status

P Service Status
P Device Status
P Video Status
P User Status
> Log

» Service Log

I B S S

4.2.4 User Status

Device Name
dvr_10.12.5.36
dvr_10.12.5.36
dvr_10.12.5.36
dvr_10.12.5.36
dvr_1012.5.36
dvr_10.12.5.36
dvr_10.12.5.36
dvr_10.12.5.36

IP address Name Channel Store Position Start Time
1012536 CHO1 100100301 66 2009-07-20 17:24:04
10.12.5.36 CHD2 100100302 66 2009-07-2017:24:04
10.12.5.36 CHD3 100100303 66 2009-07-2017:24:04
10.12.5.36 CHO4 100100304 66 2009-07-20 17:24:04
10.12.5.36 CHO5 100100305 NA NA
10.12.5.36 CHO6 100100306 NA NA
1012536 CHO7 100100307 NA NA
10.12.5.36 CHo8 100100308 NA NA
Figure 4-17

Click user status, the interface is shown as in Figure 4-18.
Here you can view all user account. It includes user name, alias, type and status.

Network

>>> User Status

Status

>
»>
>
>
>
>

Service Status
Device Status
Video Status
User Status
Log

Service Log

Login Name
admin

James

Alias Category

admin Administrator

James Operator
Figure 4-18

47

Status
Online
Offline




SVR User’'s Manual

425 Log

Click log button, the interface is shown as in Figure 4-19.

SVR provides log search function. It supports search all, search latest log and search the log in
the specified period. It also provides log export function.

® Search all logs: Select search all log button and then click search button.

® Search the latest logs: Input the log amount you want to view. Then click search button.
System can display the latest specified log in the screen.

® Search the log in the specified period: Please select the start time and end time. Then click
search button, you can view the corresponding logs.

® Export log: Click export button, you can see a dialogue box shown as in Figure 4-20. Click
save button, you can save logs in your local pc.

Note:

System max supports 1000 logs. Once it is full, the old log will be overwritten by default.
For administrator, he can download all logs in the pc
For ordinary user, he can only download his own operation logs.

System Network Disks Operation ® 3
>>> Log
Status Log retrieval
> Service Status O Retrieve all
P Device Status @ Retrieve former 30 Record
> Video Status ORetrieve from Date| 2000 [w| 10[x] 22[w]-[ 2009 [w] 10[s] 22[+]
P User Status
¥ Log (mateiowa | | meoer |
> Service Log Time Operator Level Content
2009-10-22 14:02:55 admin 11 Add alarm policy:Front Door
2009-10-22 13:35:47 admin 1 Login system
2009-10-2213:17:30 admin 6 Startthe SVR service
2009-10-2213:17:18 admin 6 Startthe MySQL server
2009-10-22 13:17:00 admin 5 Destroy file systam /dewRAIDS/SE
2009-10-22 13:16:38 system 8 Netadaptar |s restarted successiully by watchdog
2009-10-22 13:15:44 admin 5 Destroy file systern:/deviRAIDSIT T
2009-10-22 13:15:38 admin (i Stop the SVR service
2009-10-22 13:15:34 admin [} Stop the MySQL server
2009-10-22 13:15:22 admin 1 Login systerm
PageUp 1 2 3 Page Down
Figure 4-19
File Download x

Do pou want to open ar zave this fle?

Mame: 20090720172920.10g
Type: Text Document, 63.2 KB
From: 10.12.5.27

Open ]l Save ]i Cancel i

Ywhile files from the Internet can be uzeful, some files can potentially
harm your computer. |f you do not trust the source, da not open ar
save this file. What's the rigk?

Figure 4-20

4.2.6 Service Log
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Click service log button, the interface is shown as below. See Figure 4-21.
The interface here is to provide system service log management function for the operators.
It includes five services: CMS/DMS/MTS/SS/RMS.
Here you can view log name, log time, length.
You can delete or download the specified logs.

»>>Service Log

Status

Service Status
Device Status
Video Status
User Status
Log

Service Log

vy vyyvwyewyesy

Log retrieval

Choose logtype :  CMS

]

Index
O
Oz
O3
4
Os
(e
Oz
([
[la

1o

Name
cms_32571_2009_10_23_09_24_55.log

cms_32571_2009_10_23_09_14_48.log

PagelUp 1

2

Time
Oct 23 09:26
Oct 23 09:24
Oct 23 09:14
Oct 23 09:08
Oct 23 08:58
Oct 23 08:49
Oct 23 08:39
Oct 23 08:29
Oct 23 08:19
Oct 23 08:09

3 4 5

Length (b)

144516
1048743

587739
1048808
1048797
1048727
1048729
1048713
1048783
1048693

6 7 8

Delete  Download

9 10 Page Down

Figure 4-21
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5 SVR Storage Plan

This chapter is to help you quickly create storage plan and provide storage management service.

5.1 Quickly Create Storage Plan Process

Here is a flow chart for your reference.

Administrator logs in

v

Create a user

v

Create RAID device

v

Create storage pool

v

Create Storage Directory

v

Boot up SVR Service
v
Add Device Configuration

v

Storage Plan Configuration

Figure 5-1

5.2 Admin user login

In the login interface, you can input administrator name and password to log in. See Figure 5-2.

Storage Security Smart QVR
| )

Figure 5-2

Default account is:
® User name: admin.
® Password:88888888888.

5.3 Create system user
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From the system management, select user management. See Figure 5-3.

Network

SVI a Storage Security Smart

System Time :  2009-10-22 14:31:48
StartTime:  2008-10-22 09:22:36
Device model:  SYR3016H

Software Version: 1. 2115T
¥ Upgrade

Power Status:  Normal
P Shutdown

CPUTemperature: 30T
[1] 5487 [230

Fan Speed :
[31 4153(CPLy

Figure 5-3

In user interface click add button, you can see an interface is shown as in Figure 5-4.

>>> User >>> Upgrade
System User name *
P System User type : Operator
> Parameter Cnpmer 1
» Organization .
> Group Confirm password = |
» User Select group = [ Joperator_group  [] Overseas
» Upgrade
 Ee (osamer |

Figure 5-4

Create system user
Here you can create a user such as userl. See Figure 5-5.

User name = [Usert

|
User type = |Dp|ntor
User password : [sesse |

|

Confirm password = [esese

Select group =[] operator_group [E VErSeas

L sen
Figure 5-5

5.4 RAID device configuration

Here we take RAID5 as an example.
From disk management, select RAID configuration. See Figure 5-6.
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Network Operation
=5 User >>> Upgrade
System Usel name : ‘User1
P System User type = Dperator I~
» Parameter User password = ‘uuo
¥ drganization
Confirm password = ssess
» Group 5 ‘
> User Select group : [Joperator_group  [¥] Overseas
¥ Upgrade
> Shutdown s

Figure 5-6
Now you can see an interface is shown as in Figure 5-7. Please click add button to go on.
Disk Name Type Status Member Disk Total Space(G) Edit Delete
P Disk ma4 raids clean disk2 disk3,diskd diski g94.27
> RAID
> Paool
Figure 5-7

You can see an interface is shown as in Figure 5-8.
Here you can select RAID5 device (at least three disks)
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RAID Type : | RAIDS v
Disk Disk Space(G) Type
digka 298.09 ST33206205Y
dizkf 4E5.7E ST35006415W
digk? 2323849 ST32508245Y
;Ediskﬂ 232849 ST32508245Y
e T & 232.84 ST32508245Y
[ diskin 232849 WD2a00ABE-63TAR
L] digk11 46576 WDAS000AVIS-E3TRA
[ digkt2 232849 WD2E00AVES-GITAA
[] disk13 23376 WD2500%D-01MYE1
L] diski4 4E5.7E WhDs000vs-01MPBO
[] digkis 23376 WD2500%D-01RYWB1
Figure 5-8

Note
Before using devices here, please enable RAID5 device synchronization process.

5.5 Storage pool configuration

From disk management, select storage pool configuration. See Figure 5-9.
{ Network Disks Operation Status

>>> User >>> Upgrade
Al

Fool

System er name = Userl

P System Usertype = Operator =

Figure 5-9

Now you can see an interface is shown as n Figure 5-10.
System

»>> Pool

Disks Pool Component Device Total Space(G) Used Space(G) Edit Delete
» Disk poola md1 1164 133

F RAID

> Pool
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Figure 5-10

Click add button. Now you can configure storage pool. See Figure 5-11.
Here you can see raid5 device disk15 constitutes storage pooll.

System Network Operation Status
=== Pool >>> Create pool
Disks Pool Name : (For example, the storage name is 'storage_pool')
> Disk Select Disk : Device Name Total Space(G) Status
b RAID dizk3 932 ative
> Pool
Figure 5-11

5.6 Storage Folder Configuration

disk

From operation item, select storage set. Click add button, you can see the following interface.

See Figure 5-12.

»>>> Storage Set >>>

Operation Name =
» Parameter Set v 8
P Storage Set Pool = pool name device Total volume(G)
» Device Set O poola md1 1164
> Sto. Policy
¥ Alarm Policy
¥ Config Manage
Figure 5-12

5.7 Storage Parameter Configuration

Free volume(G)
103

Click parameter button, you can set pack time, reserved volume, log path and then enable

current function. See Figure 5-13.
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Network

>>> Parameter Set

Operation Record pack duration = 5 | minute

Parameter Set Reserve Volume : [10 6

Storage Set
g Log of service enable : () Enable @ Disable

b
>

» Device Set
» Sto. Policy Logpath : | /mnyRAIDS/77
>
>

Alarm Policy
Config Manage ﬁ

Figure 5-13

5.8 Device Configuration

And then in Figure 5-12, click device set button on the left side and then click add button. The
interface is shown as in Figure 5-14.

Please input the corresponding information and then click save button to exit.

»>> Device Set

Operation Device Type : DVR E
Device Name : ] »
> Parameter Set .
Device Factory = DAHUA -
» Storage Set L
Device Channels @ 1 E .
> Device Set Ao oot 15
m channel v
> Sto. Paolicy L [v] »
. Device IP Address @ c
» Alarm Policy — J
Device Port = e
> Config Manage J "1-08838)
Login name - | | "Please ensure cument user can be reused on this device
Login Password * | ]
Confirm Passwor
d:
Device Owner I root E -
Description =
Chann Name = CHOL No. : [huto | Typez | General Can.v code type = '
Figure 5-14

5.9 Storage Plan Configuration

From operation item, select storage policy button. Then please click add button.
You can go to Figure 5-15 to set storage plan.
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Network

>>> Sto. Policy

Operation Overseas IPC-100100201
> Parameter Set E
» Storage Set E
» Device Set Camera :
> sto. Policy e
¥ Alarm Policy E
¥ Config Manage
PlanName: | |
Store Position = | 99
Store Strategy = | Schedule record

Week From Hour Ninute To Hour Hinule

Manfies [Fmon. [ Tue. Fwed. [FThu. FFri Fsat [ sun.

Status ® start O Stop

Remarks :

Figure 5-15

5.10Alarm Plan Configuration

From Operation to Alarm policy, and then click add button. You can go to Figure 5-16. Here you
can set alarm plan.

>>> Alarm Policy

Operation MarmDevice - | Overseas IPC--100100201
> Parameter Set Al aeme = |
» Storage Set Alarm Type = Video loss
» Device Set Overseas IPC-100100201
» Sto. Policy
P Alarm Policy ﬁ
» Config Manage i

Record Device =

Record Time = | Second (Ten secands at least

Store Position: 93 E]

1] » a i 0 w
- - - From Hour: Minute Second
To 23 ¥ Huur htinute " Second
Status ®start Ostop
Remarks :

Figure 5-16
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5.11 Enable Storage Service

From Status to service status item, the interface is shown as in Figure 5-17.
Please enable SVR service and database service.

>>> Service Status

57

Status SVR Configuration
> GO GEY My SQL status = @ stant O stap O restart
> Device Status Senvice status = @ stant O stop O restart
> Video Status Senice stalus : @ slart O stop O restart
» User Status single senice status :
> Log mysql service © Start data synchonize ©  Start
> Service Log cms status Start dms status : Start
mis status : Start 55 status @ Start
data use status Start
NTP Server
sever stalus: @ start O stop O restart
Network server
sever status: @ start O stop O restart ﬁ
Semvice status = @ start O stap O restart ﬁ
Figure 5-17
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6 ESS3015A

ESS3015A is disk extension rack. It applies to extend network intelligent storage capacity.

6.1 ESS3015A and SVR

Disk rack connects to HBA via miniSAS cable. HBA connects to SVR via PCI or PCI-X slot. You
can refer to Figure 6-1.

S e S

ESS3015A

Figure 6-1

One SVR can connect to two HBA and one HBA can connect to two SVR devices. One
ESS3015A can install 15 SATA disks. So ESS3015A device can effectively extend SVR
capacity.

In this chapter, we talk about how to extend SVR capacity. Though ESS3015A (disk rack) is an
extensible device, but for SVR device, it just adds some available disks in the system. The Web
operation and share application is the same as SVR. Here we merely talk about the difference.

6.1.1 Disk Management

From disk management to disk management, you can see an interface is shown as in Figure 6-2.
Here you can see there are five buttons. Host and expand 1/2/3/4. It shows current SVR
connects to four disk racks.

When you go to disk information interface, system just shows host rack information by default.
You can click expand rack button to view corresponding information.
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Disk Disk Space{G) Status Group Using status Type

disk1 465.76 running md15 Used WD5001ABYS-01YMNA
disk2 465.76 running md15 Used WD5001ABYS-01YMNA
disk3 46576 running md15 Used WD5001ABYS-01YMNA
disk4 46576 running md15 Used WD5001ABYS-01YMNA
disks 465.76 running md15 Used WD5001ABYS-01YMNA
diskf 465.76 running md16 Used WD5001ABYS-01YNA
disk? 465.76 running md16 Used WD5001ABYS-01YNA
disks 465.76 running md16 Used WD5001ABYS-01YNA
disk9 465.76 running md16 Used WD5001ABYS-01YNA

disk10 46576 running md16 Used WD5001ABY S-01YNA

disk11 46576 running md17 Used WD5001ABYS-01YMNA

disk12 46576 running md17 Used WD5001ABYS-01YMNA
digk13 465.76 running md17 Used WD5001ABYS-01YMNA
disk14 46576 running md17 Used WD5001ABYS-01YMNA

disk15 465.76 running md17 Used WD5001ABYS-01YNA

Figure 6-2

6.1.2 RAID Setup

From disk management to RAID setup, you can see an interface is shown as in Figure 6-3.
System displays host rack RAID configuration information by default. You can click expand disk
rack button to view corresponding information.

Please note, though sometimes user interface just shows there is only disk rackl, you can not
say there is only one disk rack connects to current SVR. If you have not created RAID device in
disk rack 2, system just shows there is one host rack and one expand rackl.
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==> RAID

Member Disk Total Space(G) Expand

disk7 disks,diskd,disk1
0,disks

1863.05 Host

disk2 disk3 disk4,disks,
disk1

1863.05

disk12 disk13,disk14,di
sk15 disk11

1863.05

Figure 6-3

® Add RAID Setup

In Figure 6-3, click add button, you can see an interface is shown as in Figure 6-4.

Here you can select RAID type (RAIDO, RAID1, and RAID5), disk rack number (host,
expandl1/2/3/4) and then select disks to create a RAID device.

In this interface you can just see all the available disks, those used or malfunction disks will not
be displayed,.

Click save button after you complete adding RAID device operation.

RAID Type : | RAIDO

Location = [Host

Select Disk = Disk Type
[ diski ST3500630NS
[ diskz ST3500630NS
[] diska ST35006308Y
[ diskd WD10EVCS-63ZLB0
[] disks ST3500630NS
[ disk10 ST3500630NS
[ disk13 ST32508208V

Figure 6-4

6.1.3 Storage Plan Configuration
From disk management to storage pool configuration, you can see the storage pool information.
See Figure 6-5.
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System displays host storage pool information by default. The Host button is blue. You can click
Expand1l button to view the storage pool information in the rack 1.

Please note, the following figure does not mean there is only one Expand in current SVR. For
example, current SVR connected to two rack (Expand 1 and Expand 2), but you only created
storage pool in the Host and Expand 1. Then system does not display Expand 2 because there is
no storage pool in it.

Pool Component Device  Total Space(G)  Used Space(G) ' Expand | Edit Delete
pool0 md1 698 B35 Host
pooll md3 447 425 Host
pool2 md4 1863 1855 Host

Figure 6-5
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7 Appendix A ---Terms Explanation

Here are some terms explanations in this user’'s manual.

SVR: Itis the abbreviation for Storage video recorder. It adopts large capacity HDD, RAID
technology to store large data and can guarantee high safety.

DVR: It is the abbreviation for digital video recorder.

SATA:It is the abbreviation for serial ATA. In current released Serial ATA 2.0, data
transmission speed can reach 300MB/second.

RAID: It is the abbreviation for redundant array of independent disks. It is to combine several
independent HDDs (physical HDD) to form a HDD group (logic HDD) to provide more
storage capacity and data redundancy. Now it consists of seven levels, ranging from RAIDO
to RAID6.Besided, it has some basic RAID combination groups such as RAID10 (RAIDO and
RAID1, RAID 50(RAID 0 and RAID 5). Here is a comparison between RAID 0, RAID 1, RAID
5. In this manual, we call RAID5, RAID 1,RAIDO as RAID5 device, RAID1 device and RAID
0 device respectively.

RAIDO: RAIDO is so called Striped Disk Array without Fault Tolerance. It represents the
highest storage performance in RAID level. RAIDO is to read-write continue data in several
HDD. So, system data query will be performed in several HDDs at the same time.

RAID1: It is also called Mirror or mirroring. Its aim is to maximally guarantee data safety and
restorable. RAID1 is to automatically copy user input data fully to other RAID1 HDDs.

RAID 5: RAID5 does not backup the storage data. Instead, it will memorize data and
corresponding verification information to HDDs of RAIDS5. The data and verification
information will be backed up in different HDDs respectively. When data in one of the HDDs
is damaged, system can use the rest data and corresponding verification information to
restore the lost data.

RAID Advantage Disadvantage Min HDD Applied
Amount zone
® High read- e
Write ® No verlflcattlon
efficiency. ?r i restore
® No verification ) l\lljgcdlg?é error Create and
RAID 0 tgpu occupy tolerance. 2 edit video
resources. ° ]IC\Iot surl;[ablﬁ
e Easy to or. ars
design,  use environment.
and configure
® Theoretically ® Financing
® it has double | ® Low HDD use statistics
speed. efficient. and data
® 100%  data |® High storage base
redundancy cost. financing
RAID 1 function. e In soft RAID1 2 system.
e Easy to mode, e Need
design, use performance high
and configure. descends maintena
gravely. nce work.
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’ E;%Zmissi(r)iad ¢ Hf?D error V;’]i"
affect the
° i/lpeedeigﬁw write input and e File and
RAID 5 speed output speed. 4 applicatio
° CF())nsi(;IerabIe e The controller n server,
design is a database
g)w ECC HDD little bit sorver
ala difficult.
occupation.

Synchronization: After creating RAID 1or RAID5, before using, system needs to read-write
the HDD at a fixed speed and adopts an algorithm to calculate. This process is so called
synchronization. During the synchronization, system performance speed is very low.

Hot spare disk: It is disk set as hot spare. When RAID1 or RAID5 lost disk, while the RAID
configuration is OK, the hot spare disk can auto replace the lost disk. After it replaced the
disk, it can become one of the RAID and does not have hot spare function any more.
Storage pool: it is a virtual logic device. It can consist of several HDDs and RAID group. It is
a main way to realized virtual storage.

Storage folder: Local PC access the top path of the share storage space. You can create,
remove, authenticate and set valid user at the storage device. It includes general record
space and alarm record space to save different record types.

Storage plan: The storage plan integrates the external connected device record and SVR
record. It can specify the record device time and record data storage position.

Reusable account: You need to use user name and password to access DVR, IPC or NVS.
System allows the different operators to login the different devices b using the same account.
The account is so-called reusable account.

Management status: It is a device status when controller configure device via web. Actually,
when there is no error or damage, device shall be always in management status.

Working status: It is a device status when controller access HDD via network. System is
ready to use after you configure correctly in accordance with this user's manual. Some non-
device error (such as configuration error, hot swap error) may result in device failure. You
can configure again to boot up the device. But data loss may occur during this process.
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8 Appendix B Disk Hot Swap Operation

Hot swap operation instruction.

When device is in management mode (Please refer to appendix A---Terms Explanation), after
dismantle or insert disk, system is still in management mode and no damage to the system and
disk. Whether system is in working status (Please refer to the terms explanation), it depends on
the administrator operation.

Here we talk about how to operate hot swap operation while at the same time guarantee device
is always in working status.

Note:

Only RAID5 and RAID1 can guarantee data safety and support data restore function. So, before
your operation, please make sure the disk group to be hot swapped is set to be the RAID1 or
RAIDS.

When RAID device is in working status, RAID1 and RAID5 support hot swap one disk. After hot
swap, the working RAID 1 and RAID 5 become degrading level. If you dismantle one more disk,
it may result in data loss in the whole group disk!

Now system only support hot swap in degraded RAID5/RAID1 group, and then RAID device
becomes ready status. Device returns to working status after disk synchronization.

Note: please use SVR when RAID is in working status.
Hot swap only be operated when RAID is in working status, otherwise it may result in data
loss in RAID device!

® Ready status: It only applies to RAID1/RAID5, e.g these disk groups are in RAID
synchronization. When disk group are in ready status, in the web configuration interface,
from disk management to RAID configuration, you can see the corresponding RAID group
status is “clean, degraded, recovering” .

® \Working status: it only applies to RAID1/RAIDS5. It is a RAID status after synchronization.
When disk group are in ready status, in the web configuration interface, from disk
management to RAID configuration, you can see the corresponding RAID group status is
“clean, degraded, recovering” .

® Degraded status: It only applies to RAID1/RAIDS5. e.g the working RAID disk group status
after hot swap a disk. When RAID is in degraded status, in the web configuration interface,
from disk management to RAID configuration, you can see the corresponding RAID group
status is “clean, degraded” .

Operation example
The RAID5 and RAID1 have the same hot swap operation steps. Now we take RAID5 as an
example.
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In SVR, there is a RAID5 disk group consists of four disks (dsk1, disk2, disk3, disk4.). All these
four disks are in working status.

Note: SVR max supports 16 SATA disks. But for performance and safety consideration,
we recommend RAID 5 consists of four to six disks, RAID1 consists of two to three disks.

Note: Here we just take four disks as an example. When your disk amount is more than 4,
the operation is just the same.

1). Disk hot swap example.

In web configuration interface, from disk management to disk information, you can see the
information before hot swap. See Figure 8-1.

Here you can see the following information:

® In SVR, disk group has four disks.

® The four disks are: dsk1, disk2, disk3, disk4.

® These four disks are corresponding to channel 1 to channel 4 respectively.

® All disks are in running status, which means there is no error.

Disk Channel Disk Disk Space(G) Status Group Using status Tyvpe
> Disk 1 dizk1 465.76 running md4 Used ST35006305Y
RAID 2 disk2 293.09 running mid4 Lzed ST33206205W
Foal 3 disk3 165,76 running md4 Lized ST3I5006305W
4 digkd 465.76 running md4 Used ST35006305W
Figure 8-1

2) In web configuration interface, from disk management to RAID configuration, you can see
current RAID device status.

Before hot swap, please make sure the disk to be hot swapped is in RAID5 (RAID1) and RAID5
(RAID1) is in working status. See Figure 8-2.

Mame Twne Status Member Disk Total Space(G) Edit Delete
md4 raida clean diskZ disk3 diskd diskl 894 27
Figure 8-2

3). Log out disk to be hot swapped.

In Figure 8-2, click edit button of the corresponding RAID device. You can see an interface is
shown as in Figure 8-3.

Here you can see the following information:

® RAID 5 device mdoO total space is 698.66, and it consists of four disks.

® The RAID status is in working status. (Clean mode).

® The group consists of four disks: diskl, disk2, disk3, disk4.

® There is a newly added disk list.

Check remove button after diskl and then click save button. Now you are about to remove disk1.
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Disk Detailed RAID Information
s RAID Mame : md4 RAID Type : raids
> RAID Total Space(G): 394 27 Memeber Disk Amount : 4
Pl Status : clean

Member disk :
SN Disk Disk Space{G) Disk Status
1 digk 465,76 in_sync [“IRemove
2 disk4 46576 in_syme Oremove
3 diska 465 76 in_sync Cremove
4 disk2 298.09 in_sync CIremove
Newhy Added Disk
SN Disk Disk Space(G) Disk Status
1 digks 268.09 running add
2 digkfi 465 76 running [Jadd
3 digk? 232.89 running [add
4 digka 232,89 running Cadd
5 diskg 232.89 running [add
B disk1 1 465 76 running [Jadd
7 disk12 232,89 running [Jadd
g digk13 23376 running [ add
] digk14 465,76 running [add
10 digk15 23376 running Cadd
11 disk10 232,89 running [Jadd

Figure 8-3

4).In web configuration interface, from disk management to disk information, you can see the

disk information after hot dismantle: diskl is in free status. See Figure 8-4.

Now there are two options:

® You can remove the diskl1 from the rack.

® You can insert the diskl into other RAID5/RAID1 in degraded mode. And then create
storage pool and share folder to provide share service.

Disk Channel Disk Disk Space(G) Status Group Using status Type
» Disk 1 disk1 465.76 running Free ST35006303V
RAID 2 digk2 288.09 running md4 Lised ST33206205Y
Faal 3 disk3 465.76 running md4 Used ST35006305Y
4 dighkd 465.76 running md4 Uzed ST35006305Y
Figure 8-4

5).In web configuration interface, from disk management to RAID configuration, you can see
RAID device status. See Figure 8-5.

After hot swap disks, RAID5 device from working status to clean, degraded status. Current
RAID5 disk group can still work properly.
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Name Tywne Status Member Disk Total Space{G) Edit Delete
rdd raida clean, degraded disk2 disk3,diskd 994 27
Figure 8-5

6). Hot swap disk

In web configuration interface, from disk configuration to disk configuration, you can see the disk
status. Disk3 corresponding channel number is channel 3(Please refer to Figure 8-4), now you
can remove the corresponding disk from the rack.

7).In web configuration interface, from disk configuration to disk configuration, you can see the
RAID status information. See Figure 8-6.

Channel Disk Disk Space(G) Status Group Using status Type
1 disk2 298.09 running md4 Used ST33206208Y
2 disk3 465.76 running md4 Used ST35006308Y
3 diskd 465.76 running md4 Used ST35006308Y
Figure 8-6

8).from disk to RAID, you can view the RAID device status after hot swap. See Figure 8-7.
The RAID status after hot swap is the same with that before hot swap.

Name  Type Status Member Disk Total Space(G) Edit  Delete
md4 raids clean, degraded disk2,disk3,diskd 894.27
Figure 8-7

Now you can refer to the following part for inserting a new disk.

Hot insert disk example.

Note: The hot insert operation only applies to the disk group that has been hot swapped.
It is to guarantee data safety.

1). In web configuration interface, from disk configuration to disk configuration, you can see the
following information. See Figure 8-8.

Channel Disk Disk Space(G) Status Group Using status Type
1 disk2 298.09 running md4 Used ST33206208Y
2 disk3 465.76 running md4 Used ST35006308V
3 diskd 465.76 running md4 Used ST35006308Y
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Figure 8-8

2). Insert the disk directly to the idle disk channel of SVR and memorize the disk channel name
(such as diskl1). In this example, we are going to insert the diskl that just was removed.

From disk management to disk information, you can review disk information before hot swap.

And then check disk information again after hot swap.

Compare the information before and after hot swap. You can see before hot swap, there are
three disks: dksk2, disk3, disk4. After hot swap, you can see the there are four disks: disk2, disk3,
disk4, disk1l. Now you can see the newly inserted disk name is disk1.

3). In web configuration interface, from disk configuration to disk information, you can see the
disk information. See Figure 8-9.

Channel Disk Disk Space(G) Status Group Using status Type
1 disk2 298.09 running md4 Used ST33206208V
2 disk3 465.76 running md4 Used ST35006308Y
3 diskd 465.76 running md4 Used ST35006308V
4 disk1 465.76 running Free ST3500630SY
Figure 8-9

4).In web configuration interface, from disk configuration to RAID configuration, you can see the
following RAID device status. See Figure 8-10.
Since current disk group md4 is in degraded status, you can add disk now.

Name Type Status Member Disk Total Space(G) Edit Delete
md4 raids clean, degraded disk2 disk3, diskd 894.27
Figure 8-10

5). Insert hot swap disk.

In Figure 8-10, click edit button, you can see an interface is shown as in Figure 8-11.
Now please check the add button and then click save

Please note, hot swap operation only applies to degrade RAID1/RAID5

RAID begins synchronization again after hot swap.
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Detailed RAID Information
RAID Mame @ md4 RAID Type & raida
Total Space(G): 894 27 Memehber Disk Amount = 4

Status & clean, degraded

Member disk -

SN Disk Disk Space(G) Disk Status

1 disks 46576 in_syne ClRemave

2 disk3 46576 in_syne ClrRemove

3 disk2 298.09 in_syne ClrRemove

Newly Added Disk

SH Disk Disk Space{G) Disk Status

1 disk1 465.7T6 runmning [v] Add

2 disks 298.09 runmning [ ]add

3 diski 465.76 runmning [ Jadd

4 disky 232.89 runmning [ Jadd

3 diskd 232.89 runmning [ ]Add

G disk9 232.89 runmning [ ]Add

T disk11 465.76 running [ Iadd

g disk12 232.88 running [ add
disk13 23376 running [ add

10 disk14 465.TH running [ladd

11 disk15 23376 running [ Add

12 digk10 232849 running [ add

Figure 8-11
Note:

Since newly added disk information take “disk volume” as a symbol (such as disk1), so in
the step (2) please memorize hot swap disk name.

6).In web configuration interface, from disk configuration to disk configuration, you can see the
disk information. See Figure 8-12.

Channel Disk Disk Space(G) Status Group Using status Type
1 dizki 465 T running rmd4 zed STI5006305Y
2 disk2 2588.09 running rmd4 Used ST33206205%
3 disk3 465.76 running md4 Lsed ST35006305Y
4 dizkd 465 T running rmd4 zed STI5006305Y
Figure 8-12
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7) In web configuration interface, from disk configuration to RAID configuration, you can see the
following RAID device status. See Figure 8-13.

Mame Type Status Member Disk Total Space(G) Edit

Delete

clean, degraded, recovering
rd4 raida disk? disk3, diskd diskl 994 27
(0.0%, 2 GEMIS)

Figure 8-13

Note: after hot swap, RAID5 device status is from “degrading” to “recovering” and begins
synchronization.
During the hot swap process, system data will not be damaged.
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9 Appendix C Command Operation

The command operation is very useful in case you forgot administrator password or IP address.
This function applies to our all series SVR. Here we take SVR3016H as an example.
Please follow the steps listed below:
® Connect the SVR to the monitor via COM port.
® Login the system via “dh_admin” account and then go to the Debug command interface.
® Debug command operation.
® | ogin Debug command operation via “dh_admin”.
Input user name “dh_admin” and its paaword debug after the corresponding command prompt.
See Figure 9-1
login as: dh_admin
dh admin@l10.12.5.27's password:
Could not chdir to home directory fhomefdh_admin: No such file or directory
#DEBUG>help
help display this message
netshow display net config
netset set net configqg.

eg. netset bond0 ip netmask [gateway]
adminpwdset restore admin password
reboot system reboot
sysreco recover system conf with default conf
ipreco recover ipaddr with default ipaddr
#DEBUG>]|

Figure 9-1

® Debug command operation
Input command “help” after “4DEBUG>"

In Figure 9-1, you can see Debug command provides seven commands:

<~ help: Here you can view the corresponding information of the Debug command. Command
format: help.

< netshow: Here you can view system current IP address. Command format: netshow

< netset: It is to reset system IP address. Command format: netset bond IP netmask
gateway (Optional).

< adminpwdset: Restore administrator (admin) factory default password (888888888888)

< reboot:: Reboot system.

< sysreco: Restore system default configuration. Before the operation, please make sure you
have exported current configuration.

< ipreco: Restore system default IP information.

Now we take netshow as an example.
Operation: Input “netshow” and then click the Enter button after the Debug command.
You can see the result in Figure 9-2.
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#DEBUG>netshow

bond0 Link encap:Ethernet HWaddr 00:30:48:92:2C:16
inet addr:10.12.5.27 Bcast:10.12.255.255 Mask:255.255.0.0
inet6 addr: feB0::230:48ff:fe92:2cl6/64 Scope:Link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1500 Metric:1
RX packets:58184 errors:0 dropped:0 overruns:0 frame:0
TX packets:8288 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txgqueuelen:0
RX bytes:4294310 (4.0 MiB) TX bytes:1925579 (1.8 MiB)

Link encap:Ethernet HWaddr 00:30:48:92:2C:16

UP BROADCAST RUNNING SLAVE MULTICAST MTU:1500 Metric:1
RX packets:58184 errors:0 dropped:0 overruns:0 frame:0
TX packets:B288 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:100

RX bytes:4294310 (4.0 MiB) TX bytes:1925579 (1.8 MiB)
Base address:0x6000 Memory:e0500000-e0520000

Link encap:Ethernet HWaddr 00:30:48:92:2C:16

UP BROADCAST SLAVE MULTICAST MTU:1500 Metriec:1

RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000

RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)

Base address:0x7000 Memory:e0600000-e0620000

Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

inet6 addr: ::1/128 Scope:Host

UP LOOPBACK RUNNING MTU:16436 Metric:1

RX packets:7512 errors:0 dropped:0 overruns:0 frame:0
TX packets:7512 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txgqueuelen:0

RX bytes:945066 (922.9 KiB) TX bytes:945066 (922.9 KiB)

Figure 9-2

You can refer to the information after the bond0. You can see the system current IP address is
10.12.5.27.

Important!
Please note, for command netset, the gateway item is optional. If you do not set the gateway in
the COM operation, then you need to login the web interface to set system default gateway.

Slight difference may be found in user interface.
All the designs and software here are subject to change without prior written notice.
Please visit our website for more information.
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