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Abstract— Recently, mobile ad hoc networks (MANETSs) have bandwidth in the ad-hoc network. The bandwidth consumed by
evolved as an irreplaceable networking technology for sitations  the control overhead reduces the bandwidth for user applica
with sparse or inexistent infrastructure. Adapting OSPFv3 to tions. This leads to a significant problem in typical MANETS

MANET environments has several advantages. The protocol . .
has proven its maturity in the wired Internet and is now the where bandwidth and processing power are scarce resources.

de facto standard Intra-AS routing protocol. When used in Various schemes have been proposed to alleviate the over-
wireless ad hoc networks with proper extensions, OSPFv3 can head problem in MANETS. Fisheye State Routing (FSR) [1]
provide better interoperation between the ad hoc domain and s g link state routing protocol for MANETSs that attempts

the Internet. This is one of the essential requirements for @y o .
ad hoc networks (including wireless mesh networks) that regire to address the scalability problem. The main idea of FSR

connectivity to the Internet. The main challenge is that sice IS that the update§ corresponding to closer _nod_es propagate
OSPF is highly optimized for wired-oriented environment, t more frequently. Since the topology map maintained at each

needs further enhancement to be fully functional in ad hoc node relies on periodic link state packets that are not fldode
scenarios. The most serious obstacle is the large routingethead 55 in conventional protocols, it is expected to require less

associated with the frequent topology changes due to volsi . . .
wireless links and node mobility. Various overhead reductin overhead than other link state protocols with full flooding.

schemes have been proposed by focusing on how to reducd?LSR [2] is another link state routing protocol for MANETSs
hello packets, flooding nodes, or the number of adjacencietVe that reduces the overhead by reducing the number of nodes

propose a completely different approach by taking into accant  participating in link state flooding. Some protocols (e.g.,
the very essential characteristics of wireless ad hoc netwks - [3] [4]) rely on clustering scheme to contain the overhead

namely, distance effect. We implemented the proposed scheron i . . -
a simulator that uses the real OSPFv3 as its routing module. fie within a certain boundary. DSR [5] uses aggressive caching

simulation experiments prove that the proposed scheme alles [0 reduc_e the floc_Jding. Location information is often incor-
significant reduction in OSPF routing overhead at small lossof ~porated into routing protocols to reduce the overhead and

route optimality. increase the scalability. Some examples are LAR [6], DREAM
[7] and ZRP [8]. Existing solutions show improvements in
|. INTRODUCTION TOSCALABLE UPDATES INMANETS  figoding overhead using different approaches. Howevey, the

The main characteristic of ad-hoc networks is the abserf&iuire additional protocol complexity (e.g., formationda
of pre-planning. The topology of the network is discovereiaintenance of routing hierarchy), storage (e.g., caghimg
on the fly, after the network’s deployment. Thus, such igformation (e.g., location).
network must exchange a number of messages which ardVe aim at providing a distributed, efficient and scalable
used to “set-up” various parameters in the network. Examgieheme that can be either applied to existing protocols as an
of such parameters are the very existence of other nodeseiiension or implemented as a stand-alone protocol. The mai
the network, their position, information about their ndighs, characteristics of the proposed scheme can be described as:

what they offer (e.g., local maps, files, printing facilie , |t does not rely on any external information other than

mobility, and thus will have to be updated. As the number of  pon count).

nodes and the mobility increases, the updates will stareto b , |t js fully distributed and simple enough to require no
a significant percentage of the total traffic in the networld a central control of the topology.

at some point, the net‘\‘/vork V‘,’,i” not be able to carry all the , |t has the analytical property that the overhead asymptot-

updates, let alone the “useful” user traffic. _ ically increases a®)(1) with the scaled network size.
Information about other nodes’ neighbors and/or theirdoca , |t is not protocol-specific and thus, it can be easily

tion (as well as distance vector or link state informatios) i applied to almost all the classes of existing ad hoc

especially useful in routing. On one hand routing is esaénti  routing protocols that employ flooding as its main or
for the functioning of the ad-hoc network, so one cannot do  sypplementary mechanism.

without it. On the other hand the updates consume available i i
OSPF [9] is by far the most popular intra autonomous

LThis work was supported by the Center for Advanced Computing SYSte€m routing protocol in the Internet. In the latest \@fsi
Communication. (OSPF for IPv6 [10]), the protocol was dissociated from the



char from_node[n] = {'y','y",'y,.....'Y'};
proces_update (received_update)
if (from_node[received_update->source] =="y')

from_node[received_update->source] == 'n’;
forward (received_update);

else

from_node[received_update->source] €y,

Fig. 2. Pseudo-code for processing the received updates.

Fig. 1. When node 15 moves from point A to point B, it must sepdaies « -
to other nodes such that those nodes will be able to reach it.

Fig. 3. A regular chain topology chosen for the analysis ofngstotic
addressing scheme. This change allows the protocol to wéfliciency.
not only with IPv6 addresses but with more general addrgssin
schemes. Adapting OSPFv3 to MANET environments has sev- .
eral advantages. The protocol is mature in the wired Interrfe Analysis
and is now the de facto standard. When used in wireless ad hom this section, the asymptotic efficiency of the proposed
networks with proper extensions, OSPFv3 can provide bettgfheme is presented. Two regular topologies are considtered
interoperation between the ad hoc domain and the Interngiis analysis. We first define some important variables used
The most serious obstacle in using OSPF in MANETS is th®mmonly in the analysis of the two cases as follows:

large flooding overhead associated with the frequent tgyolo k = the total number of updates generated at the center
changes. We propose to use the scheme described above to node

alleviate this problem. « i =the distance (i.e., number of hops ) between the center
node and another node in the network
e N(i,k) = the total number of updates (including both

In many MANET protocols, the updates are done by flood-  the generated updates at the center node and the relayed
ing [2], [11]. This means, that when a node needs to update updates by other nodes) as a function @ind
the others it will send (i.e., locally broadcast) the upd@te .« R(i) = the update generation rate induced by the center
all its neighbors, and the neighbors to their neighbors,snd node in the network of diameteér R(i) = w
on. In this way, the update will eventually reach all nodes. , g = the update relaying factof (< 5 < 1) at each node,

Assume that in Fig. 1, node 1 wants to send a message to e.g., one out of every% arriving updates is relayed in
node 15. When node 15 is in position A the messages from exponential reduction

1 to 15 will likely use the following route: 1-5-10-21-14-15 investigate the overhead reduction efficiency for the

When node 15 moves to position B the route will likely beéhain topology and then extend the method to the grid topol-

1-5-10-21-18-15. The first hop of node 1 is node 5 regardies, y. Figure 3 illustrates the chain topology under consider

of the position of node 15. Thus, we can say that 15's updgf, \we focus on the effect of the updates generated at the

going all the way to 1 is “useless”. On the other hand, theeroL\liode located in the center of the network, namely the center
from node 12 to node 15 changes substantially when node e. Assuming full flooding scheme is being used, we can

moves. The general rule is that the closer neighbors shaild 8 J ccn(; % and R(i) as:
updated more often than the nodes which are far away. T eIo (i, k) (¢) as:
idea is present in other papers [7], [1] but the implications

Il. PROPOSEDSOLUTION

were not fully explored. Nitooding(i, k) = 2k + ... + 2k = 2ik, @)
A different way to update is not to forward all the updates,

but only a few of them. For example, a node may forward only , 2ik ) ,

half of the updates it receives. Figure 2 depicts the pseudo- Ritooding (1) = 7 2= 0(1). 2)

code of the routine processing the received updates. Underf the proposed scheme is applied to the same scenario, the
this policy, the nodes one hop away from the node sendin '

the updates will get all updates, the nodes two hops away V\;I(%sultmgN(z', k) and (i) will become:

get half of the updates, the nodes three hops away will get i ;
a quarter of the updates, etc. A notdlehops away from the Nypew (i, k) = kaﬁl — 9k [M} ()
source of the updates will gt of the updates. = 1-p
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Fig. 5. Overhead reduction behavior can be customized byigtoing

Fig. 4. A regular grid topology chosen for the analysis of naptotic prescaler parameters.

efficiency.

the generating node. We define “prescaler” as the entity that
Ropew (i) = 28 (1-pY) =0e(). (4) Pperforms the functionality of overhead reduction ahds the
1-p prime parameter that determines the intensity of reduction
The results from (2) and (4) indicate that the asymptotiote that the prescaler need not always be exponentiagrath
update generation of the new scheme provides significdhican be hyperbolic or linear depending on the design of
enhancement in scalability over the full flooding scheme. a certain routing protocol. Thus, the prescaler's “mode” is
Figure 4 illustrates the grid topology. We investigate thanother parameter that can be used to customize the reductio
effect of the updates generated at the center node using liedavior.
same variables used in the chain topology case. With full The two parameters of mode agdaffect the functionality
flooding schemepN (i, k) and R(7) are: of the prescaler in a deterministic manner. That is, when a
; node receives an update, it determines whether or not tg rela
Co B it based on a predefined schedule (e.qg., relay two for evegy fiv
Nitooding (i, k) = [(8;l> B 421 k=4ki®, O received updates). On the other hand, the decision need not

) be hard fixed. Sometimes it is complicated to come up with
4ki

R flooding (i) = —— = O(i2). 6) 2 clear cut schedule for a given overhead reduction goal. In
' ‘ k such a case, one can employ a scheme that makes the relaying
If the proposed scheme is used, the resultivig, k) and decision based on a random function with paramgterthis
R(i) will become: provides another prescaler parameter that allows one to fine
i tune the reduction operation.
Npew(is k) = 4kZlﬁl In many cases, the closest neighbors (e.g., within one or
= two hop distance) of a node require highly accurate update
Ny _ information. One example is that a node moves away from its
=— [(ﬁz’ —i—=1)p"+ 1] (7) neighbor and the neighbor does not realize the lost link unti
(6-1) the update arrives detouring the previous link. This pnoble
) Nyew (i, k) can be solved if the detouring update travels fast enougb up t
Rpew(i) = - 5 o). (8)  a certain distance. Therefore, it is useful to allow updaes

The results from the grid topology is consistent with thBe flooded to a predefined distance boundary. We define such

chain topology. Equations (6) and (8) show that the asyr"mpto? boundary as “inner flooding bound”. The prescaler comes

update generation of the new scheme has significantly rddu%%to play once the update travels beyond the inner flooding

overhead compared to the full flooding scheme. Note that t gund. ) . )

result holds for any3 that satisfie®) < 3 < 1. Therefore, On the other hand, if a prescaler mode is used with a small

can be varied depending on the performance requirement.” for & network with large diameter, the nodes far from the

generating node will barely receive an update. Note thdtef t

B. Parameters overhead is exponentially reduced with the distance, the ti
The proposed scheme provides great flexibility becauseinterval between updates is exponentially increased.efbes,

turns into virtually infinite number of variations by simplythere has to be a boundary beyond which the prescaler decides

changing a few parameters. to relay all the received updates. We define such a boundary
The scheme used for analytical result in Section 1I-A igs “outer flooding bound”.

a specific case where the number of relayed updates ar&Ve have defined and discussed a few parameters that can be

exponentially reduced as they propagate from the centerusfed for customizing the behavior of the prescaler. Fohgwi



summarizes the parameters with brief descriptions: B, # B

« Prescaler mode:one of exponential, hyperbolic, discreé.m f\ /%
linear, or any other overhead reduction scheme. ' : * YR R

« Prescaling intensity & g): defines the reduction inte« | %\ , , o [ L Pl
sity with which a prescaler operates. \

« Stateful relay decision: deterministically relays updaw as @ N o0 {onf @5 o 2 sl lf“ ]
based on the state (i.e., reception counter) per destin \ V |

« Stateless relay decisionrelays update based on a r« * \" R R NS RS S N S
dom number generator with parameter ok N ! \ F

« Inner flooding bound: defines the distance range witl=| \ L L \? 1
which updates are unconditionally relayed. T s N , s 'lg

« Outer flooding bound: defines the distance range beyt o J oo . . . _
which updates are unconditionally relayed. (a) (b)

Figure 5 shows some examples of the configuration of {  Fig 6. Two topologies showing (a) optimal route paths inadse state
parameters. The x-axis of the graph represents the numbccasvergence, and (b) transient suboptimal route paths dueverhead

hops between the update generating (i.e., originating)e ng§duction and mobility.
and other nodes in the network that receives the update. The

y-axis represents the percentage of updates a node transm
because of the originating node. Curves (a) and (e) show
overhead reduction trend obtained by setting the presaale
exponential or hyperbolic mode with a certainin curve (a),
the inner flooding bound is one hop and the outer floodi

g:or clarity, all the nodes are assumed to be stationary éxcep
or node B that moves from left to right as indicated by the
block arrow. All the fixed nodes are deployed in a grid to
r{ rm a 4-regular graph. The route topology before and after
e movement are shown in Fig. 6-(a) and (b), respectively.

bound is infinity. Curves (b), (c), and (d) show the case o avoid cluttering the figure, only the route vectors for the
linear prescaler mode with different slopes (determinedby obile node are presented. Thus, each solid line attached to

Curves (d) and (e) show the effect of inner and outer floodiﬁgl

bounds. Smooth inflection in curve (e) indicates stateless ( te ery dnot?we '(T trt'_e fltgure |sdp(I)?intILng at 'és nex;[] hop tr;elf_hb%r
randomized) relay decision. owards the destination node B. Figure 6-(a) shows thaten

The proposed scheme assumes that all the nodes in gﬁ])nverged steady state, all the route vectors are optinied. T

network are initially updated before the topology starts to §ance of multihop paths from every fixed node to node B is

. Iy . L0 minimal. For example, node A reaches node B in ten hops. In
change with mobility or node failure. In real situation, baccontrast Fig. 6-(b) shows transient suboptimal routesrevhe
node joins the network at different time which invalidathe t » 9. n

assumption. This can be solved by setting the prescalernt(())de B re_zaches node A in ten hops (following the curv_ed
always relay the initial updates it receives. Thus, theiahit arrow) while the shortest path should be seven hops (fatigwi

update of a node (no matter when it joins the network) wiwe dotted arrow).
be flooded throughout the network and all the other nodes will I11. APPLICATION TOOSPFK 3 PROTOCOL

receive the update. This section describes how the proposed overhead reduction

C. Trade-offs scheme can b_e applied to OSPFv3 implementation.

' The operation of OSPF protocol comprises three sub-
In this section, the trade-off between the overhead effigienprotocols. First, hello protocol is used to establish or tea
and route optimality is discussed. Because of the reductidown adjacencies when an OSPF router arrives at or disap-
in updates, it is possible that some routes become stalepears from the network. Second, when building adjacencies,
suboptimal. If the update arrival interval at a receivingl@ds synchronization protocol makes sure that two new neighbors

larger than the update change interval at the originatirdeno commonly share the most up-to-date link state databased, Thi
the information stored at the receiving node may become mdkeoding protocol ensures that any change in the link state
and more incorrect until the correct update arrives. Alffou is immediately propagated throughout the network. Althoug
the node has incorrect information, the user traffic fornedrd OSPF supports hierarchical topologies with multiple areas
by the node may follow the correct path as it travels towardssume single area scenario because the areas in legacy OSPF
the final destination. are manually configured and no dynamic OSPF area formation
To visualize this phenomenon, a simple distance vectscheme is known to the best of authors’ knowledge.
routing protocol with the proposed scheme is implementedAmong three sub-protocols, we focus on the link state flood-
in QualNet simulator [12]. We also implemented an animatiang protocol that produces significant overhead in maitmgin
tool in MATLAB that helps visualizing the dynamic change irthe topology under MANET environment. Link state update
topology and node movement based on the trace file generglegU) packets are used in OSPF flooding, and one LSU packet
by the simulator. The resulting route topology and the nodweay contain multiple link state advertisements (LSAs). Whe
position is shown in Fig. 6. an OSPF router receives LSAs in a flooded LSU packet, it
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AdvRtrState(n] ={0,0,...,0}; // State per advertis ing router LSA and SPF table, respectively. Thus, the scheme requires
no extra control overhead.
When LSAs (in a LSU packet) arrive and if the prescaler is

enabled, the procedure “Process-LSA’ is called for each .LSA

Process-LSA (Received-LSA, SPF-Table) {
AdvRtr € Get-Advertising-Router (Received-LSA);
If (AdvRtr is new) Then Reflood,;
Dist € Get-Distance (AdvRtr, SPF-table);

Else If (Dist < FloodingInner) Then Reflood;
Else If (Dist = FloodingOuter) Then Reflood; H H . . . e
Else If (FloodingMode == “Exponential & Stateful’ ( If the LSA is advertised by an unknown router indicating it is

If (AdvRtrState[AdvRtr] == 0) Then Reflood;

the initial update, it gets reflooded unconditionally. Qthise,
Else AdvRtrState[AdvRir] <€AdvRtrState[AdvRir]+1)%(1/Beta);

} if the advertiser is within the inner flooding bound (Flood-

Ise If (Floodi de == ial less”’ . . .

o o P o { ingInner) or beyond the outer flooding bound (FloodingOter
|- (FloodingMode == *Hyperbolic & Stateless’) ( it gets reflooded. For other cases, a uniform random number

Dist < Max(0, Dist — Floodinglnner);

F (oniformRNG -1 S Ot (o1 Beta) Then Refiood: generator (UniformRNG) is used for a stateless mode and

}
Else If (FloodingMode == “Linear & Stateless”) {
Dist € Max(1, Dist — FloodingInner);
If (UniformRNG(0~1) <(Beta x10-Dist)/(Beta x10-Dist+1))
Then Reflood;
}

state variable per advertising router (AdvRtrState) isduee
a stateful mode. In hyperbolic and linear modes, generated
random numbers are compared against the value calculated

} from the variables Dist and Beta to produce desired behavior

IV. PERFORMANCE EVALUATION

Fig. 8. Pseudo-code for overhead reduction scheme appii@SPF. We implemented the prescaler described in Section Il on

a real OSPFv3 code ported from the Quagga routing software

suite [13]. The experiments were performed using a unique
first updates its own link state database and then, detesmiggnulator [14] that runs the Quagga OSPFv3 code on GTNetS
whether or not to relay (i.e., reflood) each LSA to differer§imulator [15]. Implementing the prescaler on the Quagga
neighbors. In fact, the updates are multicasted, but refigod software allows the proposed scheme to be quickly ported to
is made reliable by scheduling retransmission only for thehd deployed on real OSPF routers. On the other hand, using
intended neighbors. The overhead reduction scheme shogffiNetS allows simulation experiments for large networks.
be inserted between these two steps. Among different typesix different versions of OSPFv3 protocol models are used
of LSAs, our scheme deals with only router-LSAs because &r performance evaluation. Baseline OSPFv3, OSPFv3 with
the LSAs in MANETSs are router-LSAs. Multi-Point Relays (MPR) extension [16], and OSPFv3 with

Figure 8 shows the pseudo code with four prescaler modd&NET Designated Routers (MDR) extension [17] are used

that can be applied to the OSPFv3 protocol. Unlike a distanedgth and without prescaler capability. Both MPR and MDR
vector protocol where each update element corresponds tooanmonly attempt to solve the overhead problem [18] by
destination, a flooded update in OSPF is associated with tleelucing the number of the OSPF routers participating in
router that advertised (i.e., originated) the LSA. In aiddito flooding, but they differ in the algorithm that selects relay
prescaler parameters, three pieces of information arareztju (i.e., flooding nodes). Their additional overhead redurctea-
in making reflooding decision: advertising router (AdvRtr)tures such as differential hellos and smart peering ardlkdida
hop distance (Dist) between the LSA receiver and AdvRtr, afidr fair comparison of flooding suppression performance.
state of the advertising router (AdvRtrState). The thirdatae At each node, wireless signal range is set to 250 m and
is used only when the prescaler is in a stateful mode. NdteEE 802.11b is used for the physical and the MAC layers.
that AdvRtr and Dist are readily available from the receiveltitially, nodes are randomly deployed in 1060 1000 n?
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area. Random Waypoint model is used with pause time 40bghavior of overhead reduction, the scheme can be custdmize
Simulations are run for 600 s for both low and high mobilitand applied to different classes of existing ad hoc routing
scenarios. The maximum node velocity is 5 m/s for the loprotocols that rely on flooding. The simulation experiments
mobility and 10 m/s for the high mobility scenario, respecshow that the scheme provides significant flooding overhead

tively. In each case, the number of nodes is incremented fraeduction in all the scenarios investigated.

36 to 81. CBR traffic is offered to probe route correctness.
Overall traffic load offered to the network is 5 p/s between
randomly chosen pairs of sources and destinations, and:packl]
size is 40 B. As performance metrics, we measure both pac
delivery ratio (PDR) and the total number of relayed LSAs.
Figure 7-(a) and (b) show the PDR and flooding perfor3l]
mance results of six protocols for low mobility and Fig. 9-
(&) and (b) for high mobility. While maintaining almost the [4]
same PDR as shown in Fig. 7-(a) and Fig. 9-(a), the proposed
scheme shows significant reduction in the number of floode
LSAs as shown in Fig. 7-(b) and Fig. 9-(b). The flooding
reduction is around 30 % for the network of 36 nodes. The
amount of reduction grows as the number of nodes increasé@,
but reduction ratio stays between 20 % and 25 % for then
large network with 81 nodes. Note that our scheme almost
equally affects all the three versions of OSPFv3. This i
because MPR and MDR functionalities are independent of
our scheme. While their schemes reduce flooding by selectid
a subset of nodes that participate in flooding (where upda%
are still flooded throughout the network), ours reduce flogdi
by attenuation of flooded updates as they travel far from tii&l
source of change. 13]

V. CONCLUSION [14]

A distributed, efficient and scalable update scheme is pid®]
posed to alleviate the routing overhead problem in MANETS,
The proposed scheme uses hop count distance to effectively
reduce routing updates. The scheme does not require the
formation of any hierarchy or externally obtained informa[-18
tion. Asymptotically, it enable®)(1) overhead growth as the
network is scaled. With various parameters that deternfiae t
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