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1. INTRODUCTION

This report documents the image reconstruction softwaied WISARD, developed by ONERA in
WP 2.5 of the JRA 4, within the framework of the FP 6. Togethehwite software archive, it constitutes
ONERA's contribution to the outputs of WP 2.5 (Image Reconsiaclools).

WISARD stands for “Weak-phase Interferometric Sample AltermpReconstruction Device”. Itis a
software for the reconstruction of images from interfertbmelata such as the ones that can be recorded by,
e.g, the European VLTI.

It is based on (and quite thoroughly described in) the PhBish&ork of S. Meimon [1] and in refer-
ences [2, 3].

The WISARD software described here is a complete rewrite (from scydg!ts. Meimon and L. Mug-
nier of earlier programs of the aforementioned thesis. Tdusite has bought us a dramatic gain in speed and
in code maintainability as well as the elimination of quiteea bugs. Yet, there may of course remain some.
This code and its documentation are distributed in the hiogitwill be useful, but on aas isbasis, without
any warranty of any kind. More precisely, IBARD is a free software, licensed under the CeCILL-B license
version 1, which can be found at http://www.cecill.info.

WISARD is written in the commercial language IDL of ITT Visual Infoation Solutions:
http://www.ittvis.com/idl/. It should thus also run withO%, the GNU Data Language, available at
http://gnudatalanguage.sourceforge.net/.

Chapter 2 contains the instruction for installing $XRD on your computer.

Chapter 3 documents the use of WRD and contains an example of reconstruction from interfeteme
ric data. The data comes from the Imaging Beauty Contest 2@f#hmed by Peter Lawson for the 1AU [4].
The example batch file is part of the distribution and can leel @ d modified for self-study.

Chapter|[ 4 contains an in-depth description of the method eémphted by the WSARD
code. For more details on the method, the interested reatteulds consult [1, 2, 3].
Ref. [1] is available on the French national multidisciptyathesis server TEL at the follow-
ing address: http://tel.archives-ouvertes.fr/doc€8@¥4/98/PDF/these_finale.pdf. ~ The two other ref-
erences are also available on-line, at http://laurentmaugree.fr/publis/Meimon-JOSAA-05.pdf and
http://laurent.mugnier.free.fr/publis/Meimon-OL-p8f respectively.
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2. INSTALLATION OF THE WISARD SOFTWARE

2.1. Requirements

The WiSARD software should run on all platforms such that (a) IDL or GBLlristalled, and (b) the
OptimPack optimization package of Eric Thiébaut (see 88@i3) is installed. This means that $%RD can
be installed and run on at least all Unix-like platforms.

2.2. Unpacking

WISARD is distributed in a compressed archive caN¥dsar d- <dat e>. t ar. gz. Unpacking it is
straightforward and will create \ SARD/ directory under which is the distribution. From the shebtippt,
type:
tar xvfz Wsard-<date>.tar.gz
The directories created undéf SARD/ and the nature of their contents are the following:

./ doc/ This documentation of WbARD

A1 b/ WISARD, its sub-routines, and routines used by them:

A1ibl/wisardlib/ the WISARD main routine and its sub-routines. These routines are uhder
CeCILL-B license.

Jliblextralib/ Several extra routines:

— quick-and-dirty  code to input (some) OIFITS data
(Wi sard_oi fits2data. pro, which needs some work — anyone
interested?), plus

— routines used by the former code to read the OIFITS fornyal, B. Mon-
nier (see http://www.astro.lsa.umich.edu/"monniel)sp

— some routines from NASA's astro library, used in turn by fimener rou-
tines, available from http://idlastro.gsfc.nasa.gov/.

./Il1b/oneralib/ ONERA routines necessary to I MARD. These routines araot part of
WISARD but used and distributed by permission of their respectitba@s.
These routines are under the CeCILL-C license.

.I1ibloptinpacklib/ OptimPack library for IDL Opt i mPack I DL*. so) and its IDL frontend
routines Op_*. pr o), by E. Thiébaut. This library isot part of WISARD
but is used by WSARD and distributed here by special permission of the
author.

.l opti npack/ OptimPack sources (¢ *. h) andMakefil e (see Section 2.3), plus a
copy of the IDL frontend routineof_*. pr 0). Once again, this library is
not part of WISARD but is used by WSARD and distributed here by special
permission of the author. These routines are under the GPL.

. prol example batch file for WSARD. A good starting point for self-study, cf Sec-
tion'3.3.
./ nput dat a/ input data for the example batch file.
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2.3. Dependencies

WISARD heavily uses Eric Thiébaut’s neat OptimPack software asiitémization engine. So \$ARD
needs the OptimPack library for IDIOpt i nPack | DL*. so) and its IDL frontend ¢p_* . pr o files) to
be installed. Although OptimPack st part of WISARD, we have included the OptimPack IDL frontend
and the pre-compiled OptimPack library for IDL (for Linux@aolaris, both 32 and 64-bit architectures) in
thel i b/ opti npackl i b/ directory of the WSARD distribution, with their author’s permission. So if your
computer is a Sun running Solaris or a PC running Linux yowkhbave nothing to do.

Should these pre-compiled librairies not work for you, weéhalso included all the necessary sources
(*.c *.handvakefi | e)undertheopt i npack/ directory. Amake command from thept i npack/ i di
directory should build the library for your architecturehéin simply copy the resultingpt i nPack | DL*. so
filesinthel i b/ opti npackl i b/ directory.

2.4. Installing WISARD

Once you have unpacked the archive (Sect. 2.2), and onceaymicbmpiled the OptimPack library for
IDL if necessary (Sect. 2.3) the only installation to be d@® make all routines under theé b/ directory
known to IDL. Assuming that you unpacked the archive in yoamke directory, this is achieved by typing the
following at thelDL prompt:
I PATH = expand_path(’ +~/WSARD/Iib') + ':’ + I PATH
If you have unpacked the archive elsewhere, simply repltasgh the appropriate directory in the command
above. See the example of Section 3.3 for using a relatileipstead of an absolute one.

2.5. Acknowledgements

The authors of WSARD hereby express their gratitude to the following people, asAND uses some
routines of theirs:

— Eric Thiébaut (from CRAL): WsARD heavily uses his (neat) OptimPack software as its miniriunat
engine.

— Frédéric Cassaing and Jean-Marc ConamsA®D uses a few routines by these ONERA scientists. These
routines (and some others by Laurent Mugnier) are diseibationg with WSARD, with these authors’
permissions, in théi b/ oner al i b/ directory.

— John D. Monnier for hiJ FI TS reading routines, as well as the authors and maintaineitseoNASA
astronomical library, for their routines used by John’'ssondhe FI TS reading routines are avail-
able at http://www.astro.lsa.umich.edu/"monnier/, @hNASAs astronomical library can be found at
http://idlastro.gsfc.nasa.gov/. For convenience theirtines are included in thei b/ extral i b/ di-
rectory of the WSARD distribution.
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3. WISARD’'S USER MANUAL

3.1. General presentation

The WISARD reconstruction method is a regularized reconstructio®]Swhere the solution (recon-
structed object) is defined as the one that minimizes a contporiterion (or “metric”) with two terms. One
term, called the likelihood term, measures the fit of the mstrmiction to the data and the other term (regu-
larization or penalty term) measures the compatibilityhef teconstruction with our prior knowledge on the
true object. The main routine of WARD isw sar d. pr o. The input data fom sar d. pr o is typically
recorded by an optical interferometer measuring, in tifme simultaneous interferences of at least three tele-
scopes. It consists in squared visibilities and closuresgéahe error bars on these quantities, and the spatial
frequencies corresponding to each datum. The structuteeafdta is given in Section 3.2 and more precisions
are available in chapter 4.

The prior knowledge is, on the one hand, the hard constrapusitivity of the reconstruction, and, on
the other hand, a somewhat fuzzy knowledge that the objdu teconstructed has some kind of smoothness
(or piece-wise smoothness, or global smoothness apartdomne spikes, etc). In YWSARD, several regular-
ization terms are available to embody this prior knowledgeh® solution. A smooth solution is obtained by
a quadratic regularization, which uses the object’s PSv@P&pectral Density) as input. This regularization
Is described in[7] and implementedjin pri or _gauss. pr o.

A piecewise smooth prior is obtained by a linear-quadratieq called. ) regularization introduced
in[8, 9]. This prior is calledcedge-preservings it allows sharp edges in the object if the data is comgatibl
with them, contrarily to a quadratic regularization.

A variant of this regularization has been designed to graatsblution with some smoothness while
allowing spikes; it is a pixel-independent (or white) linemadratic regularization callespike-preservingn
short. Both the edge-preserving and the spike-preserviogspare implemented in_pri or _I 11 2. pro.

The main parameters for WARD are the data of course, the Field-Of-Vié@V for the reconstruction,
the minimum number of pixeNP_M N the user wants in this FOV, and keywords specific to the desire
regularization. For a quadratic regularization, use key\RSD, and possibly keywordVEAN O. For an
edge-preserving regularization, use keywdbi# TA and SCALE. For a spike-preserving regularization, use
keywordsDEL TA, SCALE, andWHI TE=1. See 3.2 for the full list of keywords and details on how toteem.

Additionally, some information is displayed while the #@é&wve minimization is in progress, under the
following form: | TER/ NBlI TER; Convergence=x. Criterion=jtotal = jdata + jprior where
| TER s the number of iterations performed so fdBl TER is the maximum allowed number of iteratios,
is the value of the convergence tgst,ot al is the current value of the criterion being minimizgdiat a is
the current value of the likelihood term angr i or is the current value of the likelihood term.

Lastly, we recall that, as for any properly-written IDL prag, the on-line documentation oni$ARD
or any of its sub-routines can be obtained by typttar_| i brary, ’<routi ne_nanme>' atthe IDL
prompt (where<r out i ne_nane> is, for instancew sar d).

3.2. List of parameters and accepted keywords

The only positional parameterdat a. All the other parameters are passed as keywords. Theootati
| KEYWORD in the following table meanKEYWORD=1, as is customary with IDL.
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FOV

NP_M N

OVERSAMPLI NG

GUESS

NBI TER

THRESHOLD

PCSI TIVITY
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(input)

(input)

(input)

(optional input)

(optional input)

(optional input)

(optional input)

(optional input)

interferometric input data for the reconstructicthat a is a vector
of structures, one structure per time of measurement, eadhiaing
the following fields:
— VIS2 : the squared visibilities for each baseline;
— VIS2ERR : the standard deviation on the squared visikslitie
— CLOT : the closure phases for each triplet of telescopedvimg
telescope 1;
— CLOTERR : the standard deviation on the closure phases;
— FREQS_U : first coordinate of the spatial frequencies innglv
telescope 1;
— FREQS_V : second coordinate of the spatial frequencie$vimgp
telescope 1.
The zero frequency must not be present in the data: the dagabau
normalized, as are OIFITS files, so that the value of the datiaig
frequency would be 1. In other words, the reconstructedobibjas a
unit sum.
Field-Of-View of the reconstructed image, in uratsistent with the
data. More precisely the unit for FOV must be the inverse eftthit
of the arrays of frequencieS§REQS_U and FREQS V) of the data.
Usually FREQS_U andFREQS_V are inrd( — 1) so FOV should be
in rd (radians).
MINimum width (Number of Points) of the reconstredtimage. The
Number of Points of the reconstructed object may be gredepend-
ing on FOV, OVERSAMPLI NG factor, and frequencies present in the
dat a. See routindN SARD MAKE_H for details.
oversampling factor for the reconstrdctenage. By default,
OVERSAMPLI NG=1 and the maximum spatial frequency of the re-
constructed object is the maximum frequency of the datar@eme
W SARD MAKE_H for detalils.
initial guess for the reconstructed imégredirty map if not present).
This guess is massaged in the following way: resampled éssary
to the correct size, thresholded to positive values and alized to
a unit sum. This massaged guess is available on exit as a field o
AUX_QOUTPUT.
maximum NumBer of ITERations for the recouastion, 500 by de-
fault. For a better control of the reconstruction, one sti@ather use
THRESHOLD below and not lower this value.
convergence THRESHOLD to be used as a stgppiterion for the
iterations. By default set to the machine precision in sinppézision
(approximately 1.19e-07), although computations are doeuble
precision. For a (rather) quick-look result, set to a smaitdue, e.g.,
1076,
POSITIVITY constraint for the reconsttion. It is set to true (1) by
default. Set it explicitly to O if by misplaced curiosity yolo not want
to use the positivity constraint in the reconstruction.
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PSD (optional input) 2-D map of sizeNP_M NxNP_M N containing the PSD for
the (quadratic) regularization of the reconstruction. $eatine
J_PRI OR_GAUSS and the example file for details.

MEAN_O (optional input)  2-D map of sizBP_M NxNP_M N containing the MEAN Object to
be used for regularization of the reconstructidBEAN_Ois used both
for PSD regularization and for white L1-L2 regularizatiom(, when
DELTA, SCALE andWHI TE are set).

DELTA (optional input)  scalar factor for L1-L2 regularizationsaed to set the thresh-
old between quadratic (L2) and linear (L1) regularizatiorsee
routine J_PRIOR _L1L2 and the example file for some more
details. See [9] for a complete description of the L1-
L2 regularization. The PDF of this paper is on-line at:
http://laurent.mugnier.free.fr/publis/Mugnier-JOSAX. pdf.

SCALE (optional input)  scalar SCALE factor for L1-L2 regularizati should be of the
order of the average object value\WH TE is set, and of the or-
der of the RMS object’s gradient value WiHI TE is not set. See
J PRI OR _L1L2 and example file for some more details. See the
paper cited above for the whole story.

VH TE (optional input)  flag to switch between edge-preservingiaggzation Y\HI TE=0, de-
fault) and spike-preserving regularizatiolH] TE=1). In the lat-
ter case the regularization is performed independentlyaah @ixel
value, hence the flag name.

LI BRARY (optional input)  full path of the OptimPack library (SE& N_OP for details), if nec-
essary. Under Unix systems the OptimPack library shouldobhad
automatically.

AUX_QUTPUT (optional output) structure containing various optionabPAliary outputs, for diagnos-
tic purposes. The details of this structure is given in théin& docu-
mentation for them sar d routine.

/ DI SPLAY (optional input)  display the reconstructed object and thie tihe visibilities along the

way.
/ VERSI ON (optional input)  prints version number before execution.
[ HELP (optional input)  prints the on-line documentation and ®xit

/ COPYRI GHT (optional input)  prints information about copyright andtsx

3.3. Example of use of WSARD

An example of use of WEARD for several regularizations types and levels isthear d_bat ch. pro
file, located in theor o/ directory of the distribution. Studying this example, ringnit and modifying its pa-
rameters should be a good starting point for building youn ogconstruction know-how.

The data used here from the Imaging Beauty Contest 2004 osghbyzPeter Lawson for the 1AU [4].
With the software distributed here, you will obtain reconstions notably better than the ones we obtained
with WISARD at the time [10], and at least as good as the best one of [4].

Below are described the essential portions of this file:
First, change directory to ther o/ directory of the WSARD distribution and run the IDL interpreter.
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If for instance WSARD has been unpacked in your home directory, it is underthé SARD directory, the
commands to be issued at the shell prompt are:
cd ~/ W SARD/ pr o
i dl
Then, at the IDL prompt, add the libraries needed bxs¥®RD to IDL's search PATH:
' PATH = expand_path(’+../lib") + ":” + | PATH

Read the license:
dummy = wi sard(/ copyri ght)

If you accept it, you can go on and pre-process the data filehat in OIFITS format, into a structure
suitable for input into WSARD:
datafil enanme = '../inputdatal/datal magi ngBeaut yCont est 2004. oi fits’
data = wisard_oifits2data(datafil enane)

Choose the reconstructed Field-Of-View (FOV) and grid siEbe default FOV is the inverse of the
minimum spatial frequency present in the data, which isrofte small (if the data lacks low frequencies).
For a32 x 32 reconstructed object and a FOV 1&f milli-arcseconds (for instance), type:

NP_mn = 32L
onemas = 1d-3*(!DPi/180D)/3600D ; one mas in radian
fov = 18. 0*onenmas

Choose the convergence threshold used to stop the iteratByngdefault one waits until the criterion
no longer evolves (the default threshold being given by rimecprecision and of the order af)~"). For
experimenting with the code, you may choose a larger valug as10- :
threshold = 1d-6

You may also give an initial guess (if you have performed ptkeonstructions, or if you want to see
how stable the reconstruction is with respect to the ingiass). By default (if the guess is 0 or absent, the
so-calleddirty mapis computed by WSARD on the appropriate grid, thresholded to positive values,used
as an initial guess:
guess = 0

For a first reconstruction, you can use a Gaussian or PSDivagealarization. The PSD must be a
2-D map in Fourier space containing the assumed PSD of tleeiioj be reconstructed. For a disk-like object
you should take a PSD withd f* dependence on the spatial frequency (as the square of theadisk has
an envelope that goes to zero with this dependence). Youdhmeshold this PSD so that it remains finite
at 0 and so that its dynamic range remains reasonable (ageadgnamic range for the PSD may hinder the
minimization):

di stance = doubl e(shift(dist(NP_mn), NP_mn/2, NP_nn/2))
PSD = 1D/ ((di stance”3 > 1D) < 1d6)
Run WISARD, displaying both the object being reconstructed (in windpvand the fit of the recon-
structed visibilities to the data (in window 1):
X_psd = WSARD(data, $
FOV = fov, NPMN = np_nmn, $
GUESS = guess, THRESHOLD = threshold, $
PSD = psd, $
AUX_QUTPUT = aux_out put _psd, /DI SPLAY )
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The obtained reconstruction shows the correct overallsiofphe reconstructed object, on a dark and quite
noiseless background, but without the central peak of tiggnad object (see[4]).

A global factor multiplying the PSD acts as the inverse ofgutarization parameter. In other words,
for more regularization (to get a smoother object), you $thdivide the PSD bye.g, a factor10 (or more)i.e.,
assume a weaker object; and for less regularization (tagabj@ct with more details), you should multiply the
PSD by,e.qg, a factor10 (or more)i.e., assume a stronger object. If you 88D = 100D* psd for instance,
you will get an under-regularized solution very similar bat obtained without a regularization: quite noisy,
but with the emergence of the central peak present in thénatigbject.

Let's now try the white L1-L2 (spike-preserving) regulaiton. SetWH TE=1 and choose&CALE
of the order of the object's mean value (this is easy becawsedconstructed object is of unit sum). For
DELTA> 1, one obtains a quadratic (L2) regularization and a recoastm similar to a PSD-based one. For
the desired spike-preserving regularization you can set:

white = 1B;

scale = 1D/ (NP_mn)~2; for white L1-L2, scale ~ avg_object level = 1/ NP*2
delta = 1D

Run it:

Xx_ |11 2white = WSARD(data, $

FOV = fov, NP MN = np nin, $

GQUESS = 0, THRESHOLD = threshold, $

SCALE = scale, DELTA = delta, WH TE = white, $

AUX_OUTPUT = aux_out put | 1l 2whi te, /DI SPLAY)
The result is much smoother than an under-regularizedisolanhd has the central peak of the object as visible
as the nose in the middle of one’s face (French expression)!

Figure 3.1 shows three reconstructions: an under-regelf? SD-based reconstruction (with the above

PSD multipied by 100), the PSD-based reconstruction ruvggband the white L1-L2 reconstruction just
obtained.

g @ @

Figure 3.1 — Three reconstructions obtained WhSARD: under-regularized PSD-based (left), correctly reqguiail PSD-based
(center), and white L1-L2 (right). The false-color tablegisen on the left side.

Figure 3.2 shows the plots of MARD displayed during the white L1-L2 reconstruction. Thesdsplo
aim at showing the quality of the fit of the reconstructiontie tlata: the red crosses show the modulus of
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the reconstructed visibilities (FT of the object at the noead frequencies), while the green squares show the
measured visibilitiesif., the data). The blue line shows the difference of the twomadized by 10 times
the standard deviation of the visibilities. In other wordéien the blue line is at a level 6f1 it means that
the fit between the reconstructed and the measured vigbilg at one standard deviation (which means the
reconstruction fits the data well!).

1.0 \ \ \

i Abs(Reconstructed Vis.) X }

- Abs(Measured Vis.) .

L Abs(Difference)/(10 x stddev) ]
0.8+ —
0.6 — |

. 5 |
0.4+ —
0.2 |

- : > XX 5y 2
0.0 LN Sl o L L1 L ‘ X

0 2.010"  4.010"  6.010"  8.0e10"  1.0-10°  1.2+10°

frequency
Figure 3.2 — Typical plot displayed B/I1SARD at convergence (see text).
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4. WISARD DESIGN REPORT

4.1. |Introduction

Optical interferometry allows one to reach the angularltgsm that a hundred meter telescope would
provide, using several ten meter telescopes.

The interferograms of current instruments are affectedunlgulence, which corrupts the recorded
object phases, so one is led to form quantities that are lenmba-independent such as squared visibilities and
phase closures.

In order to cope with the missing phase information, we ihtice phase calibration parameters to be
estimated jointly with the observed object and we propossAND (for Weak-phase Interferometric Sample
Alternating Reconstruction Device) to perform this estimat This algorithm combines, within a Bayesian
framework, an alternating estimation of the object and pl@sameters (in the spirit of self-calibration algo-
rithms proposed by radio-astronomers [11]), a recentlghigped noise model suited to optical interferometry
data [2], and an edge-preserving regularization [9] to deidl the sparsity of the data typical of optical inter-
ferometry.

4.2. Structure of WISARD

WISARD is made of the following major blocks:

a first blockwi sar d_dat a2ndat a. pr o computes (so-called “myopic”) complex pseudo-data froen th

input data, and error bars on these pseudo-data. Theseeodgih have the following properties:

— the phases measurements and error bars are computed fdooompatible with the measured phase
closures and their error bars;

— the amplitudes measurements and error bars are compuatedaind compatible with the measured
squared visibilities and their error bars.

— aconvexification blocli sar d_ndat a2cndat a. pr o computes a gaussian approximation of the pseudo
visibility data model. This approximation is optimal in teense of a Kullback Leibler distance (see llI);

— a third blockwi sard_set regul . pr o proposes an adapted prior term, to be chosen among a list o
regularizations, such as positivity, Power Spectral Oigrgiadratic regularization, linear-quadratic (also
called L1—L-) regularization, etc... The algorithmic structure ofSRD make it easy to add other kinds of
prior terms to the code;

— a self-calibration block performs the minimization. ltemhates

— a minimization of the criterion w. r. t. the object for givaberrations, which consists essentially in a
minimization of a convex criterion under positivity coresfit;

— an optimization of the aberrations for the current objids.accelerated by performing in parallel several
optimizations of a subset of the aberrations, instead ofgtwigal optimization.

The pattern of WSARD is described in Fig. 4.1.
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Raw data

!

Recasting

1 Myopic pseudo—data

Convexification

1 Myopic approx. data

Initialization :
prior, object guess, 0 = 0

! Self—calibration !
I Object step !
| ¥ :
! Aberration step I

Reconstruction

Figure 4.1 -WIsSARD algorithm loop

4.3. Interferometric observables

Consider a model 2-telescope interferometer, which twatidaraperture$?;, 7, ) are located at three-
space positionéﬁ} and (f)g. We denoteP the plane normal to the pointing direction, andandr, the
projection of(f)} andﬁg ontoP.

Thebaselineu,, is defined by the projection of the displacem@ﬁ ontoP:

A
Up =T2 — T

Because of the Earth rotation, the pointing direction chamlyging an observing night, so the baseline is time
dependant too:

wis(t) 2 ry(t) — 7 () (4.1)
Let us consider now & -telescope interferometer. There are as many baselinegyastavchoose 2 telescopes
among/V:
N, Ni(Ny — 1
N, (;) _ % (4.2)
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For N, = 4, the N, = 6 baselines are:

wia(t) = ro(t) — r1(t)
ui3(t) = r3(t) — ri(t)
wi4(t) = ry(t) — re(t)
ugs(t) = r3(t) — ro(t)
Uy (t) = ry(t) — ro(t)
[ usa(t) = 7ra(t) — r3(t)
or in a matrix formulation:
u(t) = B -r(t), (4.3)

where theN, x N; operatorB is thebaseline operatofsee appendix | page 22).

4.3.1. |deal interferometric data

We consider a monochromatic source with a wavelengdnd denote:(¢) the brightness distribution,
& being angular coordinates. For each baseline, it is p@ssitdccess to the following short exposure data:
— aphase®™(t)
— amoduluszd®ta(¢)
The complex vectogd™a(t) = aata(¢)el?™" () js called thecomplex visibility vector According to the Van
Cittert-Zernike theorem [12], complex visibilities aideally linked to the Fourier Transform (FT) of(&) at
the 2D spatial frequency

v(t) £ @ (4.4)
throughy,; 9% (¢) = FT [z(&)] (vij(t)), i.e.:
ata (1) — . (¢, 1) 2 ar T Vi
{%d () = 0u(2,1) = xsFT ()] (5(0) “s)
a;; M (t) = sij(w, 1) = [FT [2(§)] (vi;(1))]
or in a matrix formulation:
¢ (t) = p(a, t)
4.6
{adata(t) — a(:c,t) ( )

In what follows, we will only consider a discretized versienf z(£). The Fourier Transform then corresponds
to a matrix product by a Fourier operatbF:

y(x,t) = H(t)x 4.7)

For convenience, we also define:

z| (4.8)

The operator$ | andarg are point-to-point operators.
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4.3.2. Data model

The long exposure observables considered in this reposgai@red modul®t2(¢) and closure phases
B%=(t). These observable are affected by a noise, and we suppokis ireport that only second degree
statistics are provided, and that the closure phase memnsuoteset and the squared modulus measurement se
are two uncorrelated sets of variables.

The noise distribution we can make out of these statistittseis gaussian:

Sdata(t) — a2(w7t) + Snoise(t)’ Snoise(t) ~ N (0> Rs(t))
I@data(t) — C(],’)(Zli,t) + /6noise(t)’ Bnoise@) ~ N (07 Rﬁ(t))
The algebraic structure of ttibosureoperatorC' is described in appendix | page 22.

(4.9)

4.3.3. Input Data format in WISARD

The data format is a vector of structures, one structuregion éme of measurement, with the following
fields:
— VI S2 : the squared visibilities for each baseline
— VI S2ERR : the standard deviation on the squared visibilities
— CLOT :the closure phases for each triplet of telescopes invgligfescope 1
— CLOTERR : the standard deviation on the closure phases
— FREQS_U : first coordinate of the spatial frequencies involving selepe 1
— FREQS_V :second coordinate of the spatial frequencies involvitestope 1
For example, at each momenfor a 4-telescope array, the fields contain:

field # notation

VISs2 6 si57(1), s157(1), s157(1), s957(1), 5957 (1), 5557 ()
VI S2ERR © 6 04,(1), Os15(6) Ts1a(t)s Tsos(t) Tsna(t)s Tssa(t)

CLOT : 3 PS5 (t). B (1), Bisi ()

CLOTERR : 3 O B123(t)» O B124(t) s O Br3a(t)
FRE@_U 3 Ulg(t>,ulg(t),ul4(t)

FRE@_V 03 U12<t), ’U13(t),?]14(t)
The covariance matriceR, ;) and Rg,) are implicitely supposed diagonal.

4.4. From input data to a myopic model

This section describes the codesar d_dat a2ndat a. pr o.

We want to recast the data model in a myopic one, with visjbilhase and modulus pseudo-data. The
corresponding format is described below. The myopic datadb is a vector of structures, one structure for
each time of measurement, with the following fields:
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— VI SAMP : the visibility moduli for each baseline

— VI SAMPERR : the standard deviation on the visibility moduli
— VI SPH :the visibility phases for each baseline

— VI SPHI ERR : the standard deviation on the visibility phases
— FREQS_U :first coordinate of every spatial frequency

— FREQS_V :second coordinate of every spatial frequency

For example, at each momentor a 4-telescope array, the fields contain:

field # notation

VI SAVP : 6 ara()™™ ar3(t) ™™, ara(6)™, ags ()™, aga ()™, agy(t)
VI SAMPERR : 6 04,,(1), Oas(t)> Tara(t)> Tass(t)> Tasa(t)s Taza(t)
VI SPHI 6 G12(t) ™, Br13(t) ™, dra(t) ™, das (), daa ()™, haa (1)
VISPH ERR = 6 04,,(1): 0615(1)> Tona()) Thas(t)s Tna(t) Tbsalt)
FREQS U : 6 wio(t), urs(t), uia(t), uas(t), uga(t), usa(t)

FRE@_V . 6 Ulg(t), U13<t>, V14 (t), V23 (t), 1}24<t), V34 (t)

4.4.1. Visbility modulus pseudo data

Each{al*"(t), 04,1 } is computed from input datfs**(t), o, () } acording to:

— inevery casey{*(t) = /|sdta(t);

Z]
Ug’LJ (t)

) /‘ d]dtd(t)l’

— if S?jata(t) > Os,4(t) thenaaij(t) =

£/ Tsij(t)
— elseo,,;1) = :

2
See appendix Il for justification of these formulae.

4.4.2. Vishbility phase pseudo data

For each instant, the vector¢®***(¢) - containing thep(*#(t) - and the vectow 4(t) - containing

theoy,,() - is computed from the vectg8?**(¢) - containing the input dat (aa(t) - and the vectow (1)
-containing the input datay, ;) - acording to:

_ d)data(t) — CTIBdata<t>;
— 04(t) =3-C'Diag{os(t)} C"" ®Id.
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where® denotes a term-to-term product, a@d is defined in appendix I. LeR be a diagonal matrix, the
vector of the diagonal components beind-or any matrix)/ with compatible dimensions, we have:

{MRM" @1d} =6, > Y RaAuM;
koo
= 0y Z Z Rip Ay My
koo
= 51‘]‘ Z Mfkrk
k

So we can write:
os(t) =3(C'@C") as(t)

This is how the computation @f 4(¢) is coded inwi sar d_dat a2ndat a. pr o.

4.5. From a myopic model to a myopic convexified model

This section describes the codesar d_ndat a2cndat a. pr o.
The convexified myopic data format is a vector of structuoe® structure for each time of measure-
ment, with the following fields:
— VI S :the complex visibilities for each baseline
— W.RAD : radial weight on the visibility moduli, to be used in critan(see sect. 4.6.
— W.TAN : tangential weight on the visibility moduli, to be used iiterion(see sect. 4.6.
— FREQS_U : first coordinate of every spatial frequency
— FREQS_V :second coordinate of every spatial frequency
For example, at each momenfor a 4-telescope array, the fields contain:

field # notation
VIS : 6 yis"(6), yis" (1), yid"™ (1), ys"™ (1), 5™ (1), w53 (1)
W RAD : 6 Wrad,12(1)s Wrad,13(t), Wrad, 14(t)» Wrad,23(t)» Wrad,24(1) >, Wrad,34(t)
W TAN : 6 Wian,12(t)> Wean,13(t) Wean,14(t) s Wean,23(t) s Wean,24(t) s Wean,34(t)

FRE@_U S o) u12(t), Ulg(t), U14(t>, U23 (t), UJ24(25>, U34(t)

FRE@_V 16 Ulg(t), 1)13(t), U14(t), Ugg(t), 1)24(t), U34(t)

Each {y2#(t), wrad,ij) Weanijr) } 1S computed from myopic datégia®(t), oy, ), af2®(t), ou,, 1) }
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acording to:
ydie () £ [af(t) — glte (1)) expigl(t) (4.10)

$ij(t)

yfb“ta(t) = a?fta(t) [e_T - 1]

2
Téij(®)
= y%ata(t) _ a;l;xta( )exp data(t) [2 — e J ]

2 _1
Wrad,ij(t) = [Urad,z‘j(t)}
3,0\ B
—202 1— it
. 1+e ¢ij (1) ) 0_2 + < © ’ ) . adata2(t)
- 2 (li]‘(t) 2 Z_]

9 —1
Wean,ij(t) = [Utan,ij(t)}
—92g2 —202 -1
1—e #ij (" 2 l—e (/)”(t) data ;)2

These equations are explained in appendix lII.

4.6. The criterion minimized

We define:
Zrad,ij (T) 2 Re {ze_i‘?gﬁta(ﬂ} , Vz € C (Cf. eq. 4.10)
Ztan,ij (1) 23m {ze i } Vz € C (Cf. eq. 4.10) (4.112)

[1>2

Yz, alt),t) = y(t)™ - y(z. )P0
and propose to use the following data-likelihood criterion
jd%&(m,a) é Zjdata 33 a ZZ\Z?M& 33 CX )
¢ (4.12)

ata A res 1 res 2
‘-7131 ' (a:,a(t),t) = wrad,ij(t) [yrad ¥ (w a(t) t)] + éwtan,ij(t) [ytan i (m a(t) t)]

DO | —

4.6.1. Expression for the aberration step

With Egs. 4.11 , we have:
Y (@, alt), 1) = y()" - y(a, )P0

Before starting the aberration step, we compute all the elesneseful for the minimzation independantcof
i.e. y(x,t), a(x,t) andg(x,t). To compute the gradient ix we also compute two other quantities, called
wx1 and wx2 in the codes. All these quantities are arrangetarstructurevei ght s_x, which does not
depend on the.
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4.6.2. Expression for the object step
With Egs. 4.11 and 4.8, we gather:

Y™ (@, a(t), t) = y(1)*** — H{(t)zDiag{eF }

— y(1)*® D.ag{ )}H(t)Ja:

Moreover, with Egs. 4.12 and 4.11, we have:

1

A T 2 r 2
TG (@, alt),t) = SWradij) [Yiai (@, e(t). )] + 5 Weanij(t) Yo (@, a(t), )]

NN —

res —igdata 1 res _ipdata
Wrad i) R € {ym (x, au(t), t)e 9 (t)} - §wtan7ij(t)%m {yw (z,a(t), t)e 95" (t)}
We gather :
w 1J res
T (@, ault). 1) = =520 - R {yi5 (@, (1), 1)}
+ Wiz, M {yres a(t),t) } Re {yres a(t), t)} (4.13)
W22 .45 (¢ res
YEUO e (. alt). 1)

with (for clarity, we omit here the; andt indexes)

data data

+ Wyan SIN? ¢
W12 = (Wrad — Wean) S ¢52(t) cos ¢?* (4.14)

W22 = Wrad Sin2 ¢data + Wian COSQ ¢data

2
W11 = Wyaq COS™ @

It is from this expression that the criterion and its gratienr. t. the object are computed in MARD.
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APPENDIX |

THE CLOSURE AND BASELINE OPERATORS C AND B

Let NV, be the number of telescopes of the interferometric arrayh&vie the following definitions:

B2 [ -1 1] (.1)
A _]-n—l ‘ Id

BNt - |: O ‘ Bn—l :| (|2)

By 2 [ B'f'l } (1.3)

Cn2[ -B,1|1d] (1.4)

ct2c'cc™] (1.5)

for N; > 3.
Itis easy to see tha@'B = 0.
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APPENDIX II
SQUARE-ROOT OF A GAUSSIAN DISTRIBUTION

Let us suppose we measure the squared vabfea positive value:, with an additive noise system:

Sdata — a2 4 8n01se,

s"°s¢ heing 0 mean gaussian with the variance Let a be the estimator of. from si**= defined bya =
Vgdata jf gdata > ()
{ 0 else '
Although a is not gaussian vector, we will approximate its distribntly a gaussian one. In many
cases, this approximation is valid, as shown in fig. II.1.

1.0 T

L x* gaussian
| —— - x gaussian

0.8

0.6
0.4~

0.2~

0.0l \ e
0 1 2 3 4 5

Figure 11.1 — Comparison between a gaussian distribution ahd a gaussian distribution of?

However, ifo, is greater than a fiew?, this estimator is biased. We have studied the behavioreof th
mean< a > and standard deviatian, of this estimator in function of, /a? (see figs. 11.2 and 11.3).

100.0

--- mean(a)

sart(0,/6) ]

I I I I I |
0.01 0.10 1.00 10.00 100.00 1000.00 10000.00

a, /a°

Figure 11.2 — Mean of the estimatdarin function ofo, /a?

We then propose the data model for

noise

adata —a+ta
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10.0p J 0T ZZ/ZG .// E
sqrt(oy)/2

0.1

I I I |
0.01 10.00 100.00 1000.00 10000.00

a, /a®

Figure 11.3 — Standard deviation of the estimatom function ofo /a?

with :

0 if sdata <
qdata — 0/6, if 0 < s¥t < 5 /6
Visdata if gdata > 0s/6
{ Vos/2 if gdata < 5
o, =

s : data
T if s > 0,

We also decide to discard the data such tH3t + o, < 0.
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APPENDIX Il
CARTESIAN GAUSSIAN APPROXIMATION TO A POLAR GAUSSIAN DISTRIBUTION

[11.1. General expression

With consider a polar distribution of a gaussian vegiaf modulusa and phase:

¢data — (} + ¢noise (”ll)

adata —a+ anoise (“|2)
where¢™** anda™** are 0 mean real gaussian vectors, of covariance matRgemd R, (the vectorgp*™
anda®*¢ are supposed uncorrelated).

With the definitions

( ] 2a expig
noise A —
y oise 2 ydata —y
n é noise —165}
Yrad %e{y © (111.3)
yltqan é Sm {ynoisee—i¢}
= noise é yilad :|
y - n
\ |: ytan

we gather:

{y?ad — [a + anoise} cos ¢noise —a (”|4)

y?an — [d 4 anoise} $in ¢noise
A complex vector is gaussian if and only if each of its compuses gaussian. A complex is gaussian if
and only if, in any cartesian basis, its two components avsgan. Say is gaussian if and only " is

gaussian, which is not the case [2]. In what follows, we show b optimally approximate the distribution
of y"“*® by a gaussian distribution.

[11.2. Gaussian Approximation

We caracterize our Cartesian additive gaussian approxmate., its mean(gjmise> and covariance
R noie, by minimizing the Kullback-Leibler distance between the thoise distributions, which gives [2]:

= noise y?ad g?ad
y = E { { n :| } o |: —n ‘|
< > ytan ytan
w_om 9T (I11.5)
R= noise — E [ yra‘d o yrad :| [ ’{lrad - yrad :|
Y y?an - y?an y?an - y?an
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and we define

B A Rrad,rad Rrad,tan
~,noise — T
v R Rtan,tan

rad,tan

For a 0 mean gaussian vect#* of covariance matrixz,

E {sin¢j**} =0

. R, .
E {cos gﬁ?‘”se} = exp ——;”
. . Ry, + Ry, .
E {sin (b?mse sin ¢§10186} = sinh R¢ij - exp _w (”|6)
. . Ry.. + Ry..
E {cos 47 cos ¢"*°} = cosh Ry, - exp i M 5 0ij
E {cos PhO=C sin ngE-‘Oise} =0
By combining Egs. 1.5, 111.3} 1.4 and 111.6, we obtain:
Re i
B vt —a [ - 1]
E {y?ani} = 0
ReiitRoy,
[Rrad,rad]ij = [didj (cosh Ry, — 1) + R,,; cosh R¢ij] em T (n.7)
[Rrad,tan]ij =0
_ . _BeitRey;
[Rtan,tan]ij = (aiaj + Raij) sinh R¢ij € 2
[11.3. The scalar case
Now, we make the additionnal asumption that beti*® anda™*¢ are decorrelated, i.e.
R, = Diag{s?,
R, = Diag{c;,}
We obtain:
Rrad,rad = Diag{gfad,i}
Rtan,tan = Diag{afan,i}
Rrad,tan =0
with
a2 2 g2,
s = (1= ) 1 B (1)
"2 2 111.8
a2 2 o?. 2 ( . )

In this case, we can plot for one complex visibility the trusse distribution - i.e. a gaussian noise in
phase and modulus - and our gaussian approximation (se#.fiy. |
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A 1m S
Ve . Elliptic gaussian
( /\\\approximation
\ | ~_ \
\\\ \\ ( \ \
\\ \ \ \
\ \\ \ \\\ \
\ NV
N \
: )
SN ]
data . /
Noise statistics Re
S >

Figure I1l.1 — Polar gaussian distribution contour plot aiitd cartesian gaussian approximation
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