Configuring NMS to monitor the RSSI of 615M-1 cellular modem routers

Technical Application Note

Purpose

This application note describes how to configure the
Network Management System (NMS) to monitor the
received signal strength (RSSI) of 615M-1 routers.

You may need to monitor RSSI to find out why a 615M
is dropping connections. Monitoring can reveal that
the 615M has poor RF reception in some areas, or
interference from other devices at particular times—
conditions that may cause unstabile connections.

The 615M has built-in SNMP functionality for remote
monitoring, and NMS can track and monitor devices over
time. This combination provides a powerful solution for
monitoring RSSI. Data is reported systematically and
graphically, allowing you to quickly identify the cause of a
signal strength issue.

Before you begin

This document assumes that you have already installed
and configured NMS (version 1.0.7 or earlier) and have
added the 615M devices you want to monitor to the NMS
system. For installation and setup instructions, refer to

the NMS installation guide and the NMS quick start guide.

Figure 1. Configuration Setup
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To configure NMS to monitor RSSI you need:

« PC with Ethernet or wireless network access (see
Figure 1)

« Ethernet cables to connect (daisy chain) 615M routers
to the PC for configuration purposes (not needed if
connecting wirelessly)

- Merged 6156M SNMP MIB file for NMS. To obtain this
file, contact your ELPRO support help desk (see below)

« If you plan to use SMS (text messaging) for alert
notification, you also need:

SMTP email server settings (host address, port,
username, password and security settings) provided
by your IT group,

OR

A gmail account if you are unable to obtain SMTP
settings from your IT group

Cell phone number for text message notifications

The “resolv.conf” file. Obtain this file from your
ELPRO support help desk (see below)

If you do not plan to use text messaging for alert
notification, you can use the default internal email
utility within NMS for notifications. No additional
information is needed to use this option.
ELPRO support help desk: For customers within the US,
go to ELPRO-US-Support@Eaton.com. For customers
outside the US, go to Elpro-Support@eaton.com.
Figure 1 shows the configuration setup. Detailed
instructions are provided in the procedures that follow.
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Enabling SNMP on the 615M routers 4.

The first step is to enable Simple Network Management
Protocol (SNMP) functionality on the 615M routers that you
want to monitor. SNMP is used by NMS to monitor network
devices.

1. Connect the 615M routers to the PC using Ethernet
connection (wired or wireless). You can daisy chain the
routers, as illustrated in Figure 1.

2. Repeat the following steps for each 615M:
a. Log on to the 615M Web interface.

For detailed instructions refer to the 6156M-1 users
manual.

b. On the main menu, click Diagnostics. 5.

c. In the Diagnostics window, click the SNMP tab and
configure the following settings:

- For SNMP select Enable

- For Version, select “v2c”

- Under Traps, select Disable

d. Click Save and Reset.

Loading the 615M SNMP MIB file into NMS

The next step is to load the merged 6156M SNMP MIB
file you received from your ELPRO support help desk into
NMS. In this procedure, the example MIB file is named
"615-5-02-A-final.txt"

1. Make sure that your PC has Internet connection.

2. On the PC, open the CooperNMS shared directory,
c:\CooperNMS, and create a subdirectory named
“mibfiles’ as shown below.

c:\CooperNMS\mibfiles

3. Copy the merged 615M SNMP MIB file into the
c:\CooperNMS\mibfiles directory.
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SNMP @ Enable © Disable 6
Version @ 2c (w3 ’
Read-only Community public

Name

Read-write Community
Name private 7

User Name

Password {min. & char)
Authentication @ None WDE 8.
) Enable @ Disable
Server 1 Address | 107 | 168 |7 |98

Verify that VMware Player can access the
c:\CooperNMS\mibfiles directory:

a. OpenVMware Player.

b. On the Virtual Machine menu, click Virtual Machine
Settings.

c. Click the Option tab, and then click Shared Folders
in the Settings column.

d. \Verify the following folder settings:

- Under Folder Sharing, make sure that the
“Always enabled” option is selected.

- Under Folders, make sure that the check box for
the CooperNMS folder is selected.

Log on to the NMS virtual machine:

a. From the main VMware Player window, click the
cooperNMSvx.x.x image on the left.

b. Click “Play virtual machine.

c. At the localhost login, type “root” and press Enter,
and then type the password “cooperadmin” and
press Enter.

For detailed instructions on running the NMS virtual
machine, see the NMS installation guide.

Enter the following command to change the directory
to the mibfiles shared directory:

# cd /mnt/hgfs/mibfiles

Enter the following command to list the directory
contents. Verify that the MIB file appears in the list.

# 1ls

Enter the following command to install the MIB file
(in this example, “615--5-0-2-A-final.txt") into the NMS
Linux system:

# addmib addmib

# addmib 615-5-0-2-A-final.txt

The SNMP OID entries are now ready to use for 615M
RSSI monitoring.



Setting up and testing email and SMS notification

In this step you will set the notification options in NMS
to receive alerts when a problem is detected during RSSI
monitoring. There are two notification options—Sendmail
and SMTP.

» Sendmail. The Sendmail option sends an email
notification to the account you specified in your “My
Accounts” page within NMS. If you want to use this
email notification option, refer to the NMS user’s manual
for instructions.

« SMTP. The SMTP option allows you to receive notification
via SMS (text messaging). In order to use this option
you need to obtain a file called “resolv.conf” from your
ELPRO support help desk. You will also need a gmail
account to use for text messaging. When you are
ready, use the following procedure to configure SMTP
notification.

1. On your PC, copy the “resolv.conf” file to the shared
C:/CooperNMS folder.

2. Log on to the NMS virtual machine window with the
root login (if not already logged on).

3. Use the following commands to copy the file to the
“[etc"” directory and overwrite any existing
“resolv.conf” file in that directory:

# cd /etc
# cp resolv.conf resolv-org.conf
# cp /mnt/hgfs/resolv.conf. -f

4. Open aWeb browser (preferably Google Chrome™
browser) and access NMS.

To access NMS, enter the virtual IP address for NMS,
and then click the Access NMS link and enter your
username and password. For detailed instructions see
see the NMS installation guide.

5.  Open the Admin page.

6. On the Admin page, open the System Config menu
and click Manage Email Settings to display the email
configuration page.

7. If your IT group provided you with SMTP settings, enter

10.

General Mail Settings

Mail Method: Sendmail

* SMTP

Send Mail From: |Cooper NMS <root@localhost>

SMTP Settings

Host: smtp.gmail.com

Port: :465
Username: |yourgmail@gmail.com ‘

Password: |sessesss ‘

Security:

Open the My Account page and click Notification
Methods.

Click the Mobile Text tab and enter the mobile number
that you want used for notifications and select the
name of your mobile carrier.

To test notifications:

a. Click My Accounts, and then, click Send Test
Notications on the Notification Options menu.

b. Veriy that the information on the page is correct,
and then click the Send Test Notifications button.

Home  Dashboards Reports Configure My Account  Admin  Help

r
¥ My Account

Send Test Notifications

Account Information
¥ notification Options Click the button below to send test notifications to your email and/or mo

Netification Preferences Email notifications will be sent to: wbeenfly@gmail.com
Notification Methods
Notification Messages
Send Test Notifications Your mobile number is 4082503519 and your provider is Verizon.
Mabile notifications will be sent to: 4082503519@vtext.com

Change your email address

Change your mobile settings

Send Test Notifications

the settings you were given. If you do not have settings
from your IT group, enter the settings shown below.

- Send Mail From: you may change “Cooper NMS”
but leave “<root@localhost>"

- Host: enter “smtp.gmail.com”
- Port: leave the default setting “465"

- Username and Password: enter your own gmail
account information

- Security: SSL

Setting up NMS for 615M RSSI monitoring

Now you are ready to configure NMS to monitor the RSSI
of the 615M modems. For each 615M that you want to
monitor, you need to run the Monitoring Wizard in NMS and
specify the following information:

+ |IP address of the 615M to be monitored

+ Object identifier (OID) associated with RSSI monitoring
in the pre-defined 615M MIB file (this OID is
"1.3.6.1.4.1.28586.2.1.4.4.0")

« RSSI levels (dBm) at which you want NMS to generate
notifications
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The example used in this procedure assumes that the

IP address of the 615M is “192.168.1.52" and that you want
NMS to generate a warning notification if the RSSI reaches
—100 dBm and a critical notification if the RSSI reaches
—110 dBm. You can change these settings at any time.

1.
2.

On the NMS screen, open the Configure page.
Click “Run the Monitoring Wizard"

Home Dashboards Reports

r

Configure

My Account Admin Help

¥ configuration Wizards
Monitoring Wizard
Wireless-Discovery Wizard
Auto-Discovery Wizard
Serial Agent Config

¥ Advanced Configuration . =3
B e Run the Monitoring Wizard
~= Core Config Manager . Quickly monitor a new device, server, application, or serj

Configuration Options

what would you like to canfigure?

Run the Cooper Wireless Auto-Disce

overy Wizard
‘l Auto-discover new cooper wireless devices and services
Run the Auto-Discovery Wizard
Auto-discover new devices and services to monitor.

Change Your Account Settings
a Modify your account information, preferences, and notifi

Click SNMP and then scroll to the bottom of the page
and click Next.

SNMP

Home Dashboards Reports

r

Configure My Account Admin Help

mofutor a rostgres garapase.
¥ configuration Wizards
Potgres Query

Monitoring Wizard
lonitoning Wizart Mofitor a Postgres database query.

-
Wireless-Discovery Wizard - E@
Auto-Discovery Wizard
Serial Agent Config P Poftgres Server
- Mofitor a Postgres server.
¥ Advanced Configuration
=

~ Core Config Manager Pripter

' f5gd Mofitor an HP JetDirect® compatible network printer.
RAPIUS Server
- Mofitor a RADIUS server.

SNMP
Monitor a device, service, or application using SNMP.

SNMP Trap
2% Monitor SNMP Traps.

Check that the device address is the IP address of the
615M you are currently configuring, and then click Next.

Reports
4

Configure My Account Admin Help

SNMP Monitoring Wizard - Step 2
SNMP

SNMP Information

192.168.1.52
The IP address or fully qualified DNS name of the server

Back Next

Device Address:

5.

Under Device Details, type a name for the 615M host
in the Host Name field.

Create a name that you can easily identify when you
view the system map. For example, 615M-52-<site

name>.
Home  Dashboards  Reports

r
¥ configuration Wizards SHMP

Configure My Account  Admin Help

Manitoring Wizard
Wireless-Discovery Wizard
Auta-Discovery Wizard
Serial Agent Config

Device Details

¥ Advanced Configuration Device Address: |1

== Core Config Manager 515 Moder]

The name you'd like to have asscoated with this server o

Host Name:

SNMP Settings

Specify the settings used to menitor the server or device via SNME.

SNMP Community: i
The SNMP community string required used to to query |
SNMP Version: | 2g

The SNMP protocol version used to commicate with the

SNMP Authentication

When usinn SNMP w3 vni mact cnarify authentication infnrmation.

Under SNMP Settings, make sure that the SNMP
Community, and SNMP Version settings match what
you configured when you set up the 615M to enable
SNMP earlier in this document.

Under SNMP Services, enter the following information:

- OID: the object identifier for the service. For RSSI,
the OID is "1.3.6.1.4.1.28586.2.1.4.4.0"

- Display Name: enter the name of the service as it
appears in the Service Status table.

- Data Label: enter “RSSI"

- Data Units: the units of measurement to be used for
the monitoring test. Enter “dBm"”

- Match Type: select “Numeric”

- Warning Range: set the RSSI threshold that will
trigger a warning notification. Enter the threshold

as a positive value. For example, to specify an RSSI
threshold of “=100" you would enter “100"

- Critical Range: set the threshold that will trigger a
critical notification.

- String To Match: leave this field blank. It is not
needed for RSSI monitoring.

- MIB To Use: the MIB to be referenced. Enter
"ELPRO-MIB" (this is the name for 615M OID
entries).

SNMP Services

Specify any OIDs you'd like to mantor via SNMP. Sample entries have been provided as examples.

Data Units  Hatch Type Waming Critical

o Display Name Data Label e T e, MBToUse
] sysUpTime 0 Uptime None  [=]
[ #OperStatus.1 Port 1 Status Stng =] 1 RFC1I213-MIB
[7] 13614123611215 IBM RSA Il Adapler Temp Ambient Temp Deg Celsws | Numesic [x] 28 %
7 13614.1.307621.2.17. Cisco VPN Sessions Active Sessiont Numenc[=] 70.8 7510
(¥ 136.14.128506 2144 615M-52RSSH.evel RSSHS2 dom Numedc [z] 100 1 ELPRO-MIB
] None [v]

(Baek] 1w |
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8. Select the check box to the right of the RSSI service to
enable the RSSI service, and then click Next.

Check box

__ Host Status Summary __ Service Status Summary
=] " it

Service Status

Up Down
All services EEN o o | o ] o
Unhandled Problems All Unhandled Problems All

1 1 19 1 2 101

Lot Upsistes: 2014-07-05 72:57:53 Lost Upsstes: 2014-07-05 22:57:53

9. Complete the remaining steps in the wizard, and click
Apply when finished.

10. Go on to the next procedure to enable notifications.

Enabling notifications

The last configuration step is to enable NMS notifications in
so that the system will send an email or text message if a
fault condition is detected.

1. On the NMS screen, open the My Account page.

2. Set the notification preferences as shown in the
following screen.

For more information about notification preferences,
refer to the NMS users manual.

Home Dashboards Reporis  Configure My Account  Admin  Help
r

¥ My Ac t g .
e Notification Preferences

Account Information

¥ Motification Options | Notification Status

Natification Preferances
Natification Methods
Notification Messages
Send Test Notifications

Choose whether or not you want to receive alert messages.
Note: You must specify which notification metheds to use in the notification methods page.

Enable Notifications: @

Notification Types

Select the types of alerts you'd like to receive.

Host Recovery: Service Recovery: @

Host Dovm:
Host Unreachable:

Service Warning
Service Unknovn:
Host Flapping:

oDoow®

Host Dovntime:

@
o
Service Critical: @
Service Flapping: [

=]

Service Dovntime: [

Checking 615M RSSI level and history

NMS offers several ways to check the RSS! level of a
specific 615M. You can view high-level status information by
displaying the Service Status page or the Network Topology
Map. You can also view RSS! levels over a period of days,
months, or years by generating a performance graph from
the Status Details page. To display the Service Status page,
click Service Status on the Details menu of the Home page.

Note: Services are colorcoded based on their status. For
example, red indicates “critical state” and yellow
indicates “warning state” Look for the color key at
the top of the Service Status page.
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Showing 1-100 of 101 total records Search
. Host 1  Service § Status § Duration § Attempt §  LastCheck § Status Information 1
SNMP services
Current Load -2h2m 505 114 2014-05-19 15-15:43 | OK-load average: 0.79, 0 58, 0 44
Sgacify any OIDS youd like to montor via SNMP. Sample entries have been provided as exampies.
Current Users 2d21h 1m25s |14 2014-05-19 15:16:56 | USERS OK - 0 users currently loggedin
o Display Name Data Label  Data Units  Malch Type Warming C""‘:' rf";'e';“‘_h MIB To Use HTTP 24200 89m 215 | 14 2014-05-19 15:14:48 | HTTP OK HTTP/.1 200 OK - 2870 bytes in 0.003 secy
1 sysupTme 0 Uptime oo 5] Ping 20210 0m 105 | 114 2014-05-19 15:16:01 | PING OK - Packet loss = 0%, RTA= 0.08 ms
Root Partfion 2d20h50m 335 | 14 2014-05-19 15:17:14 | DISK OK- free space:/ 7006 B (75% inode=88%)
1 #OpsrStatus 1 Port 1 Status Swng =] 1 RFC1Z13MB ssH 2020n 58m 565 | 14 2014.05-19 15:15:06 | SSH OK - OpenSSH_5.3 (protocol 2.0)
Swap U: 2020n 58m 185 | 14 2014-05-19 15:16:19 | SWAP OK - 100% free (255 B out of 255 B
] 136141235112.15 IBMRSAIl Adapter Temp Amtrent Temp Deg. Celsme | Numenc|=] 29 » i miss ree oo )
Total Processes 24200 57m 405 | 14 2014-05-19 15:17:33 | PROGS OK: 88 processes with STATE =RSZDT
1 1361413076 21217, Cisco VPN Sessions _ Active Sessiont Numenc[z] T0.8 7510 45m 4s w5 2014-06-10 15:17:29 | 56-Label-4-0-P OK - 03 dbm
2l 13614 1205062144 GIMEZROSI Lol | RSSISZ i iumeic[z] 100 Frry ELPROMIB Unknown | 2d5h 2m 245 55 2014-05-19 15:18:24 | check_snmp: Invalid warning threshold --110
-0-p ORI 44m 555 5 2014-05-19 15:17:38 | 56-4-4-0-P OK- 93 dom
Neoe 2] [or] B4ame-40 Waming | 44m 225 565 2014-05-19 15:18:11 | 54-Label-4-0 WARNING -*99* dom
Neat {4 page 1 of1 | 100 Per Page [+] [ Go | P Ml

Service Status Page
To view details about an RSSI service or to generate a

performance graph, click the service link within the Service
Status page to display the Service Status Details page.

Service Status Details

e 54-Name-4-0
54-RSSI-4-0-P

oBOe

Owerview Performance Graphs Advanced

Monitoring Configuration Notes

54-Label-4-0 WARNING - *99* dbm

Status Details Quick Actions

Service State: Warning Acknowled h
Duration: 46m 10s v Acknanscas this or
Service Stability: Unchanging (stable) W Disable notifications
Last Check: 2014-05-19 15:20:11 @ Schedule an immedia
Next Check: 2014-05-19 15:21:11

Service Status Details Page

To graph the RSSI status over time, click the Performance
Graphs tab.

'Service Status Details

- 54-Name-4-0
54-RSSI-4-0-P
BOD

Overview | Performance Graphs | Advanced = Monitoring Configuration | Notes

Datasource: is0.3.6.1.4.1.28586.2.1.4.4.0

54-R55I 4-0 ' / 54-Name-4-0

Sun 18:80 Hon 80: 08 Man @6: 00 Mon 12:0@
O is0.3.6.1.4.1.28586.2.1.4.4.8 99.8000 LAST 100.5059 MAX 93.4743 AVERA
Default Template
Check Command check_xi_service_snmp

Performance Graph Tab (Service Status Details Page)

September 2014 www.eaton.com 5



Select the time period for the graph from the Time Selection
menu on the right.

Performance Graphs

54-RSSI-4-0-P 54-Name-4-0 Performance Graphs - 24 Hour View Host Selection

Search
__ Datasource: i50.3.6.1.4.1.26566.2.1.4.4.0
=]

54-RSSI-4-6-P / 54-Name-4-8 Graph Selection

Time Selection

T s 1800 Hon 00:@0 Hon 06:G0 Hon 12
Dis0.3.6.1.4.1.28586.2.1.4.4.0  09.0000 LAST ~ 100.5050 MAX  93.5216 AVEf
Default Template
Check Command check_xi_service_snmp

End Date

Performance Graph 24-Hour View
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