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Preface

This manual describes how to perform the following by using the GUI (Graphical User Interface) on NEC Storage

Manager clients:

e Configure the NEC Storage series disk array subsystem.

e Refer to the disk array configuration information.

Remarks: The LD Administrator (ReallocationControl) and CachePartitioning are described in the “NEC Storage
Manager LD Administrator User’s Manual (IS037)” and “NEC Storage Manager Cache Partitioning User’s
Manual (IS038)”, respectively, from the NEC Storage Manager Ver3.3.

It is also possible to use the CLI (Command Line Interface) to configure the disk array subsystem or refer to the
configuration information. For details, refer to the “NEC Storage Manager Configuration Setting Tool User’s
Manual” (IS002).

As its readers, this manual is aimed at those who have professional knowledge of the disk array subsystem. For
information on the disk array subsystem functions, refer to the “NEC Storage Manager User’s Manual” (IS004) or
“NEC Storage Manager User’s Manual (UNIX)” (IS001) in accordance with your OS.

Refer to the “NEC Storage Manager Manual Guide” (IS901) for the overview of NEC Storage and the related

manuals.

Remarks 1. This manual explains functions implemented by the following program products:

o NEC Storage Manager and NEC Storage BaseProduct
o NEC Storage AccessControl
o NEC Storage DynamicDataReplication
o NEC Storage ReallocationControl
e NEC Storage RemoteDataReplication

2. This manual is applicable to the program products of the following versions:
e NEC Storage Manager Ver3.3
e NEC Storage BaseProduct Ver3.3

3. The NEC Storage Manager is referred to as iSM or Storage Manager in the text of this manual.
Also, the NEC Storage series disk array subsystem is referred to as a disk array.

4. The following descriptions in the text of this manual refer to the corresponding products.

Description Corresponding Product
Storage Manager NEC Storage Manager
AccessControl NEC Storage AccessControl

DynamicDataReplication | NEC Storage DynamicDataReplication

ReallocationControl NEC Storage ReallocationControl

RemoteDataReplication NEC Storage RemoteDataReplication




5. The following descriptions in the text of this manual refer to the corresponding manuals.

Description Corresponding Manual
User's Manual (UNIX) NEC Storage Manager User's Manual (UNIX) (IS001)
User's Manual NEC Storage Manager User's Manual (IS004)
Data Replication User's Manual NEC Storage Manager Data Replication User's Manual
(Function Guide) (Function Guide) (IS015)
Snapshot User's Manual (Function NEC Storage Manager Snapshot User's Manual (Function
Guide) Guide) (IS030)

6. Trademarks and registered trademarks
o HP-UX is a registered trademark of Hewlett-Packard Co. in the United States.
o UNIX is a registered trademark of The Open Group in the United States and other countries.
o Microsoft® and Windows® are trademarks or registered trademarks of Microsoft Corporation in the
United States and other countries.
e Solaris is a trademark or a registered trademark of Sun Microsystems, Inc. in the United States and
other countries.
o Linux is a trademark or registered trademark of Mr. Linus Torvalds in the United States and other
countries.
Other product names and company names, etc. are trademarks or registered trademarks of the
associated companies.
7. In this document, matters to which careful attention needs to be paid will be described as follows:
Be sure to observe the contents.
If the indications are ignored and the system is improperly operated, settings which have been already

made might be affected.

Type of Indication

Type Description

Describes contents which require special attention during operation.

@ Describes limitations to operation and similar information.

The First Edition in October 2001
The Tenth Edition in November 2004
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Chapter 1 Storage Overview

This chapter describes the overview of a disk array, which is the object of the iSM management.

iSM is the software for operating and maintaining the disk arrays. To understand the iSM functions and to use

the iSM efficiently, first read through this chapter, then proceed to Chapter 2.

1.1 Disk Array

The outline of the disk array which is the object of the iSM management is explained below.

(1)

(2)

()

4000 series

The 4000 series, high-end disk array, realizes high scalability (up to 10 extended cabinets can be
connected to a basic cabinet) and high availability (all components have redundancy) and
displays stable performance. Furthermore, it provides the function to replicate logical disks
(DynamicDataReplication and RemoteDataReplication) in and between disk arrays, which

enables backup and batch processing to be performed in parallel with the main function.

3000 series

The 3000 series, mid-range disk array that can handle key business, realizes high scalability (up
to 2 extended cabinets can be connected to a basic cabinet) and high availability (all components
have redundancy) and displays stable performance. Furthermore, it supports functions
equivalent to all of the solutions (DynamicDataReplication, RemoteDataReplication, etc.)

provided by the 4000 series, the high-end disk array, thereby efficiently performing business.

2800 series

The 2800 series, mid-range disk array, realizes high scalability (up to 16 disk enclosures can be
added) and high availability (main components have redundancy).

In addition, it provides a function to replicate logical disks (DynamicDataReplication) in the
disk array, which enables effective backup and batch processing.

Furthermore, the 2800 series can supports an additional parity disk for the high reliability RAID

(RAID6) to secure the redundancy against an error in one physical disk.
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(4) 2000 series

- $2100/52200/52300

S2100/S2200/S2300, mid-range disk array, realizes high scalability (up to 14 disk enclosures can
be extended) and high availability (main components have redundancy). Furthermore, it
provides a function to replicate logical disks (DynamicDataReplication) in the disk array, which
enables effective backup and batch processing.

- S2400

S2400, mid-range disk array, realizes high scalability (up to 8 disk enclosures can be added) and
high availability (main components have redundancy). In addition, it provides a function to
replicate logical disks (DynamicDataReplication, RemoteDataReplication) in and between disk
arrays, which enables effective backup and batch processing.

Furthermore, this version can support an additional parity disk for the high reliability RAID

(RAID®) to secure the redundancy against an error in one physical disk.

(5) 1000 series

- S$1100/51200/S1300

S1100/S1200/S1300, a low-end model disk array, realizes the little space consuming (one
controller and maximum of 15 PDs may be loaded per 3U) and high availability (main
components have redundancy).

- S1400

S1400, a low-end model disk array, realizes space saving (one controller and a maximum of 15
PDs may be installed per 3U) and high availability (main components have redundancy). In
addition, it provides a function to replicate logical disks (DynamicDataReplication) in the disk
array, which enables effective backup and batch processing.

Furthermore, this version can support an additional parity disk for the high reliability RAID

(RAID6) to secure the redundancy against an error in one physical disk.

(6) 100 series

- S100

The 100 series, entry model disk array designed for Windows/Linux, realizes space saving (one
controller and a maximum of 15 PDs may be installed per 3U) and high availability (main
components have redundancy).

- S400

S400, entry model disk array designed for Windows/Linux, realizes space saving (one controller
and a maximum of 15 PDs may be installed per 3U) and high availability (main components have
redundancy).

Furthermore, this version can support an additional parity disk for the high reliability RAID

(RAID®) to secure the redundancy against an error in one physical disk.
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1.2 Disk Array Configuration
(1) Components

The disk array is composed of Disk Array Controller (DAC), which carries the component of
control systems, such as host director, disk director and cache, and Disk Enclosure (DE) that

carries two or more Physical Disks controlled by DAC.

-
V\ /1
"‘-\-\
v
Array Group 0 < Disk Enclosure Array Group 2
Fi {DE)

—»
Ly s 7

, Physical Disk
- ' PD)
! Disk Array Controller |
1 (DAC !
! DAC) ' | Physical Disk Array Group 1
! L | ®D)

Basic Cahinet Extended Cahinet

(up to 10 cabinets)

Figure 1-1 Disk Array Composition (4000 Series)
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Array Group 0 | v
rray Group Disk Enclosure
4~ (DE) —»
I'e e *
»

Disk Array Controller

| (DAC)

' Physical Disk

(PD}
Basic Cahinet Extended Cabinet
(up to 2 cabinets)
Figure 1-2 Disk Array Composition (3000 Series)
h 8
Disk Enclosure
* (DE)
[ []]*
Disk Array Contr(h\
DAC) ™ Physical Disk
(PD)

Figure 1-3  Disk Array Composition (2000/2800 Series)

Disk Enclosure (DE)

—

Disk Array Controller (DAC)

Physical Disk (PD)

Figure 1-4 Disk Array Composition (100/1000 Series)
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Array Group 2

Physical Disk
(PD)

Array Group 1
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<Components identification>

In the 3000/4000 series disk array, the cabinet composed of Disk Array Controller and two or more disk
enclosures is called as “Basic Cabinet (BC)” and the cabinet that is composed of multiple disk
enclosures to be connected to basic cabinet is called as “Extended Cabinet (EC)”. The 3000/4000
series disk array can mount 10 or 15 Physical Disks (PDs) per disk enclosure, and 4 disk enclosures are
managed as 1 group (array group). Individual PD has identification number per PD management
group (PD group) that includes the above 4 array groups. Thus the combination of PD group number
and PD position number enables identifying of the physical mounting place of the PDs.

In the same way, unique identification number is assigned to other components in disk enclosure
(shown below), per controller unit, and this identification number enables components in the same disk
enclosure to be specified. But assignment of identification number depends on number of component in

disk enclosure.

The 2800 series disk array is composed of Disk Array Controller (DAC) and one or more disk
enclosures. (There has no concept of basic cabinet and extended cabinet as in the 4000 series). It
can mount 15 physical disks (PDs) per disk enclosure. Only one PD management group (PD group) is

defined in it (i.e., all physical disks belong to one PD group). There is no concept of array group.

The 2000 series disk array is composed of Disk Array Controller (DAC) and one or more disk
enclosures. (There has no concept of basic cabinet and extended cabinet as in the 4000 series). It
can mount 10 or 15 Physical Disks (PDs) per disk enclosure. PD management group (PD group) is
defined depending on the connection relation to disk array controller. (PDs connected to the same

group are defined as one PD group) There is no concept of array group.

In the 100/1000 series disk array, Disk Array Controller (DAC) and DE which are in different cabinets
in the 2000 series are put in the same cabinet. 15 Physical Disks (PDs) can be carried in Disk Array
Controller (DAC). Because there is not the concept of array group, the Physical Disks connected to

the same group are managed as one group (PD group).
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Figure 1-5 3000/4000 Series Disk Array Components
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<2800 series>
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Figure 1-6 2800 Series Disk Array Components
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<2000 series>
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Figure 1-7 2000 Series Disk Array Components
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<100/1000 series>
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Figure 1-8 100/1000 Series Disk Array Components
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[2800 series logical block diagram (with alternative paths and options)]

Controller Block Alternative Paths

Controller 0 Controller 1

Option E >< ' Option

PD Group 0

PD Group 0’

— PDgroup0 —

DE#0[00 - O]
DE#1[10 - 1E]

DE#E[EO - EE]
DEAF[FO - FE]

*1 The 2800 series disk array has one PD group.
*2 Hexadecimal digits in the brackets are PD numbers.
*3 DE denotes a disk enclosure.

*4  PD group 0 and PD group 0’ are the same PD group.

Figure 1-9 2800 Series Logical Block Diagram
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[2000 series logical block diagram]

- S2100/52200/S2300 (with alternative paths and options)

Controller Block
Alternative Paths

Controller 0 Controller 1

) >< )
= S U c i I s
o ' ] o
15 1 | i -
Option | >< 1 Option o
o] I ' [a]
___________ i L
a a
3 3
o o
o o
[a] [a]
o o
— PD group 0 _ PD group 1 ]
DE#0[00 — OE] DE#10[00 — OE]
DE#1[10 - 1E] DE#11[10 — 1E]
DE#2[20 - 2E] DE#12[20 — 2E]
DE#3[30 — 3E] DE#13[30 — 3E]
DE#4[40 — 4E] DE#14[40 — 4E]
DE#5[50 — SE] DE#15[50 — SE]
DE#6[60 — 6E] DE#16[60 — 6E]

*1  The 2000 series disk array has two PD groups.
*2  Hexadecimal digits in the brackets are PD numbers.
*3  “DE” denotes a disk enclosure.

*4  PD groups 0 and 0’ are the same PD group, and also PD groups 1 and 1’ are the same PD group.

Figure 1-10 2000 Series (S2100/S2200/S2300) Logical Block Diagram
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[2000 series logical block diagram]

- S2400 (with alternative paths)

Controller Block
Alternative Paths

Controller 0 Controller 1

PD Group 0

8

PD group 0

DE#C[CO0 — CE]
DE#D[DO0 — DE]

*1  S2400 has only one PD group.
*2  Hexadecimal digits in the brackets are PD numbers.
*3  “DE” denotes a disk enclosure.

*4  PD groups 0 and 0’ are the same PD group.

Figure 1-11 2000 Series (S2400) Logical Block Diagram
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[100/1000 series logical block diagram (with alternative paths)]

- S100/S1100/S1200/S1300 (with alternative paths)

Controller Block
Alternative Paths

Controller 0 Controller 1

PD Group 0
PD Group 0'

PD group 0

DE#0[00 — OE]
DE#1[10 - 1E]

*1  S100/S1100/S1200/S1300 disk array has only one PD group.
*2  Hexadecimal digits in the brackets are PD numbers.
*3  “DE” denotes a disk enclosure.

*4  PD group 0 and PD group 0’ are the same PD group.

Figure 1-12  100/1000 Series (S100/S1100/S1200/S1300) Logical Block Diagram
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[100/1000 series logical block diagram (with alternative paths)]

- S400/S1400 (with alternative paths)

Controller Block .
Alternative Paths

Controller 0 Controller 1

PD Group 0'

PD Groun 0

PD group 0

DE#0[00 — O]
DE#4[40 — 4E]
DE#8[80 — 8E]
DE#C[CO — CE]

*1  S400/S1400 disk array has only one PD group.

*2  Hexadecimal digits in the brackets are PD numbers.
*3  “DE” denotes a disk enclosure.

*4  PD group 0 and PD group 0’ are the same PD group.
*5  S400 cannot be connected to DE#C.

Figure 1-13  100/1000 Series (S400/S1400) Logical Block Diagram
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<Components>

Disk array components are shown below.

Table 1-1 Component List (1/2)

Component (Abbreviation) Configuration Devices Description
(Abbreviation)

Disk Array Controller Host Director (HD) Host interface control and cache module

(DAC) control device. One to four ports are

mounted in single director.

Replication Director (RD) Control part of DynamicDataReplication and
RemoteDataReplication function. Two ports
are mounted in single director.

Disk Director (DD) Disk array control device. Four ports are
mounted in single director.

Cache Module Card (CHE) Cache memory

Service Processor Card (SVP) Processing part that provides various interfaces

(maintenance PC, Ether, modem, SCBI) to
perform power supply control and

maintenance.
Temperature Alarm Temperature abnormality detection part with
(DAC_TEMP_ALM) temperature sensor, in DAC (Disk Array
- - Controller).
Panel External panel composed of status display part
(PANEL) of disk array, and system power on/off
switches.
Fan Cooling fan to maintain the constant
(DAC_FANU/FANL) temperature inside of the controller. There
- are two types: Upper and Lower.
Power Supply Power supply part in DAC.
(DAC_PS)
Battery Backup Unit Power supply part to hold data of cache
(DAC_BBU) module in DAC.
Basic Cabinet Junction Box Connection part of AC power cable in the
(BC_JB) basic cabinet. It supplies electric power for
- components (configuration devices) of cabinet.
Back Board Back board connecting each component
(DAC_BB) (configuration devices) in DAC.
Power Control Card (PCC) Power control part.
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Table 1-1 Component List (2/2)

Component (Abbreviation) Configuration Devices Description
(Abbreviation)
isk Enclosure ower Su ower suj art in isk Enclosure).
Disk Encl P Supply P pply part in DE (Disk Encl )
(DE) (DE_PS)
Fan Cooling fan in DE to maintain the constant
(DE_FAN) temperature inside of the unit.
Adapter Card Adapter Card for connection between PD
(DE_ADP) and DD.
Extended Cabinet Junction Box Connection part of AC power cable in the
(EC_JB) extended cabinet. It supplies electric
- power to components (configuration
devices) of cabinet.
Temperature Alarm Temperature abnormality detection part
(DE_TEMP_ALM) with temperature sensor in DE.
Back Board Back board connecting each component
(DE_BB) (configuration devices) in DE.
Pool Virtual medium composing RAID by
putting multiple physical disks together.
Physical Disk (PD) Physical Disk
Logical Disk (LD Logical Disk (disk from operation host
g g p
side)

1-17



Chapter 1  Storage Overview
|

(2) Logical configuration of a disk array

In a disk array, put multiple physical disks together to set up a virtual medium to compose RAID,
and partition the space in the virtual medium to make logical disks. Data on the logical disks is
stored into the areas of physical disk associated with the partitions on the virtual medium in which

the logical disks are composed.

The virtual medium is called a pool or RANK, and it supports different logical disk configurations

depending on the disk array.

¢ Pool
Disk arrays with pool
*The disk arrays with pool are the following:

S400/S1400/52400/S2800

In the disk array indicated above, multiple physical disks put together to make up a virtual
medium for RAID is called a pool. The logical disks usually belong to one pool, and the

required amount of space is assigned from the pool.

There are two types of pool available as described below. They function in different manners.
Basic pool

The basic pool is a virtual medium, which manages the space on the pool using a continuous
address space.

As you handle logical disks on RANK, assign the continuous space on the pool to the logical
disks. In addition, like a multi-RANK configuration, the basic pool supports a striping

configuration for distributing and storing data into multiple RAID configurations.

For the practical configurations of physical disks that bind a basic pool, refer to C.3 “List of
Pool-Configurable RAID Types”.

Note that the basic pool does not allow using any additional features such as pool capacity

expansion or logical disk capacity expansion.
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Dynamic pool
The dynamic pool is a virtual medium, which manages the space on the pool using a virtual

storage space.

Like block management in a file system, the dynamic pool manages used space and unused
space. When making up logical disks, separate unused space from the pool according to the

required capacity, then assign the physical disk space corresponding to the logical disk space.

The dynamic pool moderates the limit on the number of constituent physical disks and enables
flexible configurations. In addition, the dynamic pool allows to use additional features such as
pool capacity expansion and logical disk capacity expansion. For details on the dynamic pool,

refer to 2.1.2 “Dynamic Pool”.

For the practical configurations of physical disks on a dynamic pool, refer to C.3 “List of

Pool-Configurable RAID Types”.

Loaical Disk Configuration of Basic Pool
Basic Pool \

PDO00 PDO1 PDO02 PDO03 PDO0O4 /

Logical Disk Configuration of Basic Pool (Striping)

Basic Pool

Fm——r = —-

________ l
1

--}-LDQ3

Logical Disk Configuration of Dynamic Pool

Dynamic Pool

PDO00O PDO1 PDO02 PDO03 PD0O4 ... PDnn

Figure 1-14 Logical Configurations of Disk Arrays (Pool)

1-19



Chapter 1  Storage Overview
|

e RANK
<Supported disk arrays>
Other than disk arrays with pool

In the disk arrays indicated above, multiple physical disks put together to make up a virtual
medium for RAID is called RANK. Areas on RANK are controlled by using a continuous

address space.

The logical disks usually belong to one RANK, and a continuous space on one RANK is

assigned to them.

In a multi-RANK configuration, the logical disks belong to multiple RANKSs, and continuous
spaces on the multiple RANKSs are assigned to them.

For the types of RAID configurable as RANK, refer to C.2 “List of RANK-Configurable RAID
Types”.

Logical Disk Configuration of RANK

PDO03 PDO04

Logical Disk Configuration of RANK (Striping)

PDO03 PDO04

Figure 1-15 Logical Configurations of Disk Arrays (RANK)
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Chapter 2 Overview of Disk Array
Configuration Setting

This chapter describes an overview of the disk array configuration setting.

The disk array configuration setting is a function for setting the configuration when initializing the disk array and

when extending the physical disks. This operation can be performed by using a GUI from the iSM client.

Administrator

L\ *= Physical
- S kA — - Disk -
o isk Array . -
“.Controller (DAC) Disk Enclosure (DE) -

Disk Array

Figure 2-1 Configuration Setting Outline
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2.1 Pool and RANK

In a disk array, put multiple physical disks together to set up a virtual medium to compose RAID, and
partition the space in the virtual medium to make logical disks. Data on the logical disks is stored into
the areas of physical disk associated with the partitions on the virtual medium in which the logical disks

are composed.

The virtual medium is called a pool or RANK, and it supports different logical disk configurations

depending on the disk array.

e Pool
<Supported disk array>
S400/S1400/S2400/S2800

In the disk array indicated above, multiple physical disks put together to make up a virtual medium
for RAID is called a pool. The logical disks usually belong to one pool, and the required amount of

space is assigned from the pool.
¢ RANK
<Supported disk arrays>

Other than S400/S1400/S2400/52800

In the disk arrays indicated above, multiple physical disks put together to make up a virtual medium

for RAID is called RANK. Areas on RANK are controlled by using a continuous address space.

There are two types of pool available as described below. They function in different manners.
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2.1.1 Basic Pool

The basic pool is a virtual medium, which manages the space on the pool using a continuous address

space.

As you handle logical disks on RANK, assign the continuous space on the pool to the logical disks.

addition, like a multi-RANK configuration, the basic pool supports a striping configuration for

distributing and storing data into multiple RAID configurations.

In

Note that the basic pool does not allow using any additional features such as pool capacity expansion or

logical disk capacity expansion.

Logical Disk Configuration of Basic Pool

/ Basic Pool

[ I

k_ PDO00 PDO1

PDO02

Logical Disk Configuration of Basic Pool (Striping)

PDO04 /

/ Basic Pool

PDO02

PDO03 PD04

k PDO00 PDO1

Figure 2-2 Logical Configuration of Disk Arrays (Basic Pool)

The table below shows the number of physical disks and the number of pools available by the RAID
type on S400/S1400/S2400/S2800.

- Basic pool
Disk Array Number of Physical Disks
RAID Type 2 5 8 10 16 20
RAID1 S400/S1400/ ©) - - - - -
RAIDS S2400/S2800 . o _ _ _ _
RAIDI10 - - O - O -
RAID50 - - - O - O
O: Available -: Unavailable
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2.1.2 Dynamic Pool

The dynamic pool is a virtual medium, which manages the space on the pool using a virtual storage

space.

Like block management in a file system, the dynamic pool manages used space and unused space.
When making up logical disks, separate unused space from the pool according to the required capacity,

then assign the physical disk space corresponding to the logical disk space.

The dynamic pool moderates the limit on the number of constituent physical disks and enables flexible
configurations. In addition, the dynamic pool allows to use additional features such as pool capacity

expansion and logical disk capacity expansion.

Logical Disk Configuration of Dynamic Pool

/ Dvnamic Pool \

K PDO0 PDO1 PDO02 PDO03 PD04 .. PDnn/

Figure 2-3 Logical Configuration of Disk Arrays (Dynamic Pool)

S400/S1400/52400/S2800 disk array supports the dynamic pool function.

The dynamic pool function puts a set of physical disks on the disk array together to make up a virtual
storage pool. That is, it picks up the amount of storage required for the transaction from space unused
in the pool and bind logical disks. If the storage capacity becomes short, you can add physical disks
one by one as required and putting them into the pool to expand the unused space of the pool. The
additional unused space of the pool can be used to bind a new logical disk or expand the existing logical
disk capacity, keeping the current data. In addition, you can put back logical disks no longer needed

to the pool to extend the unused space of the pool.

Therefore, the dynamic pool function helps to manage the capacity of the storage efficiently and make a
large reduction in the cost on additional storage space. It also helps to flexibly support any
configuration changes or expansion of the storage to be done for addition of new transactions or

modification to existing transactions.
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Add physical disks one by one as —
required to the pool to expand the E—r—
available space. Create a new logical
disk.

—

Expand the existing
. . logical disk capacity,
Ph | Disk
ysical Dis keeping the current
data.

Logical Disk

\

Put back a logical disk

Disk Array :?el:ggfr needed to

Figure 2-4 Overview of the Dynamic Pool Function

The dynamic pool function provides the following advantages:

e Reduction in the cost of storage expansion
When some additional storage space is required due to an addition of new transactions and so forth,
you can add physical disks one by one as required to bind a new logical disk or expand the logical
disk capacity at that time. This means that you can add physical disks just enough for the required

capacity only with the least additional cost.

o Better flexibility of storage configuration
If the amount of data to be handled increases and the storage capacity becomes short, you can expand
the logical disk space, keeping the existing data in the logical disks. In addition, returning logical
disks no longer needed to the pool secures the unused space of the pool which can be used for another
purpose. With these features, you can flexibly support any configuration changes of storage to be

made for modification to existing transactions or operation of existing transactions.
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(1) You can bind a dynamic pool:
You can bind a virtual storage space, or a dynamic pool, by selecting a set of unused physical
disks on the disk array. The RAID type usable and the number of physical disks required for a
dynamic pool are fixed. Select either of the following two types of RAID6 configuration
according to the number of physical disks required. The two types of configuration have

different capacity efficiencies:

RAID6 (4+PQ): 6 or more physical disks required (capacity efficiency: 67% approx.)
RAIDG6 (8+PQ): 10 or more physical disks required (capacity efficiency: 80%)

For details on how to bind a dynamic pool, refer to 7.1.1 “Binding a Pool” in Part IV

“Operations”.

* Dynamic pool

Disk Array Number of Physical Disks
RAID Type
RAID6 (4+PQ) S400/51400/ 6 to 60
S2400/52800 (120 or 240)*1
RAID6 (8+PQ) 10 to 60
(120 or 240)*1

*1:  The maximum number of physical disks is 60 when pools are in use.

To use 61 or more disks, you need to add physical disks by extending dynamic pools.

(2) You can expand the dynamic pool capacity:

You can expand the capacity of the dynamic pool by selecting unused physical disks on the disk
array and putting them into the dynamic pool. The capacity actually added is the capacity of the
additional physical disk(s) multiplexed by the pool capacity efficiency. You can add physical

disks one by one. Naturally, you can add multiple physical disks at one time.

Usually, expanding the dynamic pool rebuilds data on the additional physical disk(s) to keep the
redundancy of RAID. Rebuilding data puts some load to the physical disks of the dynamic pool
and influences access to the existing logical disks which belong to the pool. The additional

space becomes available after the rebuild process finishes.
However, when the number of physical disks simultaneously added to the pool is a specified
number or more, the dynamic pool is expanded and made available without the rebuild process.

The additional space is usable immediately after the physical disks are added to the pool.

The RAID configuration cannot be changed from RAID6 (4+PQ) to RAID6 (8+PQ) or vise versa.
You need to add physical disks to the pool, keeping the RAID configuration.
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@)

(4)

Some platforms do not support expansion of logical disk capacity. For details about it, ask the
maintenance personnel. In addition, in case of an error or failure, it is recommended to make a

backup of data stored in the existing logical disks before expanding the logical disk capacity.

For details on how to expand a dynamic pool, refer to 7.1.2 “Expanding Capacity of a Pool” in

Part IV “Operations”.
Additional . . .
Physical Disks Configuration Rebuild after Expansion of Pool
The pool is rebound. Rebinding the pool influences

Ito5 RAID6 (4+PQ) access to the existing logical disks which belong to
the pool. The additional space to the pool becomes

1to9 RAID6 (8+PQ) available after the rebind process finishes.

6 or more RAID6 (4+PQ) The pool is not rebound. Th@ expaqsion Qf the pgol
puts no influence on any existing logical disks which
belongs to it.  The additional space to the pool

+
10 or more RAID6 (8+PQ) becomes available immediately after it is added.

You can bind the logical disks:

You can pick up the amount of storage required from the unused space in the dynamic pool and
bind logical disks required for it. For details on how to bind logical disks, refer to 7.2.1

“Binding Logical Disks” in Part IV, “Operations”.

You can expand the logical disk capacity:

You can pick up the amount of storage required from the unused space in the dynamic pool and
increase the existing logical disk capacity. While data stored in the logical disks is secured,
some space usable for additional logical disks is added after the existing logical disks. The way

of having the host identify the additional space depends on the platform.

For details on how to expand the logical disk capacity, refer to 7.2.2 “Expanding Capacity of
Logical Disks” in Part IV “Operations”.
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21.3 RANK

The logical disks usually belong to one RANK, and a continuous space on one RANK is assigned to

them.

In a multi-RANK configuration, the logical disks belong to multiple RANKS, and continuous spaces on

the multiple RANKSs are assigned to them.

Logical Disk Configuration of RANK

RANK

PDO1 PDO02 PDO03

Logical Disk Configuration of RANK (Striping)

PDO02 PDO03 PDO04

Figure 2-5 Logical Configurations of Disk Arrays (RANK)

The table below shows the number of physical disks and the number of RANKSs available by the RAID
type on the 100/1000/2000 series (not including S400/S1400/52400).

Number of Physical Disks
RAID DiskArray | | | 2 |3 |4 |56 [7[8[9] 10|11 | 12|13 | 14 | 15
Type
RAIDO 100/1000/2000 | O | - |O| - |O| -| -| -] -| O - - - - O
RAID1 series ol - T-T-T-T-7T-7- j j j j j j
RAIDS -|-]O0j]O]j]OjO|]O|O|]O|l O] O|]O|0O|O0O]O
RAIDI10 -/ -1-10]-10]|-10]-|O0 - O - O -

O: Available -: Unavailable
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2.2 Logical Disk

The logical disks in the disk array are equivalent to the physical disk when viewed from the OS. In

the OS, this physical disk is partitioned to be managed as multiple logical disks. In the disk array,

multiple physical disks are bound as a pool or RANK, which is then divided to form logical disks.

Disk Array 0os

Paol

or
Physical Disks RANK Logical Disks
: —————— 1 ‘\

Logical Disks
Physical Disks

[ ) / The physical disk is

I [}
i i ! divided to form logical
"""" { disks.

Sam

— N
— '\‘J'\ ¥ N

\

t 1
Multiple physical disks The pool or RANK is | ——_] ) . .
are bound to form a divided to form Multiple physical disks are*
pool or RANK. loqical disks. used to form logical disks. !
PD Group 2 PD Group

O O

O O

SEEEE. 5

[ Phvsical Disks ] [ Disk Enclosure (DE)*® ] Physical Disk Number '4:|

*]
%
*3
*4

When the OS is used to support the volume group and the software RAID, etc.

The PD group refers to a management aggregate of physical disks consisting of one or more DEs.
The Disk Enclosure (DE) refers to a management aggregate of 10 to 15 physical disks.

The physical disk number and the RANK number are given in terms of each PD group.

Figure 2-6  Physical Disks and Logical Disks
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2.3 Spare

When binding pools or RANKSs other than RAIDO, data are still in the disks even when a single
physical disk (two physical disks for RAID6) fail(s). However, if one more physical disk fails, data

may be in danger of being lost.

To cope with this situation, the reliability of the disk array can be enhanced further by switching to a

reserve (i.e. Spare) disk which is set beforehand, at the point when a physical disk fails.

Spares can be set for physical disks which are not used in pool or RANK binding, thus making it
possible to recover data to a Spare in the same PD group when a physical disk fails. When recovery to
Spares is started, the pool or RANK is rebuilt and the Spares become physical disks which comprise the
pool or RANK. The failed physical disk can be replaced without stopping the access to the disk array.
Considering the physical layout, it is normally desirable to set one spare disk per DE for the physical
disk in the rightmost slot in the DE.

2.4 Nickname

Nicknames refer to any names that can be set for the disk array, the logical disk, the port, and the pool
with regard to iSM’s management target. Since the names thus set are stored in the disk array, they

are held regardless of whether iSM or a disk array is restarted or not.

(1) Disk Array Name
Refers to any ID name for iSM’s management target disk array. When the disk array is

specified with iSM, the disk array name is used.

(2) LD Name
Refers to any ID name for a logical disk in iSM’s management target disk array. When the

logical disk is specified with iSM, the LD name is used.

(3) Port Name
Refers to any ID name for a port in iSM’s management target disk array. When the port is

specified with iSM, the port name is used.
(4) Pool Name

Refers to any ID name for a pool in the iSM’s management target disk array. When the pool is

specified with iSM, the pool name is used.
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Before operating the disk array, users can perform efficient management of the disk array by setting the

ID information with the nickname.
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Chapter 3 Overview of AccessControl

This section describes functions available when program product “AccessControl” is purchased. The

AccessControl is optional software.

The AccessControl provides functions to set and unset information on accessibility from the business server to

logical disks.

Using these functions enables users to easily and flexibly change configuration of logical disks and perform

accessibility setting.

Disk Arrav

Accessible Area

HlIn Use from Business Server

LD Set [*H:AF =V1] LD Set [MX:AP EWZ]

o0 000

Add/Delete of
logical disks
is possible.

Inaccessible Area

MIn Non-use from Business Server
[Preserve Group]

00000

AccessControl
function protects
LDs from
business server

Figure 3-1 Overview of Access Control

* [Inaccessible area]
Logical disk groups hidden from the business server by using the AccessControl function exist in this area.

This area is called Preserve Group.

[Preserve Group] Logical disks hidden from the business server and inaccessible exist in this area. Contents of

the logical disks are retained and existing logical disks include logical disks with no special purpose settings,

logical disks set in pairs for replication (MV, RV), volume for snapshots (BV), and link-volume (LV).

* [Accessible area]

Logical disk groups accessible from the business server by using the AccessControl function exist in this area.

Contents of the logical disks depend on the business server, and existing logical disks include ordinary logical

disks with no special purpose settings, replication volume (MV, RV), volume for snapshots (BV), and

link-volume (LV). In addition, each logical disk is assigned to an LD Set.
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3.1 LD Set

The concept of “LD Set” is introduced to Access Control. The concept of LD Set enables to assign
logical disks collectively to ports of multiple disk arrays and WWNs.  When one single business
server has multiple access paths and if its I/O paths are duplicated or it is clustered, define multiple

access paths together by using an LD Set.
For ports and WWNss defined as paths of an identical LD Set, Access Control can be collectively set.
That is, when you add or remove an LD Set after setting up Access Control, you can collectively handle

ports and WWNs with an LD Set specified.

When a disk array with the program product AccessControl(WWN) applied is in use, only WWNs can
be defined as paths of LD Sets.
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Business Server A Business Server B Business Server C
| HBAO | HBAT | | HBA2 | HBAS | HBA4
WWN (WWPN) WWN (WWPN)
v

Link between Path Information and LD Sets

-

WWN Mode Port Mode

Figure 3-2  Schematic Diagram of AccessControl
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3.2 WWN Mode

(1) Function

This function, which can set the accessible logical disk in terms of each business server HBA
(Host Bus Adaptor), can set whether the logical disk is accessible or not in terms of each server.
The HBA has the only ID code called WWN (World Wide Name). Use this code to set the
WWN which allows access to logical disks.
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/

Business Server A Business Server B Business Server C
HBAO HBA1 ’l HBA2 HBA3 HBA4
\//
Swit¢h Switah
~

Port0 Port1 Port2 Port]

—— ] N A [F—r
NN e
’ ‘ ’ | | m

LDOA LDO7 N N M

Accessible from Accessible from Accessible
Server A Server B from Server C

Figure 3-3  Schematic Diagram of AccessControl (WWN Mode)

Table 3-1 Setting WWN and Logical Disk Numbers

Inaccessible from Any
Business Server

Logical Disk

No. 100 |01 [02[03|04|05[06 |07 |08 |09 [0a |Ob
HBA
0 NN R - -
1 S A Y S [ O e R 1V I (N I
2 - 1 e L IV IV i
3 - 1 e L IV IV i
4 - - A T D I e

v: Sets HBA’s WWN and logical disk number as being accessible.
-: Sets HBA’s WWN and logical disk number as being inaccessible.

According to the settings above:

* Business server A can access logical disks LD00, LD0O1, LD06, and LDO07.
* Business server B can access logical disks LD02, LD03, LD08, and LD09.
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* Business server C can access logical disks LD04 and LDOa.

* LDO0S5 and LDOb cannot be accessed from any business server.

This function can divide the logical disks which bind the disk array into logical disk groups in
terms of each business server HBA (Host Bus Adaptor). It can also restrict the access in terms of

each server, thus making possible data protection and security protection, etc.

(2) Setting

This mode can be set through the configuration setting screen of the iSM client.

3.3 Port Mode

(1) Function

This function, which can set the accessible logical disk in terms of each disk array port, allows the
access management for the logical disk in terms of each business server connected to each port of

the disk array.
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Business Server A

Business Server B

[St

Business Server C

LD06 LDO7

[ HBAO || HBA1 | HBA2 HBA3
| Porto | | Port1 |
‘ LD00 H LDO1 ’

Accessible from Server  Accessible from Server  Accessible Inaccessible from
A B from Server  Any Business
C Server
Figure 3-4 Schematic Diagram of Access Control (Port Mode)
Table 3-2  Setting Port and Logical Disk Numbers
Logical
DiskNo. | 00 |01 |02 |03 |04 |05|06 |07 [08 |09 |0Oa |Ob
Port
Port0 S 0 e e e e 1/ VA e IS I
Portl |~ [N |- |- |- |- NN - - -
Por2 |- |- [N AN |- |- - - NN
Port3 |- |- |- |- N |- |- |- |- |- |N |-

V: Sets the port and logical disk number as being accessible.

-: Sets the port and logical disk number as being inaccessible.

According to the settings in Table 3-2:

* Business server A can access logical disks LD00, LD01, LD06 and LD07 through ports Port0

and Portl1.

* Business server B can access logical disks LD02, LD03, LD08 and LD09 through port Port2.
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* Business server C can access logical disks LD04 and LDOa through port Port3.

* LDO0S5 and LDOb cannot be accessed from any business server.

This function can divide the logical disks which bind the disk array into logical disk groups and
set whether to restrict the access or not in terms of each port. Data protection and security
protection, etc. in terms of each business server connected to the port can be achieved through this

function.

(2) Setting
This mode can be set through the configuration setting screen of the iSM client.
For setting of a disk array with the program product AccessControl( WWN) in port mode, ask our

maintenance personnel.
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Chapter 4 Configuration Setting and Access Control Installation

Chapter 4 Configuration Setting and Access

Control Installation

4.1 System Configuration

For information on configuration settings and examples of system configuration when using Access Control function,

refer to Chapter 3 “System Configuration” of the “Manual Guide”.

4.2 Configuration Setting and
AccessControl Installation

Configuration Setting and Access Control functions are installed at the same time installing the iSM server. For
information on installing and uninstalling, refer to “Server Installation” and “Client Installation” in the “User’s

Manual” or “User’s Manual (UNIX)” in accordance with the OS in use.
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|Chapter 5

Operation Procedures

5.1

Initial Installation

When initially installing a system and a disk array, make the settings basically in accordance with the following

procedure.

Set the Storage Manger

Set a Disk Array

Bind a Pool or RANK

!

Bind a Logical Disk

Set a Logical Disk Nickname

Install the Access Control

-2

Execute the following work while referring to the “User’s
Manual” or “User’s Manual (UNIX)” in accordance with
your OS.

* Install the iSM.

* Set the target disk array as a monitoring target.

¢ Set the user information.

If necessary, set a Disk Array.
5.1.2 “Setting a Disk Array”.)

(For details, refer to

Bind a pool or RANK. (For details, refer to 5.1.3
“Binding a Pool or RANK”.)

Bind a logical disk. (For details, refer to 5.1.4 “Binding

a Logical Disk™.)

Set a nickname of the logical disk. (For details, refer to

5.1.5 “Setting a Logical Disk Nickname™.)

If necessary, newly install the Access Control. (For

details, refer to 5.1.6 “Installing the Access Control”.)
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5.1.1 Setting the Storage Manager

The following work is required before setting the configuration of the disk array.

(1) Installing the Storage Manger

For information on installing the iSM, refer to the “Installation and Setting” in the “User’s Manual” or “User’s

Manual (UNIX)” in accordance with your OS.

(2) Considering the target Disk Array as a monitoring target

It is necessary to consider the disk array as the monitoring target by iSM in setting the configuration of the disk
array. For information on how to target for monitoring, refer to 1.3 “Environmental Setting” in the “User’s

Manual” or “User’s Manual (UNIX)” in accordance with your OS.

(3) Setting the user information

For user information settings, refer to 1.3 “Environmental Setting” in the “User’s Manual” or “User’s Manual
(UNIX)” and 6.2 “Operating Range” in this manual. To set configuration, your user level needs to be Level 3.

To see configuration, your user level needs to be Level 1 or higher.

5.1.2 Setting a Disk Array

Depending on the operating environment, it is necessary to set the disk array. For information on the parameters,
refer to 6.1 “Parameters”. Before changing the settings, carefully read the disk array manual until they are fully

understood. For how to set the disk array, refer to Chapter 9 “Configuration Setting (Common to All Units)”.

5.1.3 Binding a Pool or RANK

Bind the pool or RANK. RAID configurations differ depending on the disk array.
- Disk arrays with pool

S400/S1400/S2400/S2800
- Disk arrays with RANK

Other than S400/S1400/S2400/S2800

For specific procedures, refer to 7.1 "Pool Binding" or 8.1 "Binding a RANK".
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5.1.4 Binding a Logical Disk

Bind a logical disk on a pool or RANK.

For specific procedure, refer to the following sections.

To bind a logical disk only (individual setting)

- Refer to 7.2.1 "Binding Logical Disks" for disk arrays with pool.

- Refer to 8.2.1 "Binding Logical Disks" for disk arrays with RANK

To bind a pool/RANK and logical disks (batch setting)
- Refer to 7.2.6 "Logical Disk Batch Setting" for disk arrays with pool.
- Refer to 8.2.4 "Logical Disk Batch Setting" for disk arrays with RANK.

Logical disks whose capacities are not the same cannot be paired. Therefore, to use data replication, bind logical

disks having the same capacity in advance.

5.1.5 Setting a Logical Disk Nickname

You need to set the logical disk name to change the nickname allocated at logical disk binding.

For specific procedure, refer to the following sections.
- Refer to 9.1.4 "Renaming a Logical Disk" to set a nickname.

- Refer to 9.1.5 "Nickname Batch Setting" to set multiple nicknames

5.1.6 Installing the Access Control

Install the Access Control. For specific procedures, refer to 5.4 "Access Control Installation".
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5.2 Physical Disk Expansion

When expanding physical disks to the disk array in operation, make the settings basically in accordance with the

following procedure.

In operating the program, bind/expand a pool or RANK.
Bind/Expand a Pool or RANK (For details, refer to 5.2.1 “Binding and Expanding a Pool
or RANK™))

) ) ) In operating the program, if necessary, bind a logical disk.
Bind a Logical Disk
(For details, refer to 5.2.2 “Binding a Logical Disk”.)
If necessary, change the Access Control configuration.
Change the Access Control (For details, refer to 5.2.3 “Changing the Access Control
Configuration Configuration”.)

5.2.1 Binding and Expanding a Pool or RANK

Build/expand a pool or RANK using the expanded physical disks.
For specific procedure, refer to the following sections.

For disk arrays with pool
- Refer to 7.1.1 "Binding a Pool" to build a new pool.
- Refer to 7.1.2 "Expanding Capacity of a Pool" to expand the existing pool.

For disk arrays with RANK
- Refer to 8.1.1 "RANK Bind" to build a new RANK.
- Refer to 8.1.3 "Expanding a RANK" to expand the existing RANK.
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5.2.2 Binding a Logical Disk

Bind/expand a logical disk on the pool or RANK that was newly added or expanded.
For specific procedure, refer to the following sections.

To bind a logical disk only (individual setting)
- Refer to 7.2.1 "Binding Logical Disks" for disk arrays with pool.
- Refer to 8.2.1 "Binding Logical Disks" for disk arrays with RANK.

To bind a pool/RANK and logical disks (batch setting)
- Refer to 7.2.6 "Logical Disk Batch Setting" for disk arrays with pool.
- Refer to 8.2.4 "Logical Disk Batch Setting" for disk arrays with RANK.

To expand a logical disk (individual setting)
- Refer to 7.2.2 "Expanding Capacity of Logical Disks" for disk arrays with pool.

Logical disks whose capacities are not the same cannot be paired. Therefore, to use data replication, bind logical

disks having the same capacity in advance.

5.2.3 Changing the Access Control
Configuration

Change the Access Control configuration. For specific procedures, refer to 5.6 "Access Control Configuration".

I1-6



Chapter 5 Operation Procedures

5.3 Logical Disk Configuration Changing

When changing the logical disk configuration, make the settings basically in accordance with the following

procedure.

Deassign a Logical Disk

Unbind a Logical Disk

Unbind a Pool or RANK

Bind a Pool or RANK

Bind a Logical Disk

Change the Access Control

Configuration

-7

If necessary, unbind a logical disk. (For details, refer to

5.3.2 "Unbinding a Logical Disk".)

If necessary, unbind a pool or RANK. (For details, refer
to 5.3.3 "Unbinding a Pool or RANK".)

If necessary, bind a pool or RANK. (For details, refer to
5.3.4 "Binding a Pool or RANK".)

If necessary, bind a logical disk. (For details, refer to

5.3.5 "Binding a Logical Disk".

If necessary, change the Access Control configuration.
(For details, refer to 5.3.6 "Changing the Access Control

Configuration".)
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5.3.1 Deassigning a Logical Disk

Deassign a logical disk from the LD Set.  For specific procedures, refer to 10.3.3 "Deassigning a Logical Disk".

5.3.2 Unbinding a Logical Disk

Unbind a logical disk. The data saved in logical disks thus unbound are lost; be careful about this. Unbinding

procedures differ depending on the disk array.

- Disk arrays with pool
S400/S1400/S2400/S2800

- Disk arrays with RANK
Other than S400/S1400/S2400/S2800

For specific procedure, refer to the following sections.
- Refer to 7.2.3 "Unbinding Logical Disks" for disk arrays with pool.
- Refer to 8.2.2 "Unbinding Logical Disks" for disk arrays with RANK.

5.3.3 Unbinding a Pool or RANK

If necessary, unbind a pool or RANK. Logical disks on the pool or RANK are unbound; be careful about this.

For specific procedure, refer to the following sections.
- Refer to 7.1.3 "Unbinding a Pool" for disk arrays with pool.
- Refer to 8.1.2 "RANK Unbind" for disk arrays with RANK

5.3.4 Binding a Pool or RANK

If you have unbound the pool or RANK, re-bind another pool or RANK.
For specific procedure, refer to the following sections.

- Refer to 7.1.1 "Binding a Pool" for disk arrays with pool.
- Refer to 8.1.1 "RANK Bind" for disk arrays with RANK.
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5.3.5 Binding a Logical Disk

Bind a logical disk on the pool or RANK.

For specific procedure, refer to the following sections.

To bind a logical disk only (individual setting)

- Refer to 7.2.1 "Binding Logical Disks" for disk arrays with pool.

- Refer to 8.2.1 "Binding Logical Disks" for disk arrays with RANK.

To bind a pool/RANK and logical disks (batch setting)
- Refer to 7.2.6 "Logical Disk Batch Setting" for disk arrays with pool.
- Refer to 8.2.4 "Logical Disk Batch Setting" for disk arrays with RANK.

Logical disks whose capacities are not the same cannot be paired. Therefore, to use data replication, bind logical

disks having the same capacity in advance.

5.3.6 Changing the Access Control Configuration

Change the Access Control configuration. For specific procedures, refer to 5.6 "Access Control Configuration

Changing".
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5.4 Access Control Installation

When initially installing Access Control, make the settings basically in accordance with the following procedure.

Stop the Server

Set a disk array. (For details, refer to 5.4.2 "Setting a Disk Array".)
Set a Disk Array

Set the port access mode. (For details, refer to 5.4.3 "Setting the Port
Set the Port Access Mode Access Mode".)

l

Create an LD Set

Create an LD Set. (For details, refer to 5.4.4 "Creating an LD Set".)

l Set links to the paths of LD Sets. (For details, refer to 5.4.5 "Linking
Link LD Set and Path an LD Set and Path".)
) ) Assign a logical disk. (For details, refer to 5.4.6 "Assigning a Logical
Assign a Logical Disk
Disk".)
l Start the Access Control. (For details, refer to 5.4.7 "Starting the
Start the Access Control Access Control".

Start the Server
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5.4.1 Stopping the Server

Stop the business server connected to the disk array.

5.4.2 Setting a Disk Array

Depending on the operating environment, it is necessary to set the disk array. For information on the parameters,
refer to 6.1 "Parameters". Before changing the settings, carefully read the disk array manual until they are fully

understood. For how to set the disk array, refer to Chapter 9 "Configuration Setting (Common to All Units)".

5.4.3 Setting the Port Access Mode

Set the port access mode.  Set the port mode to the WWN mode or Port mode depending on your operation. For

specific procedures, refer to 10.1 "Changing the Port Mode".

5.4.4 Creating an LD Set

Create an LD Set. Use the LD Set type supporting your business server OS. It is recommended to specify the

business server name for the LD Set name. For specific procedures, refer to 10.2.1 "Setting an LD Set".

5.4.5 Linking an LD Set and Path

Link a path to the created LD Set. Link the WWPN for the HBA port in the business server to the LD Set in the
WWN mode. Link the disk array port connected to the business server to the LD Set in the Port mode. For specific
procedures, refer to 10.2.2 "Linking an LD Set and Path".

5.4.6 Assigning a Logical Disk

Assign a logical disk to the created LD Set.  Assign the logical disk accessed from the business server to the LD Set.

For specific procedures, refer to 10.3.1 "Assigning a New Logical Disk".
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5.4.7 Starting the Access Control

Start the Access Control.  Starting the Access Control activates its setting from the business server to the logical disk.

For specific procedures, refer to 10.4 "Starting the Access Control".

5.4.8 Starting the Server

Start the business server connected to the disk array.
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When expanding a server, make the settings basically in accordance with the following procedure.

Setting the Port Access Mode

Create an LD Set

Link an LD Set and Path

Assign a Logical Disk

Restart the Server
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Create an LD Set.  (For details, refer to 5.5.2
"Creating an LD Set".)

Set links to the paths of LD Sets. (For details, refer to
5.5.3 "Linking an LD Set and Path".)

Assign a logical disk. (For details, refer to 5.5.4
"Assigning a Logical Disk".)
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5.5.1 Setting the Port Access Mode

Set the port access mode.  Set the port mode to the WWN mode or Port mode depending on your operation. For

specific procedures, refer to 10.1 "Changing the Port Mode".

5.5.2 Creating an LD Set

Create an LD Set. Use the LD Set type supporting your business server OS. It is recommended to specify the

business server name for the LD Set name. For specific procedures, refer to 10.2.1 "Setting an LD Set".

5.5.3 Linking an LD Set and Path

Link a path to the created LD Set. Link the WWPN for the HBA port in the business server to the LD Set in the
WWN mode. Link the disk array port connected to the business server to the LD Set in the Port mode. For specific
procedures, refer to 10.2.2 "Linking an LD Set and Path".

5.5.4 Assigning a Logical Disk

Assign a logical disk to the created LD Set.  Assign the logical disk accessed from the business server to the LD Set.

For specific procedures, refer to 10.3.1 "Assigning a New Logical Disk".

5.5.5 Restarting the Server

Restart the expanded business server.
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5.6 Access Control Configuration

Changing

When changing the Access Control configuration, make the settings basically in accordance with the following

procedure.

Stop the Server

Deassign a Logical Disk

Delete an LD Set

Create an LD Set

A 4

Set/Change Link between LD
Set and Path

Assign a Logical Disk

Restart the Server

If necessary, deassign a logical disk. (For details, refer to 5.6.2

"Deassigning a Logical Disk".)

If necessary, delete an LD Set. (For details, refer to 5.6.3
"Deleting an LD Set".

If necessary, create an LD Set. (For details, refer to 5.6.4
"Creating an LD Set".)

If necessary, set or change links to the paths of LD Sets. (For
details, refer to 5.6.5 "Setting/Changing Link between an LD Set
and Path".)

If necessary, assign a logical disk. (For details, refer to 5.6.6

"Assigning a Logical Disk".)
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5.6.1 Stopping the Server

Stop the business server operation of which Access Control configuration will be changed.

5.6.2 Deassigning a Logical Disk

Deassign a logical disk from the LD Set. For specific procedures, refer to 10.3.3 "Deassigning a Logical Disk".

5.6.3 Deleting an LD Set

Delete unnecessary LD Sets.  For specific procedures, refer to 10.2.4 "Deleting an LD Set".

5.6.4 Creating an LD Set

Create an LD Set. Use the LD Set type supporting your business server OS. It is recommended to specify the

business server name for the LD Set name. For specific procedures, refer to 10.2.1 "Setting an LD Set".

5.6.5 Setting/Changing Link between an LD Set
and Path

Link a path to the LD Set. Link the WWPN for the HBA port in the business server to the LD Set in the WWN
mode. Link the disk array port connected to the business server to the LD Set in the Port mode. For specific

procedures, refer to 10.2.2 "Linking an LD Set and Path".

5.6.6 Assigning a Logical Disk

Assign a logical disk to the LD Set.  Assign the logical disk accessed from the business server to the LD Set. For
specific procedures, refer to 10.3.1 "Assigning a New Logical Disk" and 10.3.2 "Assigning an Additional Logical
Disk".

5.6.7 Restarting the Server

Restart the business server of which Access Control configuration was changed.
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This chapter describes parameters.

6.1 Parameters

The disk arrays respectively have their own specific disk array settings and referenceable parameters. Table 6-1 lists

the parameters specifiable and referenceable on each disk array series.

Table 6-1 Setting/Display Parameter List (1/4)

Disk Array Series
Setting/Display Screen S;g;ggggpiéliy 00 Il\za(;gf 2500
2400
LD Batch Binding LD Batch Binding S S \
Nickname Batch Setting | Nickname Batch Setting ~ ~ ~
Replication Batch Replication Batch Setting - \/ v
Setting
RANK/spare Setting RANK Bind - - -
RANK Unbind - - -
RANK Information Display - - -
Capacity Expansion - - -
Change Rebuild Time - - -
Rebuild Start Instruction *2 - - -
Spare Bind \/ \/ V
Spare Unbind S S V
Physical Disk Information Display S S \
Pool Setting Pool Bind N N N
Pool Unbind \/ \ V
Pool Capacity Expansion N \ Y
Change Pool Rebuild Time v J V
Change Pool Expansion Time \/ \/ \
Change Pool Name \ \ Y
Pool Information Display \/ \/ Y
Pool Setting (Snapshot) | Snapshot Reserve Area (SRA) Bind \/ S Y
Snapshot Reserve Area (SRA) N N N
Unbind
Snapshgt Reserve Area (SRA) N N N
Expansion
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Setting/Display Parameter List (2/4)
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. |

Setting/Display Screen

Setting/Display Parameter *1

Disk Array Series

Name

400

1400/
2400

2800

LD Setting

LD Bind

\/

2

LD Unbind

LD Information Display

< | <2<

< | <

< | <

Change Ownership

Change Format Time

Change LD Name

Logical Disk Capacity Expansion

LD Setting

Generation Adding

(Snapshot)

Generation Unbind

LV Binding

Nickname Setting

Setting/Displaying Disk Array Name

Setting/Displaying Port Name

Platform Setting

Setting/Display Port Platform

Network Setting

Setting/Display Disk Array Network

License

Unlocking License

) A P P R - P ) P - e |

2l ||| |||

2|2 |22 || 2|2 ||| =2|=]|I

Special Setting

Setting/Displaying Cross Call

Setting/Displaying Auto Assignment

Setting/Displaying Spare Mode

Setting/Displaying Expand LUN

Setting/Displaying Disk Array Time

Get Log *3

Access Control Setting

Setting/Displaying Access Control

LD Administrator Setting

Setting/Displaying Access Control

Initialization of Logical Disk

Initialization of EVN (Extended
Volume Name)

Setting/Displaying of Performance
Optimization

Setting Cache Segment

Setting Cache Segment

Assigning Logical Disk
/Freeing Logical Disk

Displaying Segment State

Get Configuration
Information

Get Configuration Information *3

v

Specifiable

Not specifiable
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Table 6-1

Setting/Display Parameter List (3/4)

Setting/Display
Screen

Disk Array Series Name

Setting/Display
Parameter *1

1100

1200

100/

1300 2100

2200 | 2300

3100/
4100

3300/
4300

LD Batch Binding

LD Batch Binding

\/

\/

\/

2
<
<

Nickname Batch
Setting

Nickname Batch Setting

\/

\/

\/

Replication Batch
Setting

Replication Batch Setting

RANK/spare
Setting

RANK Bind

RANK Unbind

RANK Information
Display

Capacity Expansion

Change Rebuild Time

Rebuild Start Instruction
*)

Spare Bind

Spare Unbind

Physical Disk Information
Display

< | 2| < 2 |2 |2 2 |2 | <

< | 2| < 2 |2 | <2 2 |2 | <

< |2 | < < || < < | < | <

< | 2| < 2 |2 | <2 <2 |2 | < < <
< |2 | < < || < < | < | < < <
< |2 | < < | 2| < < | < | < < <

Pool Setting

Pool Bind

Pool Unbind

Pool Capacity Expansion

Change Pool Rebuild
Time

Change Pool Expansion
Time

Change Pool Name

IPool Information Display

[Pool Setting
(Snapshot)

Snapshot Reserve Area
(SRA) Bind

Snapshot Reserve Area
(SRA) Unbind

Snapshot Reserve Area
(SRA) Expansion

LD Setting

LD Bind

LD Unbind

LD Information Display

Change Ownership

Change Format Time

Change LD Name

Logical Disk Capacity
Expansion

LD Setting
(Snapshot)

Generation Adding

Generation Unbind

ILV Binding
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. |

Setting/Display
Screen

Disk Array Series Name

Setting/Display Parameter
*1

1100

1200

100/
1300

2100

2200

3100/ | 3300/

2300 4100 | 4300

Nickname Setting

Setting/Displaying Disk
Array Name

\/

\/

\/

‘NEEE

Setting/Displaying Port
Name

\/

Platform Setting

Setting/Display Port
Platform

Network Setting

Setting/Display Disk
Array Network

< | =<2 <=

< | =] =

License

Unlocking License

Special Setting

Setting/Displaying Cross
Call

,
]
]
,
N

N
N
v - [ C
N
N

Setting/Displaying Auto
Assignment

Setting/Displaying Spare
Mode

Setting/Displaying Expand
LUN

Setting/Displaying Disk
Array Time

Get Log *3

Access Control
Setting

Setting/Displaying Access
Control

LD Administrator
Setting

Setting/Displaying Access
Control

Initialization of Logical
Disk

Initialization of EVN
(Extended Volume Name)

Setting/Displaying of
Performance Optimization

Setting Cache
Segment

Setting Cache Segment

Assigning Logical Disk
/Freeing Logical Disk

Displaying Segment State

Get Configuration
Information

Get Configuration

Information *3

\:  Specifiable

Notes:

*1:  To set the parameters, your user level needs to be L3 (level 3).

level is L1 (level 1) or L2 (level 2) to display the parameters in reference mode.

Not specifiable

operation levels, refer to 6.2 “Operating Range”.

*2:
L3 (level 3).
*3:
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6.2 Operating Range

Set level 1 to 3 as a user level. The following shows target users and executable functions at each level:

e Level 1 (L1):
This level is defined for general users. The users are permitted to perform only reference operation focusing on

status display or monitoring.

* Level 2 (L2):
This level is defined for operators. The operators are permitted to perform the level 1 operations and execute

functions necessary for daily operations.
e Level 3 (L3):

This level is defined for system administrators. The system administrators are permitted to execute all functions

including various settings for disk arrays.

After connection to the iSM server, the user level is displayed on the status bar of the iSM client. Each user can use

the functions allowed for the indicated level only.
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Chapter 7 Disk Array Configuration Setting
(S400/S1400/S2400/S2800)

This chapter describes how to set the configuration of the disk array in S400/S1400/S2400/S2800. For configuration setting in
S100/S1100/S1200/S1300/S2100/S2200/S2300, refer to Chapter 8.

7.1 Pool Binding

Specify the physical disks of the disk array to be put in the RAID configuration and assign the RAID type to bind a
pool. Then, bind the logical disks to the pool to bind the logical disks. In addition, bind a control volume
individually. A control volume is a volume for control over snapshot operation. (For the details of control volumes,

refer to "Snapshot User’s Manual (Function Guide)" (IS030).)
After adding physical disks, take the steps stated above to the added physical disks to bind the logical disks. Adding
physical disks puts no influence on any existing logical disks, which belongs to the pool and already in use. Adding

and binding logical disks to the pool also puts no influence on any existing logical disks.

Pools are classified into two types; the dynamic pool allows expanding the capacity of the pool and the logical disks,

and the basic pool does not allow expanding the capacity of the pool and the logical disks.
The logical disk configurations selectable by the pool are as follows:
Logical disk configuration: Dynamic pool RAID6 (4+PQ)/(8+PQ)

Basic pool RAID1 (1+1)

Basic pool RAIDS (4+P)

Basic pool RAIDI0 (1+1) x 2/(1+1) x 4/(1+1) x 8

Basic pool RAID50 (4+P) x 2/(4+P) x 4

Bind logical disks in accordance with the following procedure.

(@) Pool Bind
2 LD Bind
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7.1.1 Binding a Pool

Bind a pool through wizard. Bind a new pool following the steps indicated on the wizard.

(1) Starting up the pool binding wizard

Click the [Pool Binding] button in the “LD Individual Bind/Unbind” screen.

BFLD Individual Bind,/Unbind

—Configuration list

Ef szsooso037 Poal |
[ 1‘ Dynamic Pool

-l 0001n E]Ij-a
bBasic Pool

Py Pool configuration information and setting. (Humber of Pools : 1)

Nunber Pool Name | BATD | Capacity[CGE] | Used Capacity[CGE] Znapshot Capacity[C

&

1] | i

Capacity Expansion. .. | Change Time. .. | Change Name. .. |

SHE Erpansdon. - - | Change Threshold. . | P e |

Pool Unbind |

—Binding Wizard

Binding operations with wizard. Pool Einding. .. | LD Einding. .. | Spare Binding... |

SHEE BEindirag. - - | GFeneration Addira. - - | L Bdnddre. - - |

Figure 7-1 Starting Up Pool Binding Wizard
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(2) Setting about the pool binding wizard

Clicking the [Pool Binding] button on the “LD Individual Bind/Unbind” screen displays the “Welcome to the
Pool Binding Wizard” screen.

Pool Binding Wizard{1,/7) |

Welcome to the Pool
Binding Wizard

Wizard leads to bind new Fool.

Click Mext to contimuae the Pool
Binding wizard.

!ﬁ!

< Black

Cancel Help

Figure 7-2  Setting About Pool Binding Wizard
[Next] button: Displays the “Pool Selection” screen.

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes

if agreed.
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(3) Selecting the pool type

Clicking the [Next] button on the “Welcome to the Pool Binding Wizard” screen displays the “Pool Selection”

screen.

Pool Binding Wizard{2/7)

Pool Selection

Select Poal twpe for binding.

Select Pool type for binding.

—Description

Dynamic

Basic

— Dynamic Pool supports BAIDE (24+P0)  BATIDG (4+P0) .

- Dynamic Pool has two redundant PDs, =so it can work ewven if two PD=
failure has occurred.

- Dynamic Pool can extend own capacity by adding PDs.

- L=, bound in Dynawic Pool, can extend own capacity dynawmically.

- Basic Pool supports BATD], BPATDI1O, BATDE, RPATILEO.
- It is necessary for change configuration to unbind the Pool,
annd re-hind the Pool with new parameter.

< Back I Met » I Cancel Help

Figure 7-3  Selecting Pool Type

You can bind a pool of either of the following types with a fixed RAID configuration:

Dynamic:

Basic:

[Next] button:

[Back] button:

[Cancel] button:

RAIDG6 (8+PQ) or RAID6(4+PQ) is allowed.

The dynamic pool and its logical disks are easy to expand.

RAID1, RAID10, RAIDS, or RAID50 is allowed.

It is not allowed to expand any basic pool and its logical disks.

Displays the “RAID Type Selection” screen.

Displays back the “Welcome to the Pool Binding Wizard” screen.

Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes

if agreed.
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(4) Selecting the RAID type

Clicking the [Next] button on the “Pool Selection” screen displays the “RAID Type Selection” screen.

Pool Binding Wizard{3/7)

RAID Type Selection
Select BAID type for Poal binding.

Belect BAID type for Pool binding.
(" PATDE (44PQ)

" DaTD ) pLIDAn ) DATDE " DLILEn
—Description
DATDE (2+P0)
- With the configuration which doubled parity to BAIDE, the rnamber of
PI's becomes Len or more pieces.

- Pool capacity becomes 8710 of total for the rmamber of PDs.

BATDGE (4+P0)

- With the configuration which doubled parity to PAIDE, the number of
PD's becomes six or more pieces.

- Pool capacity i=s set to four sixths of total for the mamher of PDs.

¢ Back I Mest » I Cancel Help

Figure 7-4  Selecting RAID Type (for Dynamic Pool)
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Pool Binding Wizard(3,7})

RAID Type Selection
Select BAID type for Poal binding.

Select BATD type for Pool binding.
€ LaIDE(e+Eq) ) DATDG (4+T0)

" BAID1 i pAaIDlO i RPAIDEQ
—Description
RATD1

- It i=s mirroring consist of two PD=.

- Pool capacity becomes the walue equal to one PL's.

BATD 10O

- It performs striping for data and distributes on PDi4,8 and lépieces)
of two or more PAIDI.

- Pool capacity becomes one half of total for the mawmher of PDs.

BATDE

- Fiwe PD=s are configured including one parity. Striping of data and the
parity is carried out, and it distributes on each disk.

- Pool capacity becomes four PDs.

BATDEO

- It performs striping for data and distributes on PD{10 and E0pieces)
of two or more BATDE.

- Pool capacity is set to four fifths of total for the nuamber of PDs.

< Back I Ment » I Cancel Help

Figure 7-5 Selecting RAID Type (for Basic Pool)

RAID type radio button:  Put a checkmark on the RAID type of the pool you want to bind. The selections

depend on the type you specified on the “Pool Selection” screen.

[Next] button: Displays the “PD Selection” screen.

[Back] button: Displays back the “Pool Selection” screen.

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.
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(5) Selecting physical disks

Clicking the [Next] button on the “RAID Type Selection” screen displays the “PD Selection” screen.

Pool Binding Wizard{4,7)

PD Selection
Select PD far Paal binding.

Select some PDs from list for Pool binding.

BATD Type : E
—“Tmmsed FD=- (Mumber of PD=s @ 7) —Fool FDs=- (Mumber of PD=s @ E)
MNumher I Capacity[GE] Muamher I Capacity[FE]
[—] g? 00h-02h EE.6
ada | |o? ooh-ozh 856
07 00h-0Obhk EE.6 [&]
O 00h-0ch 66.6 Delete

07 00h-0dh BE_&

< Back I Mewt > I Cancel Help

Figure 7-6  Selecting Physical Disks

Unused PDs: Lists physical disks still unused.
Pool PDs: Lists the physical disks to use for the pool.
[Add] button: Select unused physical disks to use for the pool, then click this button to add them to the pool.

[Delete] button:  Select any physical disks to be removed from the pool, then click this button. The selected

physical disks are restored as unused.

[Next] button: Displays the “Detail Parameter Setting for Pool Binding” screen.

[Back] button: Displays back the “RAID Type Selection” screen.

[Cancel] button:  Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
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If no RAID type is available for the pool with the physical disks you selected, any of the [25201], [25202], or
[25227] message box is displayed as follows:.

i5M ]|

[25201]
It needs mare than bwo unused PDs Far Poal binding,

Figure 7-7 Message Box
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(6) Setting detailed parameters

Clicking the [Next] button on the “PD Selection” screen displays the “Detail Parameter Setting for Pool Binding”

screen.

Pool Binding Wizard(5,7)

Detail Parameter Setting for Pool Binding
Set Pool name and rebuilding time.

Pool Name PoolO0dn,

Description

Nickname setting for Pool is awailahle.
It can set up by 32 characters of arbitrary alphamameric
characters, '/', and ' '.

Bebuild Time (0-Z4) 1= h

—Description

Then the PD failure has occurred in a Pool, rebuild to a
Spare PDI is started aubtomaticallsy.

Set rebuilding time.

Bebuilding will execute with fastest time selected by walue

‘ot
¢ Back I Mest » I Cancel Help
Figure 7-8  Setting Detailed Parameters
Pool Name: Specify the name of the pool. This screen initially puts the name automatically assigned in

the form of “Pool” + Number (hexadecimal, 4 digits) in the field. Note that you cannot

specify any name already used in the disk array.

&

Any pool name that does not conform to the following rules is invalid:

¢ Number of available characters: 1 to 24 characters

* Available characters: Alphabet: AtoZ(atoz)
* Upper- and lower-case characters are distinguished.
Numerals: 0to9
Underbar:
Slash: /

* All the characters must be 1-byte characters.
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For an invalid pool name, any of the [25203], [25204], or [25205] message box is displayed as follows:

Rebuild Time:

[Next] button:

[Back] button:

[Cancel] button:

i5M |
[25203]
Set Poal name,

Figure 7-9 Message Box
Specify the duration of time to do rebuild if a physical disk becomes faulty. You can specify
0 to 24 hours. Although specifying O rebuilds the faulty disk in the shortest time, select an
appropriate time taking account of the load to the host I/O.  The time specified in the field is
just a target, thus it is not assured to take the specified time.
Displays the “Confirmation for Pool Binding Parameter” screen.

Displays back the “PD Selection” screen.

Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
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(7) Checking for the parameters specified for the pool

Clicking the [Next] button on the “Detail Parameter Setting for Pool Binding” screen displays the “Confirmation

for Pool Binding Parameter” screen.

Pool Binding Wizard(6,/7)

Confirmation for Pool Binding Parameter
Pool binding parameter.

Pool binding parameter.

Pool Type : Basic

BATD Type - 5

Pool Mumber : 0oodh

Pool Mame = PoolOooo

Pool Capacity : Z66.7 GB (286,404,90Z,91% Ewtes)
Pebuild Time 1z h

-Pool PDs=- (Mawber of PIs - &)
Hunber Capacity[GB]I

0P 00h-02h BE_&

0P 00h-03h 656

§ 00h-07h £6_E

¥ n0n-08h 656

g? 00h-0ah EE_E

Click MNext to start Pool binding. Pool binding will start. In case of
parameter change, click Back to return to suitable setting screen,
and change the parameter.

< Back I Hest » I Cancel Help

Figure 7-10  Checking for Parameters Specified for Pool

Pool Type: Type of the pool

RAID Type: RAID type of the pool
Pool Number: Number of the pool to bind
Pool Name: Name of the pool to bind

Pool Capacity: Capacity of the pool to bind

Rebuild Time: Duration of time to rebuild the pool

Pool PDs: List of physical disks that bind the pool
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Number of PDs:  Number of physical disks that bind the pool
[Next] button: Displays a message asking you to proceed.
[Back] button: Displays back the “Detail Parameter Setting for Pool Binding” screen.

[Cancel] button: ~ Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
i5M =

[25600]
Is it ok ko skart Poal Binding?

es | Mo I

Figure 7-11 Message Box to Start Binding Pool
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AN

Insufficient license capacity
Binding or expanding pools may result in insufficiency of license capacity due to the increased capacity. This

status restricts operation of the following functions as described below:

+ DDR/RDR
Pairs cannot be newly set or unpaired.
Replication operation for set pairs is possible.
* RDR DisasterRecovery
ATgroup creation, deletion, ATgroup rename, and ATgroup volume creation/deletion are disabled.
ATgroup that is already set can be manipulated.
*  Snapshot configuration
Generations cannot be added or deleted.
Only thresholds can be changed.
*  Snapshot
No restriction is placed.
* Cache partitioning
New cache segments cannot be bound.

LDs can be allocated or unbounded for cache segments that are already defined.

isM

[ZEEE3]
TThen this operation is performed, license

capacity runs short.
Please refer to HELP about the details by the
shortage of license capacity.

ALre o sure you wanht to continuae?

Nao Help
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(8) Finishing binding the pool

When the pool is successfully bound, the following screen is displayed:

Pool Binding Wizard(7,/7)

Pool Binding Complete
Paoal binding complete.

@ Tou have successfully completed the Pool Binding wizard.

To close this wizard, click Finish.

< Back Canzel Help

Figure 7-13  Pool Successfully Bound

[Finish] button: ~ Closes the wizard.
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7.1.2 Expanding Capacity of a Pool

You can expand the capacity of a pool from the “LD Individual Bind/Unbind” screen.

LD 1ndividual Bind/Unbind

—Conficuration list

'% Sze00,0027 Pool |

E|---pL Dynamic Pool

{ L.fP oooln IDJ_“T_?
b EBasic Pool

1] Spare

el Tmased

Pool configquration information and setting. {Humher of Pools : 1)

Nunber Pool Name PAID | Capacity[GE] Used Capacity[GE] Snapshot Capacity[(
frd000lh Pool0oool

4 | I
Capacity Expansion. .. | Change Time. .. | Change Mame. . . |
SE Expansdior. . - | Cheange Threshold. .. | SHE Wabdad. o |
Pool Tnbind |
—EBinding Wizard
Binding cperations with wizard. Pool Einding. .. | LD Binding. .. | Spare Binding. .. |
SHE Bindinog. . | Feneration Addire. o | Ll Bimddrag. - |

Figure 7-14 Expanding the Pool Capacity

<Steps for expanding the capacity of a pool>

1. Select Dynamic Pool to be expanded in the configuration tree view.

2. Select a dynamic pool to be expanded from the list of pools in the detailed information view.

3. Click the [Capacity Expansion] button.

4. A dialog box for expanding the capacity of a pool appears.
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e ———————————————————

Pool Capacity Expansion

Figure 7-15 Pool Capacity Expansion Dialog

Pool Information

Number: Number of the pool
Name: Name of the pool
Capacity: Current capacity of the pool

RAID Type:  Current RAID type
Expansion Method
Without Pool Rebuilding: Allows expanding the capacity of the pool without any influence to the existing
logical disks. For a pool in a configuration of RAID6 (4+PQ), 6 or more

physical disks are needed. For a pool in a configuration of RAID6 (8+PQ), 10

or more physical disks are needed.
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With Pool rebuilding:

Specify Expansion Time:

Selection PD for Expansion

Allows expanding the capacity of the pool without any restriction on the

number of the logical disks, in a relatively longer time.

Allows specifying the duration of time to expand the all physical disks only
when you specified “With Pool Rebuilding”. Although specifying 0 expands
the capacity in the shortest time, select an appropriate time taking account of
the load to the host I/O. The time specified in the field is just a target, thus it is

not assured to take the specified time.

Unused PDs: Lists disks still unused.
Pool PDs: List of disks that will compose the pool after expansion
Number of Adding PDs: Number of physical disks to be added to the pool
[Add] button: Select unused physical disks to use for the pool in the “Unused PD” list, then click this
button to add them to the pool.
[Delete] button: Select any physical disks to be removed from the pool in the “to Pool” list, then click this

button. The selected physical disks are restored to the list of unused physical disks.

*

It is not allowed to select any physical disks already put in the other pools.

Clicking the [OK] button displays a confirmation to ask whether you want to expand the capacity of the pool.

If the physical disks selected are insufficient for the expansion, either of the [25218] or [25227] message box is

displayed as follows:

isM

&

]|

[25218]
In case of without re-binding,
set more than & pieces as FDs,

Figure 7-16 Message Box
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Confirm Pool Capacity Expansion E3

Pool capacity will be expanded with following parameters.

Munber : 0000k

Name : DoolOOoo

Ezfore

Expanding Capacity : Z&64.0 GE (253,487,841 ,538 Eytes)
Lfter

Expanding Capacity : 30%.0 GE (330,71Z,451,79Z Eytes)
Bebinding I With re-binding

Expansion Time T 4 h

Munher of PDs Before Expansion @ &

Selected PI= for Pool Bindinmg :@ 1

Munber of PD=s After Expansion : 7
-Pool PDs- (Hunber of TDs @ 71
Number Capacity[GE]

g? non-00K £7.1

g# 00h-01h 67.1

g? 0oh-0zh £7.1

g? 00n-02h £7.1

# 00h-04h £7.1

g? oon-0sh £7.1

¥ 00h-08h 67.1

I= it ok to start expand Pool
capacity?

Figure 7-17 Message for Asking Expansion of Pool Capacity

Information about the pool:

Number: Number of the pool

Name: Name of the pool

Before Expanding Capacity: Capacity of the pool before expansion

After Expanding Capacity: Capacity of the pool after expansion
Rebinding: Way of expanding the capacity of the pool
Expansion Time: Duration of time to expand the physical disks
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Information about the physical disks:

Number of PDs Before Expansion: ~ Number of physical disks that compose the pool before expansion

Selected PDs for Pool Binding: Number of physical disks to be added to expand the pool

Number of PDs After Expansion: Number of physical disks that are composing the pool after expansion
Pool PDs: List of physical disks that will compose the pool after expansion
[Yes] button: Starts expanding the capacity of the pool

[No] button: Returns to the “Pool Capacity Expansion” dialog box.

Insufficient license capacity
Expanding a pool may result in insufficiency of license capacity. For insufficiency of license capacity, refer to

Page IV-19.

5. When the pool is successfully expanded, the following message is displayed.
i5M |
[25404]
Ponl capacity was expanded successfully,

Figure 7-18 Message for Successful Completion of Expanding Pool
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7.1.3 Unbinding a Pool

You can unbind a pool from the “LD Individual Bind/Unbind” screen.

ual Bind /Unbind

—Configuration list

I% 2zg00,/0037 Pool |
EL Dynamic Pool
3P ooolw [[H?
L .
4B Fool
;’ asic Moo Pool configuration information and settimng. (Mumber of Pools - 1)
o) UTnused Number | Pool Name | BAID | Capacity[GE]

U=sed Capacity[GE]

Snapshot Capacity [l

1]

Capacity Expansion. .. | Change Time. .. | Change MName. .. |
SHE Expersicr. - - | Cherge Threshaldl - | S Tnkard. - |
Pool Unhind |
—Binding Wizard
Binding operations with wizard. Pool Binding. .. | LD Einding. .. | Spare Binding. . . |
SHE Bormdarog - | Feneratilorn Addisme. - - | L Edndarg, - - |
Get Disk Array Info

|

Figure 7-19  Unbinding a Pool

<Steps for unbinding a pool>

1. Select Basic Pool or Dynamic Pool in the configuration tree view.

2. Select a pool to be unbound from the list of pools in the detailed information view.

3. Click the [Pool Unbind] button.
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A message box asking you to unbind the pool is displayed.
i5M =

[25214]
Following Pool will be unbound.

Mumber ¢ 00006
Mame ; Pool0000

Is it oky

Yes | Mo I

Figure 7-20 Message Box for Unbinding a Pool

When the pool to be unbound has logical disks already bound, the following dialog box is displayed to ask you to
unbind the logical disks together, unbinding the pool.

Confirm Pool and LD Unbinding E |

Tnbinding followihg Pool and LDs will start.

Number : 0000k

Name : PoolOOOO

—Logical Disk- (Number of LDs : 1)
Muambex | 0% Type ILD Name I Eapacity[GB]I
H? 033dh 00000004 C7F3EED O3 34 1.0

Tnbinding Pool means that LDs in the Pool will
be unbound at same time.

I= it ok to unbind?

Figure 7-21 Message for Unbinding a Pool and Logical Disks
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You cannot unbind the pool if any of the logical disks in it are:
1. In Access Control (Port mode).
2. In Access Control (WWN mode).
3. Paired.
4. SRA bound (snapshot).
5. Link setting is performed (snapshot).
6. Assigned to a cache segment (setting cache segment).
A reserve group is set (LD Administrator).

To unbind the pool, be sure to release the logical disks in the states mentioned above, if any.

5. When the pool is successfully unbound, the following message is displayed. When the logical disks are
unbound together, a message is displayed for successful completion of unbinding the logical disks first, then a

message is displayed for successful completion of unbinding the pool.
i5M ]|

[05407]
LD was unbound.

Figure 7-22 Message for Successful Completion of Unbinding Logical Disks
i5M ]|

[25405]
Succeeded to unbinding the Poal,

Figure 7-23 Message for Successful Completion of Unbinding Pool
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7.1.4 Renaming a Pool

You can rename a pool from the “LD Individual Bind/Unbind” screen.

ual Bind,/Unbind

—Configuration list

Eﬁ S2800/0037 Fool |
E| b Dynamic Pool

i i oooln Ei-;
b Basic FPool

1] Spare
o Tnused

Pool configuration information and setting. (Humber of Pools : 1)

Nunber | Fool MName | RAIDI Capacity[GE] Used Capacity[GE] I Snapshot Capacityw[(
frgoonin b 0L

1] | i

Capacity Expanszion. . . | Change Time. . . | Change Name. . . |
S Expansior. .. | Chiatge Threshald. .. | SRl Tebdivd. o |
Pool Tnbind |
—Binding Wizard
Binding operations with wizard. Pool Binding. .. | LD Binding. .. | Spare Binding. .. |
S BEdinddre. - o | Gernceration bdddma. - | LY Edndireg. - o |

Figure 7-24 Renaming a Pool

<Steps for renaming a pool>

1. Select Basic Pool or Dynamic Pool in the configuration tree view.

2. Select a pool to be renamed from the list of pools in the detailed information view.

3. Click the [Change Name] button.
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4. A dialog box for renaming a pool appears.

Setting Pool Name E3 |

Nunmher : 0000k

Name : PoolOooo

New Name : I

0K | Cancel

Figure 7-25 Dialog Box for Renaming a Pool

New Name: Specify the new name to be assigned to the pool.
For details on how to rename a pool, refer to “Pool Name” in 7.1.1 (6) “Setting detailed

parameters”.

5. When the pool is successfully renamed, the following message box is displayed.
i5M |
[25403]
Pool name setking complete successtully,

Figure 7-26 Message for Successful Completion of Renaming a Pool
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7.1.5 Changing Rebuild Time and Expansion
Time of a Pool

You can change the rebuild time and expansion time of a pool from the “LD Individual Bind/Unbind” screen.
BFLD Individual Bind,/Unbind

—Configuration list

Ef szsonso037 Pool |
Elll Dynamic Pool
- P oooiw E]Iii
— 9 Basic Pool
= Bpare
------ o Tnased

Pool configuration information and setting.

{Humber of Pools : 1}
Nunbher I Pool MName I PJ.IDI Capacity [GE]
[F N0 11

Uszed Capacity[GE]

Snapshot Capacity [l

< | i
Capacity Expansion... | Change Time. .. | Change Name. .. |
SHE Expamsdior. - | Chearige Threshald. - | SRR TTakdied. - |
Pool Unbind |
—Binding Wizard
Binding operations with wizard. Pool Eindineg. .. | LD Einding. .. | Spare Binding. .. |
SHE Edndirg. - - | Generatiorn Eddirea. .- | LY Edmdare. - - |

Figure 7-27 Changing the Rebuild Time and Expansion Time of a Pool

<Steps for the rebuild/expansion time of a pool>

1.

2.

3.

Select Basic Pool or Dynamic Pool in the configuration tree view.

Select a pool whose time setting is to be changed from the list of pools in the detailed information view.

Click the [Change Time] button.
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4,

A dialog box for changing the rebuild/expansion time of a pool appears.

Change Pool Rebuild/Expansion Time

Pool rebuild time and expand time can be changed.

(If 0 is specified, operates by the fastest.)

—Pool Information

Muanher : 0oo0oh
Name : PoolOooo
Bebuild Time I E3 h

Expansion Time ©: 3 h

— IF Debuild Time e — IF Expansion Timei —
Bebuild Time (0-zZ4) Expansion Time (0-2E55)
23_,l h B_'l h

0K | Cancel

Figure 7-28 Change Pool Rebuild/Expansion Time Dialog

Pool Information:

Number:

Name:

Rebuild Time:

Expansion Time:

Rebuild Time:

Number of the pool

Name of the pool

Current duration of time specified to rebuild the pool

Current duration of time specified to expand the pool (selectable only when expanding

the pool)

Specify the duration of time to rebuild the pool.

Specify the duration of time to do rebuild if a physical disk becomes faulty in the disk
array. You can specify 0 to 24 hours.  Although specifying 0 rebuilds the faulty disk in
the shortest time, select an appropriate time taking account of the load to the host I/0.
The time specified in the field is just a target, thus it is not assured to take the specified

time.
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. |

Expansion Time: Specity the duration of time to expand the (Only Dynamic Pool) pool.
You can specify the duration of time to expand the physical disks added to the pool.
Although specifying 0 expands the pool in the shortest time, select an appropriate time
taking account of the load to the host I/O. The time specified in the field is just a target,

thus it is not assured to take the specified time.
5. Putacheckmark on the item you want to change, then specify the time.

6.  When the time is successfully changed, the following message is displayed:
iSM ]|

[25408]
Time setting complete successtully,

Figure 7-29 Message for Successful Completion of Changing Time
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7.2 Method of Binding Logical Disks

Bind logical disks of the disk array in accordance with the following procedure in terms of each PD group.

(M

@)

©)

Spare Bind

It is necessary to set Spares in accordance with their applications. For information on Spares, refer to 2.3 “Spare”.

Pool/RANK Bind

After considering the RAID characteristics, bind the RAID type pools suitable to the application.

Refer to Appendix C “RAID” for the types of RAID.

In pool or RANK binding, pay attention to the fact that the maximum capacity of the logical disk is less than the

pool or RANK capacity.

LD Bind
Bind the logical disk with the most suitable capacity in accordance with its application. It is impossible to set a
pair unless the logical disk capacity is the same; therefore, when using data replications, it is necessary to bind

logical disks of the same capacity beforehand.
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7.2.1 Binding Logical Disks

Bind logical disks through wizard. Bind logical disks to a specified pool following the steps indicated on the wizard.

To bind a control volume, follow this procedure.

(1) Starting up the LD binding wizard

Click the [LD Binding] button in the “LD Individual Bind/Unbind” screen.

BFLD Individual Bind/Unbind

rConfiguration list

I% S2800,/0037 Pool |

L Dynamic Pool

P ooo1m Tﬁi
Baszic Pool

Pool configuration information and setting. {Mumber of Pools : 1)
Humher I Pool Name I RAIDI Capacity[FE] | Used Capacity[GE] I Snapshot Capacitiy[(

el Thased L] e = s =
Eroo01n Pooloool [ 396.0 175.0 :

1] | i

Capacity Expansion... | Change Time._ .. | Change Name. . . |

SREA Expansion. .. | Change Threshold. . . | SRA Tnbind. . . |

Pool Unbind |

~Binding Wizard

Binding operations with wizard. Pool Binding. .. | LD Binding. .. | Epare Binding. .. |

SRA Binding. .. | Generation Adding. . . | LY Binding. . . |

Figure 7-30 Starting Up Wizard for Binding Logical Disks
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(2) Setting about the LD binding wizard

Clicking the [LD Binding] button on the “LD Individual Bind/Unbind” screen displays the “Welcome to the LD

Binding Wizard” screen.

LD Binding Wizard(1,8) |

Welcome to the LD
Binding Wizard

WMizard leads to bind new LD

I”‘I 1

l[!llllUllIl

Hilrl.

”"[!.,rw

l"“' '||'|| Ld ] Click Next to continue the LD Einding
m ) wizard.

T

< Black Cancel Help

Figure 7-31 Setting about Wizard for Binding Logical Disks

[Next] button: Displays the “Pool Selection” screen.
[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.
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(3) Selecting a pool

Clicking the [Next] button on the “Welcome to the LD Binding Wizard” screen displays the “Pool Selection”

screen.

LD Binding Wizard(Z /8)

Pool Selection
Select Poaol azsigns LD will be bind.

Select Pool, assigns LD will be bind, frowm Pool list.

-Pool List- (Muamher of Pools - 3
Namher Pool Mame Type I BATD Type Free Capacity[GE] Pool
H 0000k PoolOoooo Basic k EEE.T
H 000lk PoolOoool Baszic 1 (=9
ﬁ;ﬂﬂffh Eng Basic 1 50,3

1| | i

Pool with '*' mark has seweral free areas.

< Back I et = Cancel Help

Figure 7-32  Selecting Pool Type

Pool List: Allows selecting a pool you want to bind logical disks in it.
An asterisk (*) in the “Free Capacity[GB]” field indicates that the pool has multiple
unused areas. (An asterisk is displayed for a basic pool whose areas are fragmented due

to logical disks removed.)

[Next] button: Displays the “Free Area Selection” screen when you select a pool with multiple unused
areas. When you select a pool without multiple unused areas or dynamic pool, the

“Binding Method” screen is displayed.

[Back] button: Displays back the “Welcome to the LD Binding Wizard” screen.
[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.
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(4) Selecting unused areas
Selecting a pool with multiple unused areas and clicking the [Next] button on the “Pool Selection” screen displays

the “Free Area Selection” screen.

LD Binding Wizard(3/8)

Free Area Selection
Select one of free area from list.

Select one of free area from list.

Pool Muwber : O0ffh
Pool MName H Engy
Pool Type : Basic
PATDL Twype : 1
Pool Capacity : g5. 6 GBE (71,601, 225,728 Bytes)
-Free Area List- (Muamber of free areas :@ 4)
Area Frees Eapacity[GB]I
Area 0001 1z_ &
Area Q002 0.1
Area 0003 Z£.0
Area 0004 4E5_7

< Back I et = Cancel Help

Figure 7-33  Selecting Unused Areas

Free Area List: Allows selecting areas in which to bind logical disks.

[Next] button: Displays the “Binding Method” screen.

[Back] button: Displays back the “Pool Selection” screen.

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.
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(5) Specifying the way of binding the logical disks
Clicking the [Next] button on the “Free Area Selection” screen displays the “Binding Method” screen.
This screen is displayed when you select a pool without multiple unused areas or dynamic pool and click the

[Next] button on the “Pool Selection” screen.

LD Binding Wizard(4/8)

Binding Method
Select binding method from three types.

Select binding method from three types.

ﬁlwnly specify the number of LDs

r'Dnly specify L' capacity
r'Specify both the number of L= and LD capacity

—Description
- Only specify the mawber of LDs
LI capacity will become the walue which is ecqual to
Selected Free Area diwvided by the specified number. and
the capacity i=s set in 1GE.

- Only specify LD capacity

Nunher of LD= will become the walue which i= equal to
Selected Free Area divided by the specified number.

- Specify both the namber of LDs=s and LD capacity

Mamher of LDI=s and capacity will become the walue squal
to specified one.

< Back I Mest » I Cancel Help

Figure 7-34  Specifying the Way of Binding the Logical Disks

Specify one of the following ways of binding the logical disks:

*  Only specify the number of LDs (default)
Specify the number of logical disks to bind in the pool.

*  Only specify LD capacity
Specify the capacity of each of the logical disks to bind in the pool. You can specify a recommended

capacity, set the capacity same with that of a logical disk already bound, or directly designate any value for

the capacity.

¢ Specify both the number of LDs and LD capacity
Specify any desired values for the number of logical disks and the capacity of one logical disk.

To bind a control volume, check this option.
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[Next] button: One of the following screens is displayed according to the specified way of binding the logical
disks:

* Check-marking on [Only specify the number of LDs]:
Displays the “Specify Number of LDs” screen.

*  Check-marking on [Only specify LD capacity]:
Displays the “Specify the Capacity” screen.

*  Check-marking on [Specify both the number of LDs and LD capacity]:
Displays the “Specify Number of LDs and LD Capacity” screen.

[Back] button: Displays back the “Free Area Selection” screen. When you select a pool without multiple

unused areas or dynamic pool, the “Pool Selection” screen is displayed again.

[Cancel] button: ~ Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.

Although the capacity specified in the field is that of the region you can use, there are some region for controlling

the disks of the pools in addition to the region usable by the user.
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(6)-1 Specifying the number of logical disks

Check-marking on [Only specify the number of LDs] on the “Binding Method” screen and clicking the [Next]
button displays the “Specify Number of LDs” screen.

LD Binding Wizard(5,/8)

Specify Humber of LDz
Set number of LDs only. LD capacity is calculated autamatically.

Set rmuamber of LD=s.

Number of LDs {1-45) =

LD Capacity : 45.0 GE (48,318,382,080 Bytes)

LD capacity will be calculated by specified number of LDs.

Click Next to start LD binding.

< Back I Met » I Cancel Help

Figure 7-35 Specifying the Number of Logical Disks

Number of LDs:  Specify the number of logical disks to bind.
Each logical disk is bound in the unit of 1 GB, and the maximum available capacity is
automatically calculated.

[Next] button: Displays the “Setting Detail Parameter for LD Binding” screen.

[Back] button: Displays back the “Binding Method” screen.

[Cancel] button:  Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
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(6)-2 Specifying the logical disk capacity
Check-marking on [Only specify LD capacity] on the “Binding Method” screen and clicking the [Next] button
displays the “Specify the Capacity” screen.

LD Binding Wizard(5,/8)

Specify the Capacity
Set LD capacity only. Mumber of LDz will be calculated automatically.

Set LD capacity.

ﬁ'ﬁpecify recommend LD capacit?; CE

I
=]
14 4

i Specify existing LD h | Beference. ..

o

i Specify LD capacity (1-45) 45=4 GE
LD Capacity - 2.0 GB (2,229,272 ,578 Bytes)
MNumher of LD=s :© ZE

Manber of LDs i=s calculated by specified LI capacity.

—Description
- Specify recommend LD capacity
et recommend capacity from list.
- Specify existing LD
LD capacity will become same walue of the specified existing LD
'Beference’' button displays existing LDs list.

- SBpecify LD capacity

Set capacity in 1GE.

Click Mext to start LD binding.

< Back I Met » I Cancel Help

Figure 7-36  Specifying the Logical Disk Capacity

Use one of the following ways of specifying the capacity of the logical disks to bind:

* Specify recommend LD capacity

Specify one of the recommended values for the capacity of the logical disks to bind from the pull-down menu.

* Specify existing LD
Select a logical disk already bound to apply the capacity of the logical disk. You can select a logical disk in

the “LD Specification” screen by clicking the [Reference] button.
* Specify LD capacity

Specify the capacity in units of 1 GB directly. The number of logical disks allowed to bind is automatically

calculated according to the value of the capacity you specified.
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the logical disks by 0.2 GB approximately and maximum.

Note that specifying a recommended capacity makes the capacity occupied by the pool larger than the capacity of
For details, refer to Appendix D “Notes on Use for Data Replication”.

[Next] button: Displays the “Setting Detail Parameter for LD Binding” screen.
[Back] button: Displays back the “Binding Method” screen.

[Cancel] button:  Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
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(6)-3 Specifying the number of logical disks and the logical disk capacity

Check-marking on [Specify both the number of LDs and LD capacity] on the “Binding Method” screen and
clicking the [Next] button displays the “Specify Number of LDs and LD Capacity” screen.

LD Binding Wizard(5,/8)

Specify Humber of LDz and LD Capacity
Set number of LDz and capacity.

Set mumber of LDs.

Mumber af Lhz  {l—4E) n-=

Set LI capacity.

{* Specify recommend LD capacity .0 *| B
i Specify existing LD I vI I EBEeference. .. |
i~ Specify LD capacity (1-45) 4= 3B
LD Capacity : E.0 GB (EZ,EE38,27z2,E5E78 Bytes)
—Description

- Specify recommend LD capacity
Set recommend capacity from list.
- Specify existing LD
L' capacity will become same walue of the specified existing LD.
'Beference' button displays existing LDs list.
- Specify LD capacity
Set capacity in 1GE.

Click Next to start LD binding.

< Back I Met » I Cancel Help

Figure 7-37 Specifying the Number of Logical Disks and Logical Disk Capacity

Number of LDs:  Specify the number of logical disks according to (6)-1.

Set LD capacity:  Specify the capacity of the logical disks according to (6)-2.

[Next] button: Displays the “Setting Detail Parameter for LD Binding” screen.

[Back] button: Displays back the “Binding Method” screen.

[Cancel] button:  Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
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About control volumes

(1) A control volume is a volume for control over a disk array. To use SnapControl, it is required on the server

where the LV is used.

(2) Specify the capacity of a control volume following the steps described below:

1. Specify the recommended capacity, and display the pull down menu.

2. From the pull down menu, select the capacity of 0.2 GB (0.2 GB appears on the top of the pull down

menu).
LD specification E2 I

Please =pecify the LI of the same capacity as the LD to bind.

I_ Detailed display

Not Specify PBeason | NMunber Capacity [GE] BATID Type

5 00lah z.0 3
54 00z23h z.0 £
4 0024k 2.0 &
5 0025k 2.0 £
5 00z6h z.0 3
54 0027h z.0 £
5 0333h 1.0 £

WE: |

Figure 7-38  Screen for Specifying Logical Disks and Their Capacity

By selecting a logical disk from the list, you can bind the logical disks setting their capacities same with it. ~ For

an unselectable logical disk, either of the following reasons is indicated in the Not Specify Reason column:

*  Excess of capacity: The capacity of the logical disk is exceeding the unused space of the pool.
e Capacity unit disagreement: It is not possible to bind logical disks setting the same capacity with that
of this logical disk.

For detailed reasons for mismatching capacity units and details on binding logical disks with a RAID

configuration different from those in use, refer to Appendix D “Notes on Use for Data Replication”.
[OK] button: Applies the parameter you specified on this screen, and displays back the screen on which

you specified the capacity of the logical disks or the number of logical disks and their

capacity.
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[Cancel] button: Displays back the screen on which you specified the capacity of the logical disks or the
number of logical disks and their capacity. ~ All parameter changes you made on this

screen are canceled.

It is allowed to change the logical disk number selection displayed through this wizard or number displayed on the
LD specification screen to the name of the logical disk. ~ For details, refer to “Client Start/Stop” in the “User’s
Manual” or “User’s Manual (UNIX)” in accordance with the OS inuse. ~ Note that selecting detailed view in the

LD specification screen switches the positions of the numbers and the logical disk names.
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(7) Setting the detailed parameters for binding the logical disks

The “Setting Detail Parameter for LD Binding” screen allows checking for and changing the format, name, and

initial number of the logical disks, and the time to bind them.

LD Binding Wizard(6/8)

Setting Detail Parameter for LD Binding
Set detall parameter, LD number ete, for LD binding.

Confirm following detail parameter for LD binding.

In case of parameter change, click 'Change' button.

—Setting detail parameter for LD binding
s Type : Without SBSpecification
Mame (Prefix) :  EOOoOOQoo4ctFO209
Start Mumber : 02 ffh
Format Time : 10 h
Change. ..
—Description

In case there are seweral LD=s to build, LD=s name and nuwmber

are specified as follows.

- The name makes a prefix the name currently displayed, and
becomes what gawe the LD mamber.
(It becomes like xxx0000 and xxxz0001.)

- Urnuased mawbers following the currently displayed LI
Mmher are allocated.

Cancel Help

Figure 7-39  Specifying Detailed Settings of the Logical Disks
[Change] button: Allows you to make changes for the items displayed in the “Setting Detail Parameter for
LD Binding” screen. If you need to make changes, click this button to make changes on
the “Change” dialog box. Otherwise, click the [Next] button to proceed.

[Next] button: Displays the “Confirmation for LD Binding” screen.

[Back] button: Displays back the “Specify Number of LDs”, “Specify the Capacity”, or “Specify Number
of LDs and LD Capacity” screen.

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes

if agreed.
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Clicking the [Change] button on the “Setting Detail Parameter for LD Binding” screen displays the [Change]

dialog:

charge M

Change parameters for LD binding.
If wou check out,

—Change Parameter

it will return to defaunlt walue.

|7 Format Time

¥ 0% Type/LD Name

05 Type I@ vI MName |znnnnnnn4c?msng

¥ starting LD Number (000&-03££) I DSff_% h

(0-24) 105 k

—Dhescription

follows.

the LD number.

Inn case there are seweral LDs to build, LDs name and number are specified as

- The name makes a prefix the nawme currently displayed, and becomes what gawve
(It becomes like xzxx0000 and zxx0001.)

- Tmased mambers following the currently displayed LI Mumber are allocated.
The format time is the standard time recgquired. Howewer, the actual execution

time waries with the load of the disk array. Binding will execute with
fastest time selected by waluse '0'. Default walus is '1l0'.

conces_|

OS Type/LD Name:

Figure 7-40 Change Dialog Box

You can specify the format and name of the logical disks to bind. The logical disk name
must be unique in the system. (Do not assign the same name twice or more.) Therefore,
when you bind multiple sets of logical disks simultaneously, the logical disks are named

with the character string specified and automatically numbered in order.

The initial value of the logical disk name field consists of 20 characters; 16 characters
specific to the disk array and 4 characters of the logical disk number. When you do not
make any change for logical disk name, the initial value is used in the form mentioned

above:
Example: 200000004C518CAC0000, 200000004C518CAC0001, ...
Not changing the logical disk format displays a blank in the OS Type field.
Note that inputting a blank to the format sets the initial values for shipment; a blank in the
OS Type field and 16 characters specific to the disk array + 4 characters of the logical disk

number in the Name field.

Table 7-1 lists the selectable logical disk formats.
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You can change the logical disk format and name later from the main window on the iSM

client or according to 7.2.4 “Renaming a Logical Disk”.

Table 7-1 List of Formats

Format Description
A4 Logical disk operated on the ACOS-4 system (If you are setting this
format, ask our maintenance engineer.)
A2 Logical disk operated on the ACOS-2 system
AX Logical disk operated on the AIX system
CX Logical disk operated on the Solaris system
NX Logical disk operated on the HP-UX system
LX Logical disk operated on the Linux system
WN Logical disk operated on the Windows system

Y

~
—
~

* Number of available characters: 1 to 24 characters

* Available characters:

* All the characters must be 1-byte characters.
(2) Aninvalid specification applies the logical disk name to be assigned by default.
(3) On the ACOS-4 system, use the logical disk id names same with those on the host.

Any logical disk name that does not conform to the following rules is invalid:

Alphabet AtoZ (atoz)

* Upper- and lower-case characters are distinguished.

Numerals: 0to9
Underbar:
Slash: /
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Starting LD Number:

Format Time:

A number which is equal to or higher than the specified logical disk number and still

unused is assigned.

When this parameter is omitted (or if the specified number is invalid), the number

subsequent to the largest logical disk number already occupied is assigned.

For example, when logical disk numbers 0, 1, 3, and 4 are in use, new logical disks are

numbered as follows:

When omitted: 5,6,7...
When 0 specified: 2,5,6 ...
When 10 specified: 10, 11,12 ...

Remark: Unlike in the case of the screen of
S100/S1100/S1200/S1300/S2100/S2200/S2300, the screen allows

changes for previous values.

Specify the maximum duration of time to bind the logical disks (only for those to be

bound in a basic pool).

You can specify 0 to 24 hours. Specifying 0 binds the logical disks in the shortest time.

The time specified in the field is just a target, thus it is not assured to take the specified

time.

The specified time is the standard average, thus the time actually required depends on the load on the disk array.

Specify 0 to bind the logical disks in the shortest time. Otherwise, specify a larger value (24 or close to it) to

reduce load to the disk array and give priority to the I/O of other transactions.

[OK] button: Displays back the screen for specifying the details of the logical disks with the parameter(s)

you changed.

[Cancel] button:  Displays back the screen for specifying the details of the logical disks. All parameter

changes you made on this screen are canceled.
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(8) Checking for the parameters specified for the logical disks to bind

Clicking the [Next] button on the “Setting Detail Parameter for LD Binding” screen displays the “Confirmation

for LD Binding” screen.

LD Binding Wizard{7/8)

Confirmation for LD Binding
LD binding parameter.

LI binding parameter .

Pool Number : o0 ffh

Pool Name : Eng

Poaol Type : Basic

BATD Twype : 1

LDy Capacity : 1.0 GEBE (1,073, ,741,824 Bytes)

Format Time : 10 h

-LI* List- (Mumber of LDs : 5
MNuamber IDS Type Logical Disk MName Capacity [GE]
H’DDDSh T EZ00000004C7FO08020008 1.0
ﬁiDDD?h T Z00000004C7FO08020007 1.0
ﬁiDDDSh T Z00000004C7FO08020008 1.0
ﬁiDDDeh TN 2000000040 7FO202000E 1.0
ﬁiDSffh TN Z00000004C7FOS0503FF 1.0

Click Next to continue. LD binding will start.
In case of parameter change, click Back to return to suitable setting
screen, and chatge the parameter.

< Back

Cancel Help

Figure 7-41  Checking the Parameters Specified for the Logical Disks

[Next] button: Displays a message asking you to proceed.

[Back] button: Displays back the “Setting Detail Parameter for LD Binding” screen.

[Cancel] button:  Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
i5M |
[25602]
It takes time with much of LD ko binding.
May I perform LD binding?
Yes

Figure 7-42 Message Box to Start Binding Logical Disks
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(9) Finishing binding the logical disks

When the logical disks are successfully bound, the following screen is displayed:

LD Binding Wizard(8,8)

LD Binding Complete
LD kinding complete.

@ FTou have successfully completed the LD Binding wizard.

To close this wizard, click Finish.

¢ Back Canzel Help

Figure 7-43  Successful Completion of Binding Logical Disks

[Finish] button: Closes the wizard.
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7.2.2 Expanding Capacity of Logical Disks

You can expand the logical disk capacity from the “LD Individual Bind/Unbind” screen.

You can expand the capacity of logical disks which belong to a dynamic pool.

BFLD Individual Bind,Unbind

—Configuration list

I% 5280070037

E| L DIynamic Pool

b Basic Pool
i ooolh

1] Spare

e Thmsed

Logical Disk |Physical Disk

14
Pool configuration information and setting. (LDs) {Munber of LDs - &0)
Capacity [GE] | Snapshot Type
DPL_HMEFO00Z o
17 ooosn ww RPL_MVOO03 1.0 v
5 oooan RPL_MVOOO4 1.0 v
1 ooosn ww RPL_MVOOOS 1.0 v
WDDDSh m BPL_MVOOOE 1.0 v
B o007 RPL_MVOOO7 1.0 v
B ooosn RPL_MVOOOS 1.0 v
1 oooan ww RPL_MVOOOL 1.0 v
WDDDbh m BPL_MVOOOE 1.0 v
B oooek RPL_MVOOOC 1.0 v
5 oooan RPL_MVOOOD 1.0 v
wDDDeh e DPL_MVOOOE 1.0 Iv
WDDth m RPL_MVOOOF 1.0 v
B oo1on RPL_MVOOLO 1.0 v
P e e L - =
Capacity Expansion. .. Charoe Tdme. oo | Change Name. . |
Feneratiar Wabdedl - | LI Unbind |

—Binding Wizard

Binding operations with wizard.

Pool Binding. . . |

LD Binding. .. |

Spare Binding. .. |

SHE Birddrg. - |

Gererat.dor Dddirg. . . |

LY Bdrddeg. - - |

Get Disk Array Info

Help |

Figure 7-44 Expanding the Capacity of Logical Disks

<Steps for expanding the capacity of logical disks>

1. Select a dynamic pool in the configuration tree view.

2. Click the [Logical Disk] tab on the detailed information view.

3. Select a logical disk you want to remove from the list of logical disks in the detailed information view.

4. Click the [Capacity Expansion] button.
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e ———————————————————

5. The “LD Capacity Expansion” dialog appears.

LD Capacity Expansion

Figure 7-45 LD Capacity Expansion Dialog

For details on how to expand the logical disk capacity, refer to 7.2.1 (6)-2 “Specifying the logical disk capacity”.

[OK] button:  Displays the dialog box for checking the parameters of the logical disks expanded.
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Confirm Expand LD Capacity |

LD capacity will be expanded with following

parameters.

Hunber : 03clh

02 Tvype : T

Name : Z00000004CYFOS0903C1
Before

Expanding Capacity¥ : 7.0 GE (Z,2F9,27%,576 Bytes)

After
Expanding Capacity - 4. 1 GE (4,460,647 ,304 Bytes)

I= it ok to start expand LD
capacity?

Figure 7-46 Dialog Box for Checking the Parameters of the Logical Disks Expanded
[Yes] button: ~ Starts expanding the capacity of the logical disks.
[No] button:  Returns to the “LD Capacity Expansion” dialog.

6.  When the capacity is successfully changed, the following message is displayed:
i5M ]|

[25402]
LD capacity was expanded successfully.

If the logical disks in the pool are in the following states, it is impossible to expand them.
1. Pairing is performed
Execute the expanding after removing these conditions.

2. The snapshot classification is set to BV, SV, LV, or SDV.
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7.2.3 Unbinding Logical Disks

You can unbind logical disks from the “LD Individual Bind/Unbind” screen.

—Configuration list

I% 32500/0037

Logical Disk |Physical Disk

EL Dynamic Pool
- -BP aooon ﬁ
LIB:lias?chDZP}:vol Pool configuration information and setting. (LDs) (Humber of LDs : &0)
SIIDspaDrDEDlh Hunbher Capacity [GE] | Snapshot Type
: y 000Zh TN RPL MVOOOZ 1.0 IV
...... —f Tnused w 0003k WN LDPL_MVOOOZ 1.0 Iv
WDDD‘!h m BPL_MVOOO4 1.0 v
B ooose RPL_MVOOOS 1.0 v
8§ oooen RPL_MVOOOE 1.0 v
i ooomn RPL_MVOOO7 1.0 v
WDDDSh m BPL_MVOOOS 1.0 v
B oooak RPL_MVOOOL 1.0 v
8§ ooobk RPL_MVOOOE 1.0 v
1 oooch ww RPL_MVOOOC 1.0 v
WDDDdh m BPL_MVOOOD 1.0 v
B oooek W RPL_MVOOOE 1.0 v
P oootn RPL_MVOOOF 1.0 v
wDDth e DPL_MVOOLO 1.0 Iv
AP s “arvrninn L e =
Capacity Expansion. .. Chatioe Time. . | Change Name. . . |
Feneratdor Wakded. - | LD Unbind |

—Binding Wizard

Einding operations with wizard.

Pool Binding. . .

LD Einding. . . |

Spare Binding. .. |

SHEE Bindire. - o

Ferneratdorn Adddre. .o |

Ll Bdrddieg. - o |

Get Disk Array Info

Help |

Figure 7-48 Unbinding Logical Disks

<Steps for unbinding logical disks>

1. Select a basic pool or dynamic pool in the configuration tree view.

2. Click the [Logical Disk] tab on the detailed information view.

3. Select a logical disk you want to remove from the list of logical disks in the detailed information view.
4.  Click the [LD Unbind] button.
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5. A message box asking you to unbind the logical disk is displayed.
i5M =

[25607]
Faollowing LD will be unbound,

Murnber: 00020

05 Type W

Mame : RPL_MYOOO0Z

Cnce LD is unbound, all daka will be lost,

Is it ok?

Yes

Figure 7-49 Message Box for Confirmation of Unbinding a Logical Disk

If the logical disks in the pool are in the following states, it is impossible to unbind them.
1. Managed by the Access Control (PORT mode).
Managed by the Access Control (WWN mode).

Pairing is performed.

2

3

4. Link setting is performed (snapshot).

5. Assigned to a cache segment (cache segment setting).
6

. A reserve group is set (LD Administrator).

Execute the unbinding after removing these conditions.

6. When the logical disk is successfully unbound, the following message is displayed.

iSM IE!|

[05407]
LD was unbound.

Figure 7-50 Message for Successful Completion of Unbinding Logical Disks
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7.2.4 Renaming a Logical Disk

You can rename a logical disk from the “LD Individual Bind/Unbind” screen.

—Configuration list

I% 32500/0037

Logical Disk |Physic

al Diszk

EL Dynamic Pool
- -BP aooon ﬁ
LIB:lias?chDZP}:vol Pool configuration information and setting. (LDs) (Humber of LDs : &0)
SIIDspaDrDEDlh Hunbher Capacity [GE] | Snapshot Type
: y 000Zh TN RPL MVOOOZ 1.0 IV
...... —f Tnused w 0003k WN LDPL_MVOOOZ 1.0 Iv
WDDD‘!h m BPL_MVOOO4 1.0 v
B ooose RPL_MVOOOS 1.0 v
8§ oooen RPL_MVOOOE 1.0 v
i ooomn RPL_MVOOO7 1.0 v
WDDDSh m BPL_MVOOOS 1.0 v
B oooak RPL_MVOOOL 1.0 v
8§ ooobk RPL_MVOOOE 1.0 v
1 oooch ww RPL_MVOOOC 1.0 v
WDDDdh m BPL_MVOOOD 1.0 v
B oooek W RPL_MVOOOE 1.0 v
P oootn RPL_MVOOOF 1.0 v
wDDth e DPL_MVOOLO 1.0 Iv
AP s “arvrninn L e =
Capacity Expansion. .. Chatioe Time. . | Change Name. . . |
Feneratdor Wakded. - | LD Unbind |

—Binding Wizard

Einding operations with wizard.

Pool Binding. . . |

LD Einding. . . |

Spare Binding. .. |

ST Bdndi

L R | Ferneratdorn Adddre. .o |

Ll Bdrddieg. - o |

Get Disk Array Info

Help |

Figure 7-51

<Steps for renaming a logical disk>

Renaming a Logical Disk

1. Select a basic pool or dynamic pool in the configuration tree view.

2. Click the [Logical Disk] tab on the detailed information view.

3. Select a logical disk you want to remove from the list of logical disks in the detailed information view.
4. Click the [Change Name] button.
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5. The dialog for renaming a logical disk appears.
Setting 0S Type,/LD Mame |
Humber : 002 fh
08 Type : T
Hane 3 Ppl Client O0O0SF
New 05 Type : I[,]].I vI
New Name : I
OE |

Figure 7-52 Dialog for Renaming a Logical Disk

(1) The logical disk name must be unique in the system. (Do not assign the same name twice or more.)

(2) The initial value of the logical disk name field consists of 20 characters; 16 characters specific to the disk array
and 4 characters of the logical disk number.

(3) Any logical disk name that does not conform to the following rules is invalid:

* Number of available characters: 1 to 24 characters

* Available characters: Alphabet: AtoZ (atoz)
* Upper- and lower-case characters are distinguished.
Numerals: 0to9
Underbar:
Slash: /

* All the characters must be 1-byte characters.

6.  When the logical disk is successfully renamed, the following message is displayed.
i5M |

[25401]
LD mame setking complete successhully,

Figure 7-53 Message for Successful Completion of Renaming the Logical Disk
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7.2.5 Changing Time to Bind Logical Disks

You can change the duration of time to bind logical disks from the “LD Individual Bind/Unbind” screen.

You can change the time to bind logical disks which belong to a basic pool.

BFLD Individual Bind,Unbind

—Configuration list
% SZE00/0037 Logical Disk |physical Disk
EI L DIynamic Pool
B noozh Iﬁ
T oo Pool configuration information and setting. (LDs) (Number of LDs - Z03)
Nunber 08 Type | LI Nane Capacity[GE] | Snapshot Type | BPL Typ &
ido1a z 0.2
W Oldeh Z00000004C7F0205014E n.z Iw
W Ol4fh Z00000004C7F0205014F n.z Iw
w 0lE0h Z00000004C7F020501E0 n.z Iw
W 0151k E00000004C7FOB030151 0.z v
W OlEZh Z00000004C7F020501E2 n.z v _I
W 0lE53h Z00000004C7F020501E2 n.z Iw
w 0lE4h Z00000004C7F02050154 n.z Iw
W 0155h Z00000004C7F0B030155 0.z v
W 0lEeh Z00000004C7F020901E6 n.z Iw
W 0lE7h Z00000004C7F020501E7 n.z Iw
w 01E58h Z00000004C7FO80301ES 0.2 v
W 0155k Z00000004C7FO8020152 0.z v
LB oo SAAANANNACTTASAGNT T n o= T hd
4 r »
Capacits Expension. - - Change Time. .. | Change Name. . |
Feneratiar Wabdedl - | LI Unbind |
—Binding Wizard
Einding operations with wizard. Pool Binding. . . | LD Binding. .. | Spare Binding. .. |
SHE Birddrg. - | Gererat.dor Dddirg. . . | LY Bdrddeg. - - |

Figure 7-54 Changing the Time to Bind Logical Disks

<Steps for changing the time to bind logical disks>

1. Select a basic pool in the configuration tree view.

2. Click the [Logical Disk] tab on the detailed information view.

3. Select a logical disk you want to remove from the list of logical disks in the detailed information view.

4. Click the [Change Time] button.
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5. The “Change Pool Rebuild/Expansion Time” dialog box appears.

Change LD Format Time |

LI Format Time can be changed.

Format Time

Format Time (0-Z4) 1035 kb

({0:0perates by the fastest)

x|

Figure 7-55 Dialog Box for Changing the Time to Build Logical Disks
Specify the duration of time to bind the logical disks. You can specify 0 to 24 hours. Although specifying 0
binds the logical disks in the shortest time, select an appropriate time taking account of the load to the host I/O.

The time specified in the field is just a target, thus it is not assured to take the specified time.

6. When the time is successfully changed, the following message is displayed:

iSM E |

[25408]
Time setting complete successtully,

Figure 7-56 Message for Successful Completion of Changing the Time
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7.2.6 Logical Disk Batch Setting

Specify the same RAID type and logical disk capacity for the unused physical disks on the disk array. The selectable

logical disk configuration is as follows:

o RAID6 (8+PQ) The required number of physical disks is 10 or more, and the available capacity of the pool is
approximately 80% of the capacity of all the physical disks.

Batch binding logical disks is to make up logical disks collectively and easily by specifying some parameters about the
RAID type, the number of logical disks, and other related items. This section describes the steps for batch binding

logical disks and some notes on doing that.

S400/S1400/S2400/S2800 disk array provides a wizard for binding logical disks collectively.

The batch binding wizard allows going through all the steps on unused physical disks from binding a pool to binding
the logical disks. The available capacity of the pool is the same with that of the logical disks. The pool is bound

with a configuration of RAID6 (8+PQ). Set other parameters for binding logical disks according to 7.2 “Method of
Binding Logical Disks”.

IV-62



Chapter 7 Disk Array Configuration Setting

(1) Starting up the LD Batch Binding Wizard
To start up the LD Batch Binding Wizard, click the [LD Bind] button in the “Configuration- [Setting Mode]”

menu.

Welcome to the LD
Batch Binding
Wizard

WMizard leads to batch bind new LD.

& Since you surely read the
following notes, please perform.
1.In LI batch binding, from Pool

binding to LI binding is performed
at once.

Z.Each Pools and LDs will he
binding become same capacity.

3.Dynamic Pool are consist of more

n Wiy, ' than ten PDs.

rfl1![|””| I

o,

Click Mext to contirme the LD Batch

Binding wizard.

| i 1I|I||i'ri;..

¢ Back Cancel Help

Figure 7-57  Starting up the LD Batch Binding Wizard

[Next] button: Displays the “Number of Pools and Spares” screen.
[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.
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(2) Specifying the number of pools and the number of spares

Clicking the [Next] button on the initial screen of the LD Batch Binding Wizard displays the “Number of Pools

and Spares” screen.

LD Batch Binding Wizard{Z,/8)

Mumber of Pools and Spares
Set number of Poolz and Spares.

Set mamher of Pools, rmumher of PD= in the Pool, and rmamher of
Spares.

Munbker of Pools (1-11 : Mumber of PDs (10-10) | 103:

et rmumher of Bpares.

Mumher of Zpares (0-0) I ':'3:

Mumher of Tnuased PDs : u}

—Description

Set rmamber of Pools, nuwber of PDIs in the Pool, and nuwmber of
Spares. Mumber of wnused PD= will be calculate by these parameter.

Pool type is dynamic Pool (BATDE (24P0) ). Set number of PD=s to more
than ten.

'=' mark with number of wuased PDs means shortage resource for
binding. S8et other walue for binding.

< Back I Met » I Cancel Help

Figure 7-58 Specifying the Number of Pools and Spares

Number of Pools: Specify the number of pools you want to bind.
The pools you are going to bind need to be a dynamic pool which consists of 10 physical

disks. Their configuration is set to RAID6 (8+PQ).

Number of PDs: Specify the number of physical disks used to bind the pool(s).

Number of Spares: Specify the number of spares you want to use.

[Next] button: Displays the “Confirmation for Pool Binding Parameter” screen.

[Back] button: Displays back the “Welcome to the LD Batch Binding Wizard” screen.

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.
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(3) Checking for the parameters specified for the pool(s)

Clicking the [Next] button on the “Number of Pools and Spares” screen displays the “Confirmation for Pool

Binding Parameter” screen.

LD Batch Binding Wizard{3,/8)

Confirmation for Pool Binding Parameter
Pool and Spare binding parameter.

Pool Type : Dyvnamic

PAIDL Type o B(8+P0)

Pool Capacity : E30.0 GEBE (559,083,166, 7E0 Bytes)
Nunber of Pools : 1

Total Pool : E30.0 GE (E&2,083,1656,7E0 Bytes)
MNMumher of Spares : u]

Nunber of Tnuased : ]

Click MNext to continue. Number of unused PDs will be calculate by
these parameter. Next is setting for LD binding. Pool, Spare and LD
binding will start after confirmation for LI binding parameter.

< Back

Cancel Help

Figure 7-59 Checking for the Parameters Specified for the Pool(s)

(A) Parameters for the pool(s)

Pool Type: Type of the pool(s)
RAID Type: RAID type of the pool(s)
Pool Capacity: Capacity per pool

Number of Pools: Number of pools to bind

Total Pool: Total capacity of the pool(s) to bind
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(B) Parameters for the physical disks
Number of Spares: ~ Number of spares to bind (in total)

Number of Unused: ~ Number of disks unused to bind the pool(s).

When you use the batch bind wizard, some physical disks remain unused depending

on the parameters specified in Number of Pools, Number of PDs, and Number of

Spares.
[Next] button: Displays the “Binding Method” screen.
[Back] button: Displays back the “Number of Pools and Spares” screen.

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes

if agreed.
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(4) Specifying the way of binding the logical disks
Clicking the [Next] button on the “Confirmation for Pool Binding Parameter” screen displays the “Binding

Method” screen.

LD Batch Binding Wizard{4/8)

Binding Method
Select binding method from three types.

Select binding method from three types.

i+ Inly specify the number of LDs:

T Only specify LD capacity
r'Specify both the mambher of L= and LD capacity

—Description

- Only specify the number of LDs=s
LD capacity will become the walue which is ecqual to Pool
Capacity diwvided by the specified rnumber. and the
capacity is set in 1GE.

- Only specify LD capacity
Munker of LDs will become the waluese which is ecqual to
Pool Capacity diwided by the specified mumber.

- Bpecify both the nmamber of LDs and LD capacity

Numher of LD= and capacity will become the walue equal
to specified one.

< Back I Met » I Cancel Help

Figure 7-60 Specifying the Way of Binding Logical Disks

Specify one of the following ways of binding the logical disks:

e Only specify the number of LDs
Specify the number of logical disks to bind per pool.

e Only specify LD capacity
Specify the capacity of each of the logical disks to bind per pool. You can specify a recommended capacity,
set the capacity same with that of a logical disk already bound, or directly designate any value for the

capacity.

*  Specity both the number of LDs and LD capacity

Specify any desired values for the number of logical disks and the capacity of one logical disk.
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[Next] button: One of the following screens is displayed according to the specified way of binding the

logical disks:

e Check-marking on [Only specify the number of LDs]:
Displays the “Specify Number of LDs” screen.

*  Check-marking on [Only specify LD capacity]:
Displays the “Specify the Capacity” screen.

*  Check-marking on [Specify both the number of LDs and LD capacity]:
Displays the “Specify Number of LDs and LD Capacity” screen.

[Back] button: Displays back the “Confirmation for Pool Binding Parameter” screen.
[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.

Although the capacity specified in the field is that of the region you can use, there are some region for controlling

the disks of the pools in addition to the region usable by the user.
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(5)-1 Specifying the number of logical disks

Check-marking on [Only specify the number of LDs] on the “Binding Method” screen and clicking the [Next]
button displays the “Specify Number of LDs” screen.

LD Batch Binding Wizard{5,8)

Specify Humber of LDz
Set number of LDs only. LD capacity is calculated autamatically.

Specify the number of L= bind to one Pool.

Numker of LDs (1-528) B

LD Capacity : 5Z9.0 GE (568,003,424,595 Eytes!

LD capacity will be calculated by specified number of LDs.

Click Next to start LD binding.

< Back I Met » I Cancel Help

Figure 7-61 Specifying the Number of Logical Disks

Number of LDs: Specify the number of logical disks to bind.
The capacity of each logical disk is set in the unit of 1 GB, and the maximum available
capacity for the logical disks is automatically calculated. In addition to that, there is the
number of logical disks to bind in one pool, thus the number of logical disks actually

bound is the specified number multiplied by the number of pools.

[Next] button: Displays the “Setting Detail Parameter for LD Binding” screen.

[Back] button: Displays back the “Binding Method” screen.

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.
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(5)-2 Specifying the logical disk capacity
Check-marking on [Only specify LD capacity] on the “Binding Method” screen and clicking the [Next] button
displays the “Specify the Capacity” screen.

LD Batch Binding Wizard{5,8)

Specify the Capacity
Set LD capacity only. Mumber of LDz will be calculated automatically.

Set LD capacity.

ﬁ'ﬁpecify recommend LD capacity

z.0 -
i Specify existing LD I vI h | Beference. ..

i Specify LD capacity (1-5Z9) Szo = B
LD Capacity - 2.0 GB (2,229,272 ,578 Bytes)
Mumher of LD=s :© 235

Manber of LDs i=s calculated by specified LI capacity.

—Description
- Specify recommend LD capacity
et recommend capacity from list.
- Specify existing LD
LD capacity will become same walue of the specified existing LD
'Beference’' button displays existing LDs list.

- SBpecify LD capacity

Set capacity in 1GE.

Click Mext to start LD binding.

< Back I Met » I Cancel Help

Figure 7-62  Specifying the Logical Disk Capacity

Use one of the following ways of specifying the capacity of the logical disks to bind:

*  Specify recommend LD capacity

Specify one of the recommended values for the capacity of the logical disks to bind from the pull-down menu.

*  Specify existing LD
Select a logical disk already bound to apply the capacity of the logical disk. You can select a logical disk in
the “LD Specification” screen by clicking the [Reference] button. (Refer to Figure 7-64 “Screen for

Specifying a Logical Disk™.)
*  Specify LD capacity

Specify the capacity in units of 1 GB directly. The number of logical disks allowed to bind is automatically

calculated according to the value of the capacity you specified.
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Note that specifying a recommended capacity makes the capacity occupied by the pool larger than the capacity of
the logical disks by 0.2 GB approximately and maximum.

For details, refer to Appendix D “Notes on Use for Data Replication”.

[Next] button: Displays the “Setting Detail Parameter for LD Binding” screen.

[Back] button: Displays back the “Binding Method” screen.

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.
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(5)-3 Specifying the number of logical disks and the logical disk capacity

Check-marking on [Specify both the number of LDs and LD capacity] on the “Binding Method” screen and
clicking the [Next] button displays the “Specify Number of LDs and LD Capacity” screen.

LD Batch Binding Wizard{5,8)

Specify Humber of LDz and LD Capacity
Set number of LDz and capacity.

Specify the nmumber of L= bind to one Pool.

Number of LDs (l-5Z8) z

Set LI capacity.

{* Specify recommend LD capacity .0 *| B
i Specify existing LD I vI I EBEeference. .. |
{" Specify LD capacity (1-5E29) E2a== GE
LI Capacity : £.0 GB (E,E2%,27E,578 Bytes)
—Description

- Specify recommend LD capacity
Set recommend capacity from list.
- Specify existing LD
L' capacity will become same walue of the specified existing LD.
'Beference' button displays existing LDs list.
- Specify LD capacity
Set capacity in 1GE.

Click Next to start LD binding.

< Back I Met » I Cancel Help

Figure 7-63  Specifying the Number of Logical Disks and Logical Disk Capacity

Specify the number of logical disks according to (5)-1.

Specify the capacity of the logical disks according to (5)-2.

[Next] button: Displays the “Setting Detail Parameter for LD Binding” screen.

[Back] button: Displays back the “Binding Method” screen.

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes
if agreed.

Selecting a logical disk and clicking the [Reference] button displays the following screen:
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LD Specification
Please specify the LD of the same capacity as the LD to bind.
I_ Detailed display
Not Specify Beason I NLmherI Capacity[GE] I DATD Typel
i 0011k 1.0 1
128 | | Cancel I

Figure 7-64 Screen for Specifying a Logical Disk

By selecting a logical disk from the list, you can bind the logical disks setting their capacities same with it. For

an unselectable logical disk, either of the following reasons is indicated in the “Not Specify Reason” column:

*  Excess of capacity:

The capacity of the logical disk is exceeding the unused space of the pool.

» Capacity unit disagreement:
It is not possible to bind logical disks setting the same capacity with that of this logical disk. For detailed
reasons for mismatching capacity units and details on binding logical disks with a RAID configuration

different from those in use, refer to Appendix D “Notes on Use for Data Replication”.

[OK] button: Applies the parameter you specified on this screen, and displays back the screen on which
you specified the capacity of the logical disks or the number of logical disks and their
capacity.

[Cancel] button: Displays back the screen on which you specified the capacity of the logical disks or the

number of logical disks and their capacity. ~All parameters you specified on this screen

are canceled.
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It is allowed to change the logical disk number selection displayed through this wizard or number displayed on the
LD specification screen to the name of the logical disk. For details, refer to “Client Start/Stop” in the “User’s
Manual” or “User’s Manual (UNIX)” in accordance with the OS in use. Note that selecting detailed view in the LD

specification screen switches the positions of the numbers and the logical disk names.
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(6) Specifying the detailed settings of the logical disks

The “Setting Detail Parameter for LD Binding” screen allows checking for the format, name, and initial number

of the logical disks, and the time to bind them.

LD Batch Binding Wizard(6,/8})

Setting Detaill Parameter for LD Binding
Set detall parameter, LD number etc. for LD binding.

Confirm following detail parameter for LD binding.

In case of parameter change, click 'Change' button.

—Setting detail parameter for LD binding

0% Type Without Specification
Name (Prefix) Z200000004C7FO2059
Start Humber H 000 fh

Change. - .

—Description
In case there are seweral LDs t£o build, LDIs name and nuamher
are specified as follows.
— The name makes a prefix the name currently displayed, and
hecomes what gawe the LD number.
(It becomes like =xxx0000 and xxx0001.)
- Tnused numbers following the currently displayed LD
Munher are allocated.

Cancel Help

Figure 7-65 Specifying the Detailed Settings of the Logical Disks

OS Type/Name:

You can specify the format and name of the logical disks to bind. The logical disk name
must be unique in the system. (Do not assign the same name twice or more.) Therefore,
when you bind multiple sets of logical disks simultaneously, the logical disks are named

with the character string specified and automatically numbered in order.
The initial value of the logical disk name field consists of 20 characters; 16 characters
specific to the disk array and 4 characters of the logical disk number. When you do not
make any change for logical disk name, the initial value is used in the form mentioned
above:

Example: 200000004C518CAC0000, 200000004C518CAC0001, ...

Not changing the logical disk format displays a blank in the OS Type field.

Note that inputting a blank to the format sets the initial values for shipment; a blank in

the OS Type field and 16 characters specific to the disk array + 4 characters of the logical
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disk number in the Name field.

Table 7-2 lists the selectable logical disk formats.

You can change the logical disk format and name later from the main window on the iSM

client or according to 7.2.4 “Renaming a Logical Disk”.

Table 7-2 List of Formats

Format Description
A2 Logical disk operated on the ACOS-2 system
A4 Logical disk operated on the ACOS-4 system (If you are setting this
format, ask our maintenance engineer.)
AX Logical disk operated on the AIX system
CX Logical disk operated on the Solaris system
LX Logical disk operated on the Linux system
NX Logical disk operated on the HP-UX system
WN Logical disk operated on the Windows system

&

(M

Any logical disk name that does not conform to the following rules is invalid:
» Number of available characters: 1 to 24 characters
* Available characters: Alphabet: AtoZ (atoz)
* Upper- and lower-case characters are distinguished.
Numerals: 0to9
Underbar:
Slash: /
* All the characters must be 1-byte characters.
An invalid specification applies the logical disk name to be assigned by default.

On the ACOS-4 system, use the logical disk id names same with those on the host.

Start Number: A number which is equal to or higher than the specified logical disk number and still

unused is assigned.

When this parameter is omitted (or if the specified number is invalid), the number

subsequent to the largest logical disk number already occupied is assigned.
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For example, when logical disk numbers 0, 1, 3, and 4 are in use, new logical disks are

numbered as follows:
When omitted: 5,6,7...
When 0 specified: 2,5,6...

When 10 specified: 10,11,12...

[Change] button: Displays the screen which allows changing parameters. (Refer to Figure 7-66 “Change

Parameter Screen”.)
[Next] button: Displays a message asking you to proceed.

[Back] button: Displays back the “Specify Number of LDs”, “Specify the Capacity”, or “Specify Number
of LDs and LD Capacity” screen

[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes

if agreed.

Clicking the [Change] button on the “Setting Detail Parameter for LD Binding” screen displays the following

screen:
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Z00000004C7?FO209
| oot
=

Figure 7-66 ~Change Parameter Screen

[OK] button: Displays back the screen for specifying the details of the logical disks with the

parameter(s) you changed.

[Cancel] button: Displays back the screen for specifying the details of the logical disks. All parameter

changes you made on this screen are canceled.
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(7) Checking for the parameters for batch binding the logical disks

Clicking the [Next] button on the “Setting Detail Parameter for LD Binding” screen displays the “Confirmation
for LD Batch Binding Parameter” screen. Check for the parameters specified for batch binding the logical disks,
then click the [Next] button to start binding the pool(s) and the logical disks.

LD Batch Binding Wizard(7,/8)

Confirmation for LD Batch Binding Parameter
Fool, Spare and LD will be bound with following parameter.

Pool, Spare and LI will be bound with following parameter.

Pool Type : Dymnawmic

PATD Tvpe : G6(8+P0Q)

Pool Capacity : E30.0 GE (563,083,166, 7E0 Bytes)
Mamber of Pools 1

Total Pool Capacity : E30.0 GE (553,083,166 ,7E0 Bytes)
Total Tnused Pool : Ez27.7 GE (Ee&, 687,247,681l Bytes)
Capacity

LI Capacity : 1.0 GB {1,073,741,82Z4 Bytes)
Nunber of LDs 2

Total LI' Capacity D 2.0 GE (2,147,483 ,5643 Bytes)

02 Type : Without Specification

LD Hame(Prefix) D 200000004CFOS02

LTy Start Number > 000fh

Number of Bpares o

Number of Thused -0

Click MNext button to start binding. LD binding will start.
In case of parameter change, click Back to return to suitable setting
screen, and change the parameter.

< Back Cancel Help

Figure 7-67 Checking for the Parameters of Batch Binding the Logical Disks

(A) Parameters for the pool(s)

Pool Type: Type of the pool(s)

RAID Type: RAID type of the pool(s)

Pool Capacity: Capacity per pool

Number of Pools: Number of pools to bind

Total Pool Capacity: Total capacity of the pool(s) to bind

Total Unused Pool Capacity: Capacity which is not used for binding the logical disks in the pool to bind
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(B) Parameters for the logical disks
LD Capacity: Capacity of each of the logical disks to bind

Number of LDs: Number of logical disks to bind
Number of all logical disks to bind

Total LD Capacity:  Total amount of all logical disks to bind
“LD Capacity” x “Number of LDs” = “Total LD Capacity”

OS Type: Format of the logical disks to bind

LD Name(Prefix): Name of the logical disks to bind

LD Start Number: Initial number of the logical disks to bind
(C) Parameters for the physical disks

Number of Spares: Number of spares to bind (in total)

Number of Unused: ~ Number of disks unused to bind the pool(s)

When you use the batch bind wizard, some physical disks remain unused depending

on the parameters specified in “Number of Pools”, “Number of PDs”, and “Number of

Spares”.
[Next] button: Displays a message asking you to proceed.
[Back] button: Displays back the “Setting Detail Parameter for LD Binding” screen.
[Cancel] button: Displays a confirmation to ask whether you want to quit the wizard, then the wizard

closes if agreed.
i5M B |

[25608]
It takes time with much of LD ko binding.
Mavy I perform batch bind?

Figure 7-68 Message for Asking To Proceed
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Insufficient license capacity
Binding or expanding pools may result in insufficiency of license capacity due to the increased capacity. For

insufficiency of license capacity, refer to Page IV-19.
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(8) Finishing batch binding the logical disks

On successful completion, the following screen is displayed:

LD Batch Binding Wizard(8,/8)

LD Batch Binding Complete
LD batch binding complete.

@ Tou hawve successfully completed the LI Batch Binding wizard.

To close this wizard, click Finish.

< Back Canzel Help

Figure 7-69  Successful Completion of LD Batch Binding

Note that successful completion in this section means that the sequence to bind the logical disks started

successfully. Thus, you need to check that the logical disks are correctly set up from the main window of the
iSM client.

[Finish] button: Closes the wizard.
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On unsuccessful completion, the following screen is displayed:

LD Batch Binding VWizard({8,/8)

LD Batch Binding Complete
LD batch binding complete.

Q Failed to LD batch binding.

To close this wizard, click Finish.

¢ Back Eanzel Help

Figure 7-70  Screen On Unsuccessful Completion

Possible causes of an LD batch binding failure may be a communication error between the iSM server and the
iSM client, a problem in the disk array, and so forth. If a communication error is the cause of unsuccessful
completion, the instruction to do batch binding the logical disks has been correctly issued, thus re-connect the
iSM client and check for the communication between them. If there may be an error in the disk array, check the
operation records in which the iSM server is logging errors. Then, take an appropriate measure for the error

according to the iSM server log, then try to redo batch binding the logical disks.
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7.3 Binding a Spare

7.3.1 Binding a Spare

Bind spare disks on the disk array through wizard. You can bind spare disks following the steps on the wizard.

(1) Starting up the spare binding wizard

Click the [Spare Binding] button in the “LD Individual Bind/Unbind” screen.

BF 1D Individual Bind/Unbind
Configuration list

@ §2800/0037 Unused |

b Dynamic Pool

1‘ Basic Pool g

P
S )
—) Zpare Disk configuration information (unused PDs). {Huwber of PDs : 7}
R ¥ Tr11= =
Humber I Capacit.y[GB]I
P oon-oen 66.6
B non-07n 66.6
B2 non-osh 66.6
7 non-0sn £E.5
i oon-0an 66.6
{7 non-0bh 66.6
G non-0ch £E.5
~Binding Wizard
Einding operations with wizard. Dool Binding. .. | LD Binding. .. | Spare Binding. .. |
SPA Binding. .. | Generation Adding. . . | LY Binding. .. |

Figure 7-71  Starting Up the Spare Binding Wizard
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(2) Setting about the spare binding wizard

Clicking the [Spare Binding] button on the “LD Individual Bind/Unbind” screen displays the “Welcome to the

Spare Binding Wizard” screen.

Spare Binding Wizard{1/4) |

Welcome to the Spare
Binding Wizard

Wizard leads to bind new Spare.

Click Next to continue the Spare
Binding wizard.

T

< Black Cancel Help

Figure 7-72  Setting about the Spare Binding Wizard

[Next] button: Displays the “PD Selection” screen.

[Cancel] button:  Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.

IV-85



Chapter 7 Disk Array Configuration Setting

(3) Selecting physical disks

Clicking the [Next] button on the “Welcome to the Spare Binding Wizard” screen displays the “PD Selection”

screen.

Spare Binding Wizard{Z,/4)

PD Selection
Select PD for Spare binding.

Select some unused PDs from list for Bpare binding.

-Thmased PLs- (Mumber of PDs - Ei —-Spares-— (Mumber of Spares : 1)
MNunher Capacity [GE] I Mumber I Capacity[FE] I
W 00h-06&h BE & |i| W 00h-04h =10
0¥ 00h-0bh 66.6 Add
& nok-och 66.6 —
i 00h-0dh EE.E
i 00h-Dsh EE_E
Delete

< Back Mewst =

Figure 7-73  Selecting Physical Disks

Unused PDs: Allows selecting unused physical disk(s) to be used as spare disks.

Spares: Lists spare disks to be bound on the disk array.

[Add] button: Select unused physical disk(s) to be used as spare disks, then click this button to add them as
spares.

[Delete] button:  Select any physical disks you do not want to use as spares, then click this button. The

selected physical disks are restored to the list of unused physical disks.

[Next] button: Displays the “Confirmation for Spare Binding Parameter” screen.

[Back] button: Displays back the “Welcome to the Spare Binding Wizard” screen.

[Cancel] button:  Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
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(4) Checking for the parameters specified for the spare

Clicking the [Next] button on the “PD Selection” screen displays the “Confirmation for Spare Binding Parameter”

screen.

Spare Binding Wizard{3/4)

Confirmation for Spare Binding Parameter
Spare binding parameter.

Spare will be bound with following parameters.

—Spares- (Muamher of Spares :@ 1)
Muanher Capacity [GE]
P 00h-04h EE.E

Click MNext to start Spare binding.
Spare binding will start.

< Back I Met » I Cancel Help

Figure 7-74 Checking for the Parameters Specified for a Spare

Spares: List of physical disks assigned as spares.

Number of Spares: Indicates the number of physical disks assigned as spares.

[Next] button: Displays a message asking you to proceed.

[Back] button: Displays back the “PD Selection” screen.

[Cancel] button:  Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
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i5M =

[25604]
15 it ok ko skart Spare binding?

Figure 7-75 Message Box to Start Binding the Spare

(5) Finishing binding the spare

When the spare is successfully bound, the following screen is displayed:

Spare Binding Wizard{4,4)

Spare Binding Complete
Spare binding complete.

@ Towu have successfully completed the Spare Binding wizard.

To close this wizard, click Finish.

¢ Back Finizh Eanzel Help

Figure 7-76  Spare Successfully Bound

[Finish] button: ~ Displays a confirmation to ask whether you want to quit the wizard, then the wizard closes if

agreed.
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7.3.2 Unbinding a Spare

You can unbind spares out of the disk array from the “LD Individual Bind/Unbind” screen.

BFLD Individual Bind /Unbind

rConfiguration list

@ $7800,/0021 Spare |

EL Dynamic Pool

P oooon 3&"’
0001k X . . . .
Disk configuration information (Spares). {Humber of PDs : 1)

— Spare Huuber | Capacity [GE] |

P [a 1331

Spare Unbind |
—Binding Wizard
Binding operations with wizard. Pool EBinding. . . | LD Binding. .. | Zpare Binding. .. |
SHE Bimdiren. - | EFeneratdorn Adddeg. - | Ll Bordarog: - |

Figure 7-77 Unbinding a Spare

<Steps for unbinding a spare>

1. Select Spare in the configuration tree view.

2. Select a spare you want to unbind out of the array from the list of spares in the detailed information view.

3. Click the [Spare Unbind] button.
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4. A message box asking you to unbind the spare is displayed.
i5M |

[05215]
Following Spare will be unbound.

PO Murber: 00k

Is it ok?

Yes

Figure 7-78 Message Box for Unbinding Spare

5. When the spare is successfully unbound, the following message is displayed.
iSM ]|

[05414]
Spare was unbound,

Figure 7-79 Message for Successful Completion of Unbinding the Spare
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7.4 Explanation of Configuration Setting
Screen

7.4.1 Logical Disk Binding List Screen

Clicking the [LD Bind/Unbind] button on “Configuration - [Setting Mode]” displays the following screen. This
section provides the description of the items displayed on this screen according to the alphabets encircled on the figure
shown below. For details about operations, refer to the following sections:

* To handle a pool: Refer to 7.1 “Pool Binding”.

* To handle logical disks: Refer to 7.2 “Method of Binding Logical Disks”.

* To handle a spare: Refer to 7.3 “Binding a Spare”.

* To handle a snapshot: Refer to the “Snapshot User’s Manual (Function Guide)” (IS030).

Figure 7-80 Logical Disk Configuration Screen (LD Individual Bind/Unbind Screen)
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(A) Configuration tree view
The configuration tree view shows disk configurations in the disk array, classifying them into four categories in

the form of a tree:

* Dynamic Pool
Indicates dynamic pool(s) already bound in the disk array.
* Basic Pool
Indicates basic pool(s) already bound in the disk array.
* Spare
Indicates spare(s) already bound in the disk array.
* Unused

Indicates physical disk(s) that remain unassigned to any pool or spare.

(B) Detailed information view
The detailed information view shows any of the following information according to the selection in the

configuration tree view:

<When you select a disk configuration>
The number of basic pools, number of dynamic pools, number of spares, and number of unused logical disks are

displayed by the category.

<When you select Dynamic Pool>

Pools already bound are listed.

* [Pool] tab
The [Pool] tab shows the name, RAID type, capacity, and so forth about the pool selected. You can expand

the capacity of the pool, rename it, change the rebuild time, and unbind the pool on this tab.

<When you select individual component of a dynamic pool>

Detailed information about the pool is displayed on the [Logical Disk] tab and [Physical Disk] tab:

¢ [Logical Disk] tab
The [Logical Disk] tab shows a list of logical disks bound in the pool. You can expand the capacity of the
logical disks, rename it, or unbind the logical disks on this tab.

* [Physical Disk] tab
The [Physical Disk] tab shows a list of physical disks that compose the pool.

<When you select Basic Pool>

Pools already bound are listed.
* [Pool] tab

The [Pool] tab shows the name, RAID type, capacity, and so forth about the pool selected. You can rename

the pool, change the rebuild time, and unbind the pool on this tab.
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<When you select individual component of a basic pool>

Detailed information about the pool is displayed on the [Logical Disk] tab and [Physical Disk] tab:

* [Logical Disk] tab
The [Logical Disk] tab shows a list of logical disks bound in the pool. You can rename the logical disks,
change the format time, and unbind the logical disks on this tab.

* [Physical Disk] tab
The [Physical Disk] tab shows a list of physical disks that compose the pool.

<When you select Spare>

The spares already set up are listed. You can unbind spares on this screen.

<When you select Unused>

Physical disk(s) that remain unassigned to any pool or spare are listed.

(C) Binding Wizard area

This area provides the following buttons for binding a pool, logical disks, and a spare:

¢ [Pool Binding] button
Starts the wizard for binding a pool. Bind a new pool following the steps on the wizard.
* [LD Binding] button
Starts the wizard for binding logical disks. Bind logical disks following the steps on the wizard. For details
on how to bind logical disks, refer to 7.2.1 “Binding Logical Disks”.
* [Spare Binding] button
Starts the wizard for binding a spare. Set an unused physical disk as a spare following the steps on the wizard. For
details on how to bind a spare, refer to 0

Binding a Spare”.

The following buttons start a wizard for binding a volume for snapshot operation. These buttons are available

with a valid DynamicSnapVolume license
For how to bind volumes, refer to the “Snapshot User’s Manual (Function Guide)” (IS030).

* [SRA Binding] button
Starts the wizard for binding an SRA (snapshot reserve area). Bind a new SRA following the steps on the
wizard.

* [Generation Adding] button
Starts the wizard for adding a generation. Add a generation following the steps on the wizard.

* [LV Binding] button

Starts the wizard for binding a link-volume. Bind a link-volume following the steps on the wizard.
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7.4.2 Logical Disk Configuration Screen

Selecting a disk configuration in the logical disk configuration screen shows a list of constituents of the disk array.

LD Individual Bind/Unbind

—Configuration list
Disk Configuration
28 . . ) .
BL K Disk Configuration Information.
== Basic Pool
-§# ooook
. Type Nunber of Element,sl
J Spare
H — =F Lijnamic Pool zZ
feze) Unuased m
—=Basic Pool 1
ilSpare 1
e Thused a
—EBinding Wizard
Binding operations with wizard. Pool Einding. . | LD Binding. .. | Zpare Binding. .. |
SHE Birdire. - - | Ceneratiorn Rddire. - - | LY BEdlndbiee. - - |

Figure 7-81 Logical Disk Configuration Screen (LD Individual Bind/Unbind Screen)

The detailed information view displays the following information:

* Type: Constituents of the disk array (basic pool, dynamic pool, spare, and unused)

* Number of Elements: =~ Number of constituents by the type
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7.4.3 Pool List View

Selecting Basic Pool or Dynamic Pool in the configuration tree view shows the pool list view.

(1) [Pool] tab

For each of the pools displayed, you can expand its capacity, change its rebuild time, rename it, and unbind it on

this tab.

change the threshold, and unbind the snapshot reserve area (SRA).

If you select Dynamic Pool for using snapshots, you can expand the snapshot reserve area (SRA),

For operation of snapshots, refer to the

“Snapshot User’s Manual (Function Guide)”.

BHLD Individual Bind /Unbind

rConfiguration list
'% §7800,/0037 Poal |
-4 Dynamic Pool
ip oooln Eﬁ?
PL N
=) B Fool
;’ asie Hoe Pool conficuration information and setting. (Humber of Pools @ 1)
4 Bpare
""" = Tsed Muuber | Pool Nawe | BATD | Capacity[GE] | Used Capacity[GE] | Snapshot Capacityll
¥l o001n rocloool & 3960 175.0 z
1 | b
Capacity Expansion. .. | Chatige Time. .. | Change Name. . . |
SHE Expansdior. - . | Cheanoge Theeshald, - | SHE Tnkmed. - |
Pool Unbind |
—Binding Wizard
Binding operations with wizard. Dool Binding. .. | LD Binding. .. | Spare Binding. .. |
SHE Bonddreg. - o | Feneratiorn Addir. - - | LW Bdrddiee. - o |

Figure 7-82 Pool List View - [Pool] Tab

The pool list view displays the following information:

* Number: Number of the pool (hexadecimal, 4 digits)

* Pool Name: Name of the pool (up to 32 characters)

* RAID: RAID type of the pool

* Capacity[GB]: Capacity of the pool (up to one decimal place)
* Used Capacity[GB]:
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* Snapshot Capacity [GB]: Capacity bound as a snapshot reserve area (up to one decimal place)
* Snapshot Used Capacity [GB]: Capacity used by the snapshot (up to one decimal place)
* Snapshot Threshold [GB]: Specified threshold capacity for the snapshot used capacity (up to one

decimal place)

* Number of LDs: Number of logical disks used in the pool

* Number of PDs: Number of physical disks that compose the pool
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7.4.4 Pool Information View

Selecting a basic pool or dynamic pool in the configuration tree view shows the pool info view. You can see the

information about the pool by the physical disk and logical disk.

(1) [Logical Disk] tab
The [Logical Disk] tab shows a list of logical disks used in the pool. For the logical disks displayed, you can
expand their capacity, change the rebuild time, rename them, and unbind them on this tab. If you select

Dynamic Pool for using snapshots, you can unbind generations. For operation of snapshots, refer to the

“Snapshot User’s Manual (Function Guide)” (IS030).

BHLD Individual Bind/Unbind

—Configuration list
Ef szeo0s0037 Logical Disk |physica_'|_ Disk
b Dynamic Pool
E Iﬁ
ool configuration information and setting. (LDs) (Huwber of LDs : &0}
Capacity[GE] | Snapshot Type
y 000Zh WH RPL_MVOOOZ -0

w 0003k WH EPL_MVOOO03 1.0 Iwv

w 0004k WH EPL_MVOO04 1.0 Iwv

w 0005k W RPL_MVOODS 1.0 v

w 0005k WH EPL_MVOOO0S 1.0 Iwv

w 0007h  WH RPL_MyOOO07 1.0 Iwv

g 0005k WH EPL_MyOOO0Z 1.0 Iwv

w 000ak  WH RPL_MVOOODA 1.0 v

w 000bh WH EPL_MVOOOE 1.0 Iwv

w 000ch WH EPL_MyOOOC 1.0 Iwv

g 000dh  WH EPL_MyOOOL 1.0 Iwv

w 000eh WM RPL_MVOOODE 1.0 v

w 000fh WH EPL_MVOOOF 1.0 Iwv

w 0010k WH EPL_MVOO10 1.0 Iwv
LBA myra. o nnr amrans P rrr =
Capacity Expansion.. . Charge Tame. - - | Change Name. . . |
Fereratdorn Wakmad. o | LD Unbind |

—Binding Wizard
Binding operations with wizard. Pool Einding. .. | LD Binding. .. | Spare Binding. .. |
SEE Eonddre. - o | EFeneratdarn Adddrg. - - | Ly Eorddr. - o |

Figure 7-83  Pool Information View - [Logical Disk] Tab

The [Logical Disk] tab displays the following information. However, [Snapshot Type] and [RPL Type] are

displayed only when each license is canceled.

* Number: Number of the logical disk (hexadecimal, 4 digits)
* OS Type: Format of the logical disk
* LD Name: Name of the logical disk (up to 24 characters)
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* Capacity [GB]: Capacity of the logical disk (up to one decimal place)

* Snapshot Type: Type of the use of the snapshot

Blank: Volume that is not used for snapshots
BV: Base-volume. This volume has a snapshot generation.
LV: Link-volume. This volume is necessary for substantiating snapshot

generations, etc.

SDV: Snapshot-data-volume. This is a special logical disk configuring a snapshot
reserve area (SRA).

SV: Snapshot-volume. This is a snapshot generation volume.

SV*: A type of snapshot-volume, which is an illegal volume that is not set as a

generation.  As this volume cannot be used for a snapshot, unbind the logical

disk.
* RPL Type: Type of the volume used for replication
Blank: Cannot be used as a replication volume.
Iv: Not used as a replication volume.
MV: Used as the copy-source volume.
RV: Used as the copy-destination volume.

RV/MV: Used as both RV and MV.
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(2) [Physical Disk] tab

The [Physical Disk] tab shows a list of physical disks used in the pool.

B D Individual Bind,/Unbind

—Configuration list
=
ER szsooso00z1 Logical Disk
EL Dynamic Pool
- oooin [5
[
0002k
I:? Pool configuration information (PDs). (Mumbher of PDs : &)
Basic Pool
|
L 0000k Nunher I Capacity [GE]
Spare
— =p g7 0oh-0zh 666
------ el Thused T
&7 von-o0zh 6.6
52 0oh-04n 6.6
52 oon-0sh 566
& voh-o0sh 66.6
2 00n-07h 566
—EBinding Wizard
Binding operations with wizard. Tool Binding. .. | LD Binding. .. | Zpare Binding. .. |
SHL Ednddng. - - | Feneratiorn Hddinog. - - | LY, Bindarog. - - |

Figure 7-84 Pool Information View - [Physical Disk] Tab

The [Physical Disk] tab displays the following information:

* Number: Number of the physical disk
PD group number (hexadecimal, 2 digits) + PD number (hexadecimal, 2 digits)

* Capacity [GB]: Capacity of the physical disk (up to one decimal place)
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7.4.5 Spare List View

Selecting Spare in the configuration tree view shows a list of spares. You can unbind spares on this screen.

BFLD Individual Bind /Unbind

rConfiguration list

@ $7800,/0021 Spare |
EL Dynamic Pool

8P oooon 3&"’
0001k . . 5 5 5

BL Disk configuration information (Spares). (Number of PDs : 1}

=« Basic Pool

—J Spare HNumber | Capacity [GE] |

e Tnused

P [a 1331

Spare Unbind |
—Binding Wizard
Binding operations with wizard. Pool EBinding. . . | LD Binding. .. | Zpare Binding. .. |
SHE Bimdiren. - | EFeneratdorn Adddeg. - | Ll Bordarog: - |

Figure 7-85 Spare List View
The spare list view displays the following information:

* Number: Number of the physical disk

PD group number (hexadecimal, 2 digits) + PD number (hexadecimal, 2 digits)

* Capacity [GB]: Capacity of the physical disk (up to one decimal place)
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7.4.6 Unused Disk List View

Selecting Unused in the configuration tree view shows a list of unused disks.

®HLD Individual Bind/Unbind

—Configuration list
I% §2800/0021 Unused |
EL Dynamic Pool
Disk configuration information {(unused PDs). {Hunber of PDs : 0O}
Hunber Capacity [GE]
g . &7 nok-osk £7.1
R} U= e
&7 nok-0ak £7.1
&7 nok-obk £7.1
—Binding Wizard
Binding operations with wizard. Dool Binding. .. | LD Binding. .. | Spare Binding. .. |
SHEE Earndirg. - o | Feneratiorn Addirg. . o | LYy Bindareg. - o |

Figure 7-86 Unused Disk List View
The unused disk list view displays the following information:

* Number: Number of the physical disk

PD group number (hexadecimal, 2 digits) + PD number (hexadecimal, 2 digits)

* Capacity [GB]: Capacity of the physical disk (up to one decimal place)

IV-101



Chapter 8 Disk Array Configuration Setting (S100/S1100/S1200/S1300/52100/52200/S2300)
________________________________________________________

Chapter 8 Disk Array Configuration Setting
(S100/S1100/S1200/S1300/S2100/S2200/
$2300)

This chapter describes how to set the configuration of the disk array in S100/S1100/S1200/S1300/S2100/S2200/S2300. For
configuration setting in S400/S1400/S2400/S2800, refer to Chapter 7.

8.1 Binding a RANK

The RANK is bound by specifying the physical disks and the RAID type for binding RAID from the physical disks
installed on the disk array. Then, for the RANK thus bound, logical disks can be bound by binding logical disks.

When extending physical disks, logical disks can be bound for the extended physical disks in accordance with the same
procedure, thus not affecting the logical disks on other RANKSs already in use. Even when new logical disks are

additionally bound for the same RANK, they do not affect the already bound logical disks.

Regarding LD binding, selections can be made from the following configurations, thus making possible a different

configuration for each RANK.

Logical disk configuration: RAID1 (1+1)
RAID5  (2+P)/(3+P)/(4+P)/(5+P)/(6+P)/
(7+P)/(8+P)/(9+P)/(10+P)/(11+P)/
(12+P)/(13+P)/(14+P)
RAIDO  1/3/5/10/15
RAIDIO  (2+2)/(3+3)/(4+4)/(5+5)/(6+6)/(7T+T)

*  Only Windows and Solaris can specify RAID0O. However, do not use RAIDO in a highly reliable system (e.g.,

cluster environment) because RAIDO has no redundancy.
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To bind logical disks, refer to the following descriptions.
RANK Bind (8.1.1)

RANK Unbind (8.1.2)

Expanding a RANK (8.1.3)

Setting RANK Rebuild Time (8.1.4)

¥ D Individual Bind/Unbind

_ _
99|23] 02| 03| 04| 0c]oe] 07 o) 05| oo x| oc| oo ELLH
02

Figure 8-1 RANK/Spare Tab Screen
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D

8.1.1 RANK Bind

Selecting unused PDs enables this button, thus making it possible to bind RANKs. Refer to Figure 8-1 “RANK/Spare

Tab Screen”.

J tThuased) DANE (Mu
dofe-pecd
—
-

Button Enabled

Select Unused PDs.

Figure 8-2 RANK Bind

Click the [RANK Bind] button to display the following dialog.

RANK Bind E3
Please specify necessary items for RANE bind.
—Information
P Group Humber : OCh DANE Munmber : 0Zh
D Humber : 05k, 07h,08h, 05k, 0ah
— BAID Type Bebuild Time
¢ TLTD £15 PANE Pebuild Time can be
= specified{[0] will be =et by
) BeTn 1015 defanult) .
(a) (0] BLTD 10i0k) [” Specify Bebuild Time (b)
" natp (U yp} Eebmd Ud Thame (=2 ID _I; Houe[=]
) pLTD S (i iperates by the fastest)
()24

Figure 8-3 RANK Bind Confirmation Dialog

RAID types satisfying the following conditions can be specified:

o RAID type supported by the disk array
e RAID type of a RANK that can be bound with the selected number of physical disks

IV-104



Chapter 8 Disk Array Configuration Setting (S100/S1100/S1200/S1300/S2100/S2200/S2300)
i

The following message is displayed if there are no RAID types of RANKSs that can be bound with the selected

number of physical disks.
i5M |

[05257]
RA&ME can not be bound in the selected number of PDs,
The number of PDs which can bind RANE is 3,5,9 pieces,

Figure 8-4 Message if Binding a RANK is Impossible

To bind a RANK, click the [OK] button in the RANK Bind confirmation dialog box. Binding a RANK does not

take much time.

(a) and (b) in the diagram are described below.

(a) RAID Type
The selectable RAID type varies depending on the number of selected PDs.  The list is shown in Table 8-1

for your reference.

Table 8-1 Selectable RAID Types

Selected PD Count
RAID Type Target Disk 1 2 3 4 5 6 7 8 9 10 | 11 | 12 [ 13 | 14 | 15
Array
RAIDO 10010002000 V| - | N - N - - - - Y Y
RAIDI Series S B O e e e s N IR R I IR B B R
RAIDS VAV V[TV [V [TV ]A
RAIDI0 IR
V: Select enable -: Select disable

(b) Rebuild Time
Specifies the maximum time required for rebuilding the RANK. It is possible to select 0 to 24 hours as
Rebuild Time. Select 0 to perform rebuilding in the shortest amount of time. In consideration of the host
1/0 load, set a suitable value for Rebuild Time. Moreover, the time is an indication and it does not always

take the time as specified.
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8.1.2 RANK Unbind

Selecting a RANK from the PD window or the RANK window on the RANK/Spare Tab screen (Figure 8-1) enables
RANK Unbind.

J:RANK;‘Spare J Tmased) BANE (Mumber of Resources: )
JoufeheRrRs e cdofodedod | % |[o0 e soded o
|| oxpepefrkefe

Selecting a RANK Unbind Button Enabled

Figure 8-5 RANK Unbind

If LDs are already bound in the RANK to unbind, a message as follows will appear asking whether to unbind the LDs

or not.
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Confirm RANK and LD Unbinding |
Unbinding following BANE and LDs will start.

PD Group Mumber : 00k

PANE Munmber : 00k

—Logical Disk- (Muawber of LD=s - 1)
Number I 0% Type | LD Mame I

w 0053h Z00000004C7FO423EQDSS

Tnbinding PAWNE means that LDs in the PANK will
be unbound at same time.

I= it ok to unbind?

Tes Ho

Figure 8-6 RANK/LD Unbind Check

Select [Yes] to unbind the LDs and RANK.

If LDs in the RANK are in the following states, it is impossible to unbind them.
1. Managed by the Access Control (PORT Mode).

2. Managed by the Access Control (WWN Mode)

3. Pairing is performed.

Execute the unbinding after removing these conditions.
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8.1.3 Expanding a RANK

Selecting unused PDs after selecting the RAIDS RANK from the PD window or the RANK window on the
RANK/Spare Tab screen (Figure 8-1) enables the [Capacity Expansion] button.

* Only Windows and Solaris can use this function.

AANE S Epare J ITnased) PANE (MNumber of Bs
AN E:
s¢foc folos fosoa oxfocfoane| o |f o0 59]03s7] 03|

7 | ospep e ps ps

PLATNE
RANK Inbind

Unused PDs

Capacity

Expansion ri Button Enabled

Figure 8-7 Capacity Expansion

Click the [Capacity Expansion] button to display the following dialog.

Capacity Expansion |

Please specify necessary items for
capacity expansion.

—Information

P Group HNumber - 00k

DBANE Munber : 0lh

PD Numher : Odh

—Expansion Time

BANE expansion time can hbe 1
specified({[10] will be =set by
default) .

[T Specify Expansion Time }(a)

Expansict lime u:u—z4>|1|:| _lj Heouz =]

tHoiperates by Che tastestl Y,

(1) 24 |

Figure 8-8 Capacity Expansion Confirmation Dialog

Click the [OK] button to execute the capacity expansion.
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(a) Expansion Time

Specifies the maximum time required for rebuilding the RANK.
Time.

It is possible to select 0 to 24 hours as Rebuild
When 0 is specified, the rebuilding is performed at the maximum speed. Moreover, the time is an

indication and it does not always take the time as specified.

When extending multiple physical disks, extend them one by one.

Make sure that the extension of one disk has
been completed before extending the next physical disk.

When the capacity expansion is successful, end the configuration setting and check the iSM client screen until the
completion.

As shown in Figure 8-9, the expansion is completed when the display is changed from “Attn.
(expanding)” to “Ready”.

State - Storage2100/10\Logical Disk
File

Wiew Operation Help

J;X|%E@§ié’;|°“§ccess Control |AI‘.LL j
% i5M Server Mumber | 05 Tope | L ogical Disk. Wame | State | RalD | Capacit... | RPL Tyvpe
¥ Storage4100/11 &DDDeh 200000004C51 76350...  Attn.[expanding) 5 100
B@' Storage2100/10 &DDth 200000004C51 7E350... Attn.[expanding) 5 100
6} cgica sk
£y Physical Disk
B Controller

[ Enclosure

State - Storage2100/10\Logical Disk

Eile “iew Operation Help

J,Xl%g&é’;la”gccess Control |A3LL j
% iSM Server Humber | 05 Type | Logical Disk M ame | State | Rall | Capacit... | RPL Type
}_m Staraged 100411 i 000eh 200000004C5176350... Ready 5 125
E-E) Storage2100/10 £ 000tk 200000004C51 76350, Ready 5 125
61 osicai Disk
22y Physical Disk
B Controller

Figure 8-9 Capacity Expansion State
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8.1.4 Setting RANK Rebuild Time

(1) Change Rebuild Time
By Change Rebuild Time, it is possible to change the data rebuild time when the failure occurs at the RANK

selected on the RANK/Spare Tab screen (Figure 8-1).

Selecting RANKSs from the PD window or the RANK window enables [Change Rebuild Time].

I iLegendJ :RANE /S Bpare J tThuased) DANE (Mumber of Besources: Z)

o0 oot od o9 odpeefrpeps ododododad |~ [[enadorladodod
N ospepeeraks

Spars ;hzn"?'id Lebuild Start
RANK Selected Button Enabled — EE Mt Instruatiom. - -
S ime. ..

Figure 8-10 Change Rebuild Time

Click the [Change Rebuild Time] button to display the following dialog.

Change Rebuild Time |

Change the PRebuild Time.

—Information
PD Group MHumber : 00k
BANE Mumber > 01k

Bebuild Time : 10 Hour[=s]

—Bebuild Time
PANE Pebuild Time can be specified.

Bebuild Time (0-Z4) Ilj _I? Hour[=]

(0:0Operates by the fastest)

- | _. ............ EmCEl

Figure 8-11 Change Rebuild Time Setting
Changing the Rebuild Time and then clicking the [OK] button result in changing the Rebuild Time. For the

Rebuild Time, 0 to 24 hours can be selected. Select 0 to perform rebuilding in the shortest amount of time. In

consideration of the host I/0 load, set a suitable value for Rebuild Time.
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The RANK Rebuild Time is specified during RANK building. Here, considering the host I/O load, the Rebuild Time

can be changed.

(2) Rebuild Start Instruction

If one of the physical disks configuring a logical disk fails, the logical disk is placed in the Reduce state and the
RANK which includes this logical disk is also placed in the Reduce state. When the RANK is in the Reduce

state, data can be rebuilt during operations by using the [Rebuild Start Instruction].

The [Rebuild Start Instruction] button is enabled when a reduced RANK is selected in the PD window or RANK

window and when a spare disk is selected in this status.

To confirm the reduced status of a RANK, display the main screen of the iSM client.

T {Legend J:RANK,-’Spare J Tnused) DANE (Number of Resources: Z)

T e e T e P R | Py
|| ox seodod ofodled

Reducing RANK and Spare Selected Spare Fhangs Rebuild Start

Ede BElEe el Instruction
o e . -

Button Enabled

Figure 8-12 Rebuild Start Instruction
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Click the [Rebuild Start Instruction] button to display the following dialog.

Reducing RANK and Spare selected Only reducing RANK selected
Rebuild Start Instruction E
Please specify necessary items Lo startc
Bebuild.
—Information
ID Group Nuwbher : 00k
Rebuild Start Instruction BANE HNumber :  0Olh
Please specify necessary items to start Rebuild Time s 10 Hour[s]
Rebuild.
a
—Information N ( ) e - Target PD
I Group Number : 00k b I ED' Humber as hd
o ar - @ > ( ) 9 o Rebuild Instruction
" Instruction of Rebuild to
D Mumber : 07R ~ gpare Disk
Bebuild Time . 0 Hourls] 7
- —Rebuild Time
. . Bebuild time can be specified(If
—Rebuild Time
3 not, [0] will be set by default).
Bebuild Time can bhe specifiediIf (C)—><
not, [0] will be set by default). / r Specify Pebmild Time
I™ #pecify Rebuild Time L Hebusld Time (G-24) In _|: Hour [=]
Debudldl Time (O-—Zd4y ID _I: Here[=] (O:Nperates by Ghe foctbesty
VO Uperates by the fastest) J
)8 |
0E |

Figure 8-13 Rebuild Start Instruction Confirmation

Click the [OK] button to start rebuilding.

(a), (b), and (c) in the diagram are described.

(a) Information
The specified RANK and PD group are displayed.
When this dialog is output by selecting the spare, the spare for rebuilding is displayed.

(b) Target PD

When only reducing RANK is selected, it is necessary to specify the rebuild target disk.

* Rebuild Instruction
Target Disk Number contains the PD number configuring the RANK. Therefore, when the PD is
replaced with a normal PD, specify the PD number.

* Instruction of Rebuild to Spare Disk
For the Instruction of Rebuild to Spare Disks, the Spare disk is automatically determined by the disk array.
Therefore, specify the target disk number by entering the number of the failed physical disk.
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(c) Rebuild Time
Specifies the maximum time required for rebuilding the RANK. It is possible to select 0 to 24 hours as
Rebuild Time. Select 0 to perform rebuilding in the shortest amount of time. In consideration of the host
1/O load, set a suitable value for Rebuild Time. Moreover, the time is an indication and it does not always

take the time as specified.
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8.2 Method of Binding Logical Disks

To bind logical disks, refer to the following descriptions.
Binding Logical Disks (8.2.1)

Unbinding Logical Disks (8.2.2)

Setting Logical Disk Bind Time (8.2.3)

Logical Disk Batch Setting (8.2.4)

B D Individual Bind,/Unbind

R&NK/Spare LD |

— Select
Disk Array Name : SE300/0434 PL» Group Number Im"l h
LIr (Legend J:Bnund J :Free Space) (Humber of Besources: 214)
FLFTEIT J
e
DANE DZh [ [ Y L - - ...
33.2 GB -- L
DAIDD B T L ...

e L s

Change Cwnership. ..

FRTTE BT L Change Format Time. ..
5B-5 = C T ] Properties. ..
BATDE (Z4P) e 4 :
PL:05h,06h,07h _I
-
Ll Wekrdirad | LD Bind. .. | Change Ownership. .. | Change Format Time. .. |
Get Disk Array Info. | Close | Help |

Figure 8-14 LD Individual Bind/Unbind
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8.2.1 Binding Logical Disks

In this dialog, LD binding/unbinding can be performed. The operation can be performed by using the popup menu

(right-click) or the buttons on the screen after selecting a logical disk or free space of RANK on the LD Individual

Bind/Unbind screen (Figure 8-14).

Selecting a free space of RANK will enable the [LD Bind] button.

Button Ena

Unused Selected

Ooh 00dlh ooozh 0003k oadeh Trnused
oo, . |EQ0Q0QO0. . | EQQOQ0. . 200000, . |Z00000. . 4—
0 GE z0.0 GE Z0.0 GE z0.0 GE z0.0 GE 33.1 GE
bled
B : :
LI Bind. _. Chatge Owmership. .. i Change Format Time. .. |
Figure 8-15 LD Bind
Click the [LD Bind] button to display the following screen.
LD Individual Bind E

Please specify necessary items for LD bind.
—General Secting

[ o Only specify the number of LDs

[ Only specify LD Capacity

[ Specify both the number of LI=s and LI Capaciti
_ Specify the

o er of LDs | —&pecify the LD capacity
Please choose the specification method of LD capacity. If an
already LD bind is specified, the LD of the same capacity can
(a) Please specify the be bind.

tumber of LDs. LD bind capacity: 3L, 548,438, 272 Bytes
o . .

u er of LDs Specify LD capacity

LD Capacity {0.1-33_2) 33.2 T GB

(b) 4

{1-38) Il =
= . Specify the same capacity as the existing LD

K LD Humbrer I Vlh HE e e HCIE R |

(c)

(C Setup of Owmership Detailed Setup
Only if Cross Call is OFF, it i=s necessary to X
. ) The detailed setup 2 |
Detailed Setup. ..
specify the Controller of Ommership. of LD can be 2L 42
Current Cross Call : ON = Contzoller (o) performead.
\ r Controller (LY

-|7 @etting LD Type/Name:

LI type and name can be specified(It is also possible to set after binding).

If the mawber of LDs is two or more, LD Number will be added at the end of specified name

08 Type AZ -

Hame IZDDDDDDD4C?FD49E (become xxx0000}.

o | e ]

Figure 8-16 LD Bind Dialog

(d)

Clicking the [OK] button after specifying the required particulars in this screen will start the LD binding.
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(@), (b),

(c), and (d) in the screen are described as follows.

(a) General Setting

LD Setting
The number of LDs and the LD Capacity are specified here. It is also possible to specify either of them.
When only the number of LD is specified, the maximum capacity that can be created is automatically

calculated.

When only the LD Capacity is specified, the maximum number of logical disks that can be created is

calculated.

If having specified LD Capacity, you can either enter a numeric value or specify a bound logical disk.
To bind logical disks having the same capacity as for a bound one, you should select [Only specify LD
capacity]. Logical disks having the same capacity are necessary for using the data replication function*.

Clicking the [Reference] button in Figure 8-16 displays the screen below.

LD Specification Ed |

Please specify the LI of the same capacity as the LD o bind.
[T Detailed display
Not Specify Beason I Nunber I Capacity[GE] | BPATD Type I
003 fh 0. ERATDO
0040k 0.& PRATDO
0041l 0.& PRATDO
0043k 0.& PRATDO
0044l 0.& PRATDO
004 Eh 0.& PRATDO
oo0deh 0. EBATDO
004 7h 0. ERALTDO
0048h 0. ERATDO
0045k 0. ERATDO
O0&0h Ez.1 PRATDE (E+P)
00&lh EE.1 EPAIDE (zZ+P)
O00&Eh EE.1 EPAIDE (zZ+P)
00&3h 33.2 PRAIDO
00&dh 0.1 PBATDE (44P)
00L&k 0.1 PBATDE (44P)
] 54 Cancel

Figure 8-17 LD Specification Screen

The figure shows an example of binding logical disks by selecting 10 GB of free space for the RANK of RAIDS5

(3+P).

Selectin,

g a logical disk from the list makes it possible to bind another logical disk having the same capacity as

that selected one. If a logical disk cannot be selected, the “Not Specify Reason” field displays one of the

reasons:
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* Excess of capacity:
The capacity of this logical disk exceeds the free space of the RANK.
* Capacity unit disagreement:

No logical disk can be bound that will have the same capacity as this logical disk.

For detailed reasons for capacity unit disagreement or information on binding logical disks having a different
configuration from the already bound RAID configuration, refer to Appendix D “Notes on Use for Data

Replication”.

The logical disk number selection in the LD Bind dialog and the number display item in the LD specification screen

can be replaced with logical disk names. For information on the settings, refer to “Client Start/Stop” in the “User’s
Manual” or “User’s Manual (UNIX)” in accordance with the OS in use. Note that, if the detailed display is
selected for the LD specification screen, the display order of the numbers and logical disk names in the list is
changed.

*  Refer to the “Data Replication User’s Manual (Function Guide)” (IS015) for the data replication function.

(b) Setup of Ownership
At Cross Call OFF, the controller must be specified.
At Cross Call ON, this setting is disabled; however, settings are made with controller 0. For information
on the Cross Call, refer to 8.5.1 “Cross Call and Auto Assignment”. For information on the LD Ownership,

refer to 8.5.2 “Ownership”.

(c) Setting LD Type/Name
For the logical disks to be bound, it is also possible to simultaneously set its type and name.
The LD name needs to be unique in the system (no two names are allowed). Therefore, when binding two
or more logical disks, LD names consisting of a specified character string to which a sequence number is a
sequential number is added are automatically given.

Example: DiskName(0000, DiskName0001, DiskName0002 ...
The details of item are the same as (G) “Setting LD Type/Name” of 8.2.4 “Logical Disk Batch Setting”.
(d) Detailed Setup
* Start LD Number
An unused numbers following the specified LD Number is allocated. When omitted (with Start LD
Number disabled), the number immediately after the maximum among the LD Numbers in use is

allocated.

Example: The numbers allocated when LD Numbers 0, 1, 3 and 4 exist are as follows.
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Omitted: 5,6,7...
0 specified: 2,5,6...
10 specified: 10, 11, 12...

¢ Format Time
Specifies the maximum LD Format Time.
It is possible to select 0 to 24 hours as Format Time. When 0 is specified, the formatting is performed at

the maximum speed. Moreover, the time is an indication and it does not always take the time as specified.

The specified time is the standard time required. However, the actual execution time varies with the load of the

disk array.

Specify 0 to complete the LD binding at the maximum speed. If the business operation I/O is preferred, specify a

large value (such as 24) to lower the load to the Disk Array.
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8.2.2 Unbinding Logical Disks

Selecting a bound LD enables the [LD Unbind] button.

LD Selected

PANE 00k 0000k 000lh ooozh C
123.1 GB Z00000. .. z000oo. . . |Z00000. . . (Z0C
DATDE (4+P) 0.0 GB z20.0 GB 0.0 GB z2C

PL: 00k, 01k, 02k, 03h,05h

Button Enabled |— LD Unbind. .. LD Ednd. . . Chatige

Figure 8-18 LD Unbind

Click the [LD Unbind] button to display a message box as shown below.
i5M =

[25607]
Faollowing LD will be unbound,

Murnber: 0000k

05 Type

Marme @ 20000000451 7&35001E

once LD is unbound, all data will be lost.

Is it ok?

Yes

Figure 8-19 LD Unbind Confirmation Message

Select [Yes] from this screen to unbind the logical disk.

&

If the logical disks are in the following states, it is impossible to unbind them.
1. Managed by the Access Control (PORT mode).

2. Managed by the Access Control (WWN mode).

3. Pairing is performed.

Execute the unbinding after removing these conditions.
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8.2.3 Setting Logical Disk Bind Time

Changes the format time of logical disks being bound.

This setting, which acts upon the whole disk array, is unrelated to selecting a logical disk. Clicking this button

displays a dialog box as shown below, thus making it possible to change the Format Time.
Specifies the maximum required Format Time.

It is possible to select 0 to 24 hours as Format Time. When 0 is specified, the formatting is performed at the

maximum speed. Moreover, the time is an indication and it does not always take the time as specified.

Change Format Time E3

Change the Format Time of the
formatting LD. Here is to change the
Format Time of all LI* of the Disk Array
Sub=system.

Format Time

LD Format Time cah be specified.

Format Time (0-24) IlD _% Hour [s]

(0:0perates by the fastest)

Figure 8-20 Change Format Time Dialog

Specify 0 to complete the LD binding at the maximum speed. If the business operation I/O is preferred, specify a

large value (such as 24) to lower the load to the Disk Array.
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8.2.4 Logical Disk Batch Setting

All the physical disks or unused physical disks mounted on the disk array are specified and all the logical disks are
bound in the same RAID type with the same LD Capacity. Please note that when binding all physical disks, if the
required data has been stored in the operating disk array, the data recorded in all the logical disks in use is erased.
Please be careful about it.  If the data in use are necessary, select unused physical disks or bind logical disks newly

from unused physical disks through individual bind.

There are the following four logical disk configurations which can be selected.

* Highreliability: RAIDI1 (1+1) Consisting of two PDs, the RANK Capacity is the same as that of about one
PD.

» Standard: RAIDS (4+P) Consisting of five PDs, the RANK Capacity is the same as that of about four
PDs.

* Large capacity: RAIDS (6+P) Consisting of seven PDs, the RANK Capacity is the same as that of about six
PDs.

* Huge capacity: RAIDS (8+P) Consisting of nine PDs, the RANK Capacity is the same as that of about eight
PDs.

The LD Batch Binding refers to bind multiple logical disks in a batch in accordance with simple parameter instructions
such as the RAID type and the number of logical disks. The procedure and precautions for its execution are described

below.

To collectively bind logical disks, selecting all physical disks, first unbind all configurations already made.

Therefore, please note that all the RANKSs and logical disks that are already bound will be unbound.

(1) Execution procedure

The procedure for Batch Binding of logical disks is as follows. The screen transition is shown in Figure 8-21.

(i) Select the disk array from the iSM client main screen and then start [Configuration] from the menu or from

the toolbar.

(i) Click [Setting] from the “Select Operation Mode” dialog.

(iii) Click the [LD Bind] button on “Configuration- [Setting Mode]” to display the LD Batch Binding screen.
(For details of the LD Batch Binding screen, refer to 8.2.4 (5) “LD Batch Binding screen”.)

(iv) Set the necessary item on the LD Batch Binding screen and then click the [OK] button to output the LD

Batch Binding Confirmation screen. (For details of display items, refer to 8.2.4 (6) “Confirm LD Batch

Binding screen”.)
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(v) If there is no problem with the value to bind, click the [Yes] button. LD Batch Binding will start.

®FGelect Dperation Mode

Select Operation Mode Screen
~Disk Array Information

Disk Array Name : StoragezlO0/1258

~Operarion Mods
Disk Array Subsystem can be set. |

8| 57 Canfiguration- [setting Mode] Configuration-[Setting Mode] Screen _

i

W [ Disk Array Subsystes Infermation
i Disk Array Name : StorageZlO0/1ZEg

Hetting. .

T Product ID : 52100 Disk Array
RBeference. .. 8

| Serial Number - DO0O00032200125E

b

~Batch Setcing

More than one LD in the Disk Array Subsystem can
be bound collectively.

Please use it at the time of initial installation
and so on.

More than one LD or Disk Array Subsystem can be
renamed collactively.

LD Bind...

Setting Nickname. ..

Satting sbour replication can be done
collectively.

Replication Setting. ..
/>

~Indiwvi 1 Secting/Reference

LD can be bownd or unbound individually.
LD Bind/Unbind. .. | Please use it at the time of adding disk or
changing disk configuration.

LD Batch Binding LD Beich Binding Screen | -5 o vici Axsay Subsysten can be

Select
Disk Array Name : StorageZl00/1Z53 PD Group Mumber IDD I h 0 the iccessControl (WWH) frow the
kwer, the access propriety
to the LD can be set up.
~Physical Target Disk— [ BANK Information

e Cache Derciticning Fumetion. THis
divide & ceche nenory) into s
bl cew rectrict the amount of cache

Here is the information of bound RPANK according to

=1 d PD
SEEE the following settinglauto-caloulated) .

€ a1l she D Muuber of RANFs: .
barioy, for every business.
_S;tbmg gfarg [ getting RANE hemposicion and present Disk Array
o =E @ (0-13 " High Relisbility RRID1{1+1){ Large Capacity PAIDS(6+F) prmation are gotten, and it is saved
Spares -1y =
Mumber of Bound Spares: 1 ¥ Stendard RAIDS(4+P} " Huge Capacity RAIDE{S+P)

Here are LD setting items for each RANK.

Unspecified items will be calculated sutomatically. — - -
LD Batch Binding Confirmation Screen
¥ Only specify the number of LDs | IEEREER P NS ER S Bl Confirm LD Batch Binding

" Only specify LD Capacit f
¥ e il e il LD Capacicy (0.1l gpare, PANK and LD will be bound in this way.

~Setting LD ‘

~ Specify hoth the mmber of LDs

and LD Capacity 142, 805, 565| 440] B

D Group Mumber : 00k

[ Sy D Toms/mms Number of Spares -0
: : : Number of Unused PDs S 1
LD type snd neame can be specifiediIt is alsc possible
T Chel rambr e ES G e s S rrn ) G mare ), L o er ke sSdded at ke DANE Type . High Relisbility RAIDL {1+1}
ue wie 22 F] Neme [200000004C517635 Number of RANRs - n
Total BANE Capacity : 33.2 GB 435,701,915,643 Bytes)
. P Total Unused BANH Capacity : 0.0 MB (0 Bytes)
LD Capacity s 33.2 GB (35,699,818,495 Bytes)
Total Number of LDs 1
Total LD Capacity - 33.2 GB (35,699,818,496 Bytes)
Oumership - ControllerD

&ll bound Zpare, RPANK and LD will be

& maintained unbound.

It will take several minutes to hind LD_

Start Batch Binding?

Figure 8-21 Transition of LD Batch Binding Screens
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(2)

(3)

Execution conditions

When batch binding logical disks for all the physical disks, all the existing settings are unset. Therefore, if any

one of the following conditions is met, the batch binding cannot be executed.
(i) Logical disks managed by the Access Control (Port mode) are present.
(ii)) Logical disks managed by the Access Control (WWN mode) are present.
(iii) Logical disks that are set in pairs are present.

Execute the batch binding after unset the states above.

Disk relationship

When binding logical disks, it is necessary to understand the relationship between the physical disk, the RANK,
and the logical disk.

Figure 8-22 shows the relationship between the physical disk, the RANK, and the logical disk.

RAID is called RANK. The capacity of a

. . -\
Physical Disks (PDs) @ @ @ @ The unit of physical disks comprising a
g /)

RANK

Logical Disks (LDs) Ej Ej )

(4)

RANK is not a simple total of physical disk
capacities but varies with the RAID type.

'

—
~

\ N A 2% J Logical disks are bound in the RANK.
Multiple logical disks can be created in a
single RANK.

Figure 8-22 Disk Relationship Diagram

Complement

In the batch binding, it is executed from RANK Bind to LD Bind all at once. In this case, both the RANK and
the LD are bound with the same capacity. Regarding the RANK binding, four patterns based on the
combinations of the PD count and the RAID type can be specified. However, when binding through other
settings, refer to 8.2 “Method of Binding Logical Disks”.

The screen displayed when binding logical disks in a batch and the details are described below.
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LD Batch Binding screen

The LD Batch Binding screen is shown in Figure 8-23. The displays and setting items in the screen are

described below.

=¥ D Bakch Binding

(B)—»

& Upnsed kD

—Select
Disk Array Name : SZ300/0434 PI Group Number IUU "I h < (A)
—Phyzical Target Disk————— [~ PANE Information

Here is the information of bound PANE according to
the following settinglauto-calculated) .

—Setting Spare———— [ Setting PANE
Numher of
(D)—> Epares

Number of Eound Spares:

(o ) ID ._l: i High Beliability R}LIDltl+l:|r' Large Capaciig BETiE Y
o ) ceemdard DATDE (4+0) ) e, Capacity DLIDE (E+D)

o ALt e B Hunber of BANE=s : 1 }

—Setting LI
Here are LD settbing items for each PANE.
Tnspecified items will be calculated automatically.

Specify both the number of LDs
and LI' Capacity

25, 698), B15), 496 Bytes

—I_ Setting LI Type/Name
Ll Gepe andl mame aat be speaified it is also possible to st atber bindirog) .

It the mamber of Ls is twe of mere . LI Number wdll Be added) et che end of speciticed mame

nE Tape IAZ vl Name IZDDDDDDD4C?FD49E Ve come Ra T

(G)

o Only specify the pumber of LDs Nunbher of LDs (1-36) Il _:|
: : - F
. Only specify LD Capacity LD Capanits . 1—3E. 20 23 EF =i BB ( )

| 0K I Cancel Help

(A)

B

Figure 8-23 LD Batch Binding Screen

PD Group Number
The PD group of LD Batch Binding is specified here. The PD groups existing in the disk array are displayed in

the pull-down list.  Select one from the list.

The PD group refers to a management aggregate of PDs; therefore, it is impossible to form a configuration

spanning two or more PD groups. Binding logical disks shall be set within this PD group.

Physical Target Disk
Select batch binding target physical disks.

* All the PD

Batch binds all physical disks that exist in the specified PD group. Unbinds all the spares and RANKs which

have already been bound, and newly binds them.
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* Unused PD
Binds physical disks which have not configured the spare and RANK in the specified PD group. Does not
unbind spares and RANKs which have already been bound.

(C) RANK Information
The number of RANKSs to bind is displayed.
The number of displays is automatically calculated depending on the disk array setting state as well as the set

values of spares and LDs.

(D) Setting Spare
Specifies the number of spares. The set value up to twice as many as the DE count can be specified. However,
the maximum value varies with the number of spare binding target physical disks. For example, if the DE count
is 2, the specifiable range is 0 to 4 and the initial value is 2.  Since there are up to 8 spares per PD group, the

upper limit of the set value is 8 when the DE count is 4 or more.

Up to two spares can be created for a disk enclosure (DE).
DEs are physical components of the disk array on which physical disks are mounted.
When binding unused physical disks, the maximum value varies with the number of spares that have already been

bound.

(E) Setting RANK
Specifies the RAID type of the RANK to bind. This setup and the PD capacity determine the RANK capacity.

* High Reliability RAID1 (1+1): Consisting of two PDs, the RANK capacity is equivalent to that of about
one PD.

« Standard RAIDS (4+P): Consisting of five PDs, the RANK capacity is equivalent to that of about
four PDs.

* Large Capacity RAIDS5 (6+P): Consisting of seven PDs, the RANK capacity is the same as that of about
six PDs.

* Huge Capacity RAIDS5 (8+P): Consisting of nine PDs, the RANK capacity is the same as that of about
eight PDs.

Initial setting is set as “Standard RAIDS5 (4+P)”.
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®

Setting LD
Specifies the number of LDs to bind or their capacity (or both).

¢ Only specify the number of LDs
The maximum capacity that can be created is automatically calculated for the individual LD Capacity. Since,
in this case, the number of LDs to bind in a RANK is specified, the number of actually bound LDs is the
specified value multiplied by the RANK count.

* Only specify LD capacity
The maximum number that can be created is automatically calculated for the number of LDs to be bound in the
RANK. Information such as the number of LDs that are finally bound and their capacity can be checked with
8.2.4 (6) “Confirm LD Batch Binding screen” after clicking the [OK] button.

* Specify both the number of LDs and LD capacity
Any value can be set to the number of logical disks/capacity. The acceptability of the set value is verified after

the [OK] button is clicked. If the set value is in error, an error message is output.

The capacity which is entered into the input field can be used by the user. However, depending on the input
value and the RAID configuration, a capacity exceeding this value may be obtained. The reason is that, since
the minimum unit that can be bound in the case of RAID5(n+P) is 128KBxn, disks are bound in terms of
rounded-up MBs if the resulting figure cannot be divided. As the area for use in the RANK, there is not only
the capacity for use by the user but also the disk management area.

The maximum number of LDs which can be bound in the same RANK is 36.

Setting LD Type/Name

For the LDs to bind, it is possible to set their formats and names simultaneously with their binding. The LD
name needs to be unique in the system (no two names must not be the same). Therefore, when binding multiple
LDs, the LD names in which the sequential numbers are added to the specified character strings are automatically

given.

The value initially displayed in the LD name input field is 20 characters which result from adding 4 characters of
the logical disk number to 16 characters inherent to the disk array. When the logical disk name is not changed,
the above-mentioned initial value is set.

When the LD type is not changed, the LD Type is made blank.

Example: 0200200000004C518CAC0000, 200000004C518CAC0001, ...

Moreover, when the LD Type is made blank, the value set before shipment is initially displayed. The LD Type

is made blank, and “16 characters inherent to the disk array + 4 characters of the logical disk number” is set for
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the LD name.
A list of selectable LD Type is shown in Table 8-2.

The LD Type and LD name can be changed later on the main screen of the iSM client or in 7.2.4 “Renaming a

Logical Disk™.
Table 8-2 List of LD Type

LD Type Description
A2 Operating LDs by the ACOS-2 system
A4 Operating LDs by the ACOS-4 system

(If you are setting this type, ask our maintenance personnel.)

AX Operating LDs by the AIX system
CX Operating LDs by the Solaris system
LX Operating LDs by the Linux system
NX Operating LDs by the HP-UX system
WN Operating LDs by the Windows system

&

3. On the ACOS-4 system, make sure that the LD name matches the LD identifier name on the host.

1. LD name which do not abide by the following regulations cannot be set.
* Number of available characters: 1 to 24 characters
 Available characters: Alphabet: AtoZ (atoz)
* Upper- and lower-case characters are distinguished.
Numerals: 0to9
Underbar: -
Slash: /
* All the characters must be 1-byte characters.
2. Ifthis set value is in error, the same LD name as when this setting is omitted is given.
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(6) Confirm LD Batch Binding screen

Click the [OK] button after entering the required parameters into the LD Batch Bind screen described in (5) to

display the confirmation screen shown in Figure §-24.

If there are no problems with the setting information on batch binding, click [Yes]. The RANK and LD binding

will start.

Confirm LD Batch Binding E |

Spare, BANE and LD will be bound in this way.
PI Group Mumber : 00k
(A) MNunber of Spares - o
Mumber of Thuased PDs - o
DANE Type : High Beliakility BAID1 (1+1)
Nunmher of RANEs 1
B
( ) Total BANE Capacity : 33.Z GE (3E5,701,91E5,648 Bytes)
Total Tnused BANE Capacity : 0.0 MEB (0 Bytes)
LI Capacity : 33.EZ GB (35,6599,81%8,495 Bytes)
(C) Total Number of LDs -1
Total LD Capacity : 33.E GB (35,8959 ,81%,495 Bytes)
(D) Ommership : Controllerd
411 bound Spare, BANE and LD will be
& maintained unhound.
It will take several minates to bind LD.
Start Batch Binding?
Tes

Figure 8-24 Confirm LD Batch Binding Screen
(A) Information About PD
* PD Group Number: PD group number to bind
* Number of Spares: (total) Number of spares to bind

* Number of Unused PDs: Number of PDs unused for binding

For batch binding, the number of PDs for RANK Bind is any of 2, 5, 7, and 9. Therefore, depending on
specifying the physical configuration and “Setting RANK”, “Unused PD” may be present.
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Example: In the event of a single DE with 15 PDs in the DE, these values are as shown in the table below.

Table 8-3 Number of Unused PDs

RANK Setting Number of Spares | Number of Created RANKSs | Number of Unused PDs
High Reliability RAID1 (1+1) 1 7 0
Standard RAIDS (4+P) 1 2 4
Standard RAIDS5 (4+P) 2 2 3

(B) Information About RANK

* RANK Type: RAID type and the number of PDs which bind the RANK
High reliability =~ RAID1 (1+1):  Mirroring configuration based on two PDs
Standard RAIDS (4+P):  Striping configuration based on five PDs
Large capacity  RAIDS (6+P):  Striping configuration based on seven PDs
Huge capacity =~ RAIDS (8+P):  Striping configuration based on nine PDs

* Number of RANKs: Number of RANKSs to bind

* Total RANK Capacity: Total capacity of RANKSs to bind

* Total Unused RANK Capacity: Capacity of the free space for LD Binding in the RANK to bind. If the LD

Capacity is automatically calculated, it is basically 0 here.

(C) Information About LD
¢ LD Capacity: Capacity of a single LD to bind
* Total Number of LDs:  Total number of LDs to bind
Not the number of LDs per RANK but the total number of LDs to bind
e Total LD Capacity: Total capacity of all the LDs to bind
LD Capacity x Total Number of LDs = Total LD Capacity

(D) Information About LD Ownership
The ownership of the LDs to bind is displayed. Fixed to controller 0.

The Ownership is valid only when Cross Call is OFF. To set the LD Ownership to controller 1 when Cross Call is
ON, use “Change Ownership” after binding or specify the controller on “Individual Bind of LD” and perform
binding.
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(7) Result screen

When LD Batch Binding is completed successfully, a message box as shown below appears.

iSM ]

[0R401]
LD Bind iz completed successfully.

Figure 8-25 Success Message Box

“Bind” here means that LD binding started successfully. Check the LD state for information by using the main

screen of the iSM client to see if the actual binding is completed or not.

Immediately after the binding is started, “Attn.(formatting)” appears as shown in Figure §-26.

State - Storage2100/10%Logical Disk
FEile “iew Operation Help

J/ X|%E@§'{é‘§|° Jéccess Control |AALL

-

I',% iSM Server Humber I 05 T_l,lpel Logical Disk Mame I State I RalD I Capacit... I RPL Type
}_E Storage4 10011 &DDDeh L¥ 200000004C51 76350, Atn.[formatting] 100 00h-00h
B@ Storage2100/10 &Dﬂﬂfh M 200000004C5176350... At [formatting] 100 00h-00k
L) cocai b

2y Phsical Disk

: Controller
- [ Enclasure
(+-[Bf Storage2s00{1005

Figure 8-26 LD Formatting Screen

&

performed again without waiting for completion of an error binding.

Even during LD formatting, it is possible to unbind LDs. Therefore, even after LD Batch Binding can be

Logical Disk Bind Time”.
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When LD Batch Binding fails, a message box appears as shown below.
iSM |

Q [05001]
LD Bind failed.

Figure 8-27 Failure Message Box

Possible causes of an LD batch binding failure may be a communication error between the iSM server and the
iSM client, a problem in the disk array, and so forth. When there is a communication error, the binding
instruction may have been correct; therefore, reconnect the iSM client and check the state. If the disk array is in
error, the failure factor is recorded in the application log of the iSM server. In this case, take appropriate

measures while referring to the application log of the iSM server and then re-execute the binding.
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8.3 Binding a Spare

To bind spares, refer to the following descriptions.
Spare Bind (8.3.1)
Spare Unbind (8.3.2)

Spare Rebuilding Mode (8.3.3)

¥ | Individual Bind,/Unbind

RAME /Spare | |

—Select
Disk Array Name : S2Z300/0434 PD Group MNumber IUU 'I h
K] {Legend J:PJ&I\]R,-"Spare J Thused) PANE (Nuwmber of Besources: 7)
00 o0]01foz] 0sfoq oefoe] o7foef osfod oxfododfe TR 100 o0d|oy =
Eind
|1 f e 0z ﬂ
RAMNK Bind. .. Leebrdzeel 03 ﬂ
sk ntimd ]
s Bxpn 04 o9 0¢] o7
T | | B A [ CEp Ry
— 5nene o || 05 85 9d0v] oq o i
- e - -
Smate URtind.. . —_—llna nal —I
p . 53 ZE
Febuild Start Instrckion.. Bl:.:;e Re]::.::?id Debudld Start
iEhamme Retuild Tirme... . Time Instruction. ..
Unselect. .. Spare (Humber of PBesources: 0)
) Spare
Propetties, .. Unbind
GE'; DlSk lrrs? Iﬂfo- _. .................. I::L‘:‘SE\I EElp

Figure 8-28 RANK/Spare Tab Screen Menu and Buttons
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8.3.1 Spare Bind

On the RANK/Spare Tab screen (Figure 8-28), spare can be bound/unbound by using the popup menu (right-click) or
the buttons on the screen after selecting PDs and RANKs, etc.

Selecting only a single unused PD enables this button, thus making it possible to bind a spare.

I [Legend __J:RANK!Spare __J:Unused)

oo el o] oo o oo el ododlad | | %

| Spare
) , Bind €~ | Button Enabled
Select Only a Single Unused Disk. -

Figure 8-29 Spare Bind

Click the [Spare Bind] button to display a message as follows.

iSM =

[05411]
Bind Spare at PO Dah.

Figure 8-30 Spare Bind Confirmation

Select [Yes] to bind a spare.
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8.3.2 Spare Unbind

Select Spare on the RANK/Spare Tab screen (Figure 8-28) to enable [Spare Unbind].

Spare (Mumher of Besources: 2}

E‘i Spare Selected

Button Enabled

Figure 8-31 Spare Unbind

Click the [Spare Unbind] button to display a message as shown below.
isM IE!'

[05215]
Following Spare will be unbound.

PO Mumber:006-0ehb

Is it okr

Yes

Figure 8-32 Spare Unbind Confirmation

Select [Yes] to unbind the spare.
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8.3.3 Spare Rebuilding Mode

(1) Special screen

The screen shown below (Configuration setting menu — Setting Disk Array — Special) can be used to set the

spare rebuilding mode.

You can also make various settings by activating each checkbox (such as Cross Call, Spare, and Expand LUN) to
enable them and then clicking the [Apply] button at lower right. Moreover, immediately after the screen has
been displayed or after the setting has been made, current settings for the disk array are activated through radio

buttons.

For S400/S1400/S2400/S2800 disk array, refer to Figure 8-34.

|?_:::--l"ﬂSetl:im;; Disk Array B3

Nicknamel F'Iath:nrml Netwurkl License Special |

—|7 Cross Call
0+ oN f-' OFF Set Cross Call
(A) At Assdoranerts
r" L LA H=e alternate pabtl whern eEralE GEEuEs.
o [EE (IO o et wse albernate) path mhen eErcE GeEuEs.
—F Spare
(B) { " Auto Repair (¥ Manually Pepair Mode for repairing Spare
—J¥ Expand LUN
Port X ar IDDh—DDh _I Mode for expanding the number of LDs
(C) for selected port
" OH{Enahle) % OFF(Disahle)
D Change Time. .. | wilsz ARECy BHSSTEEEM 2004/07727 L15-46:30
( ) = DateaTime
(E) { Get Log. .. | Get Disk Array Subsystem Internal Log.
Apply
et BASE fen Tt | |Close| — |

Figure 8-33  Special Screen
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'EE]SE&ing Disk Array

Figure 8-34  Special Screen (S400/S1400/S2400/S2800)

(A) Cross Call
Refer to 8.5.1 "Cross Call and Auto Assignment".

(B) Spare
Can set the data rebuild operation when one of the physical disks configuring logical disks fails.

* Auto Repair: The repair operation is automatically started when unused spare disks exist.

* Manually Repair:  Placed in the rebuild wait state without automatically performing repair operations.

When placed in the rebuild wait state, the repair start instruction can be given on the RANK/Spare Screen.

(C) Expand LUN
Referto 0"
Expand LUN".

(D) Change Time
Refer to 9.5 "Setting Disk Array Time".

(E) GetLog
Refer to 9.6 "Getting Log in the Disk Array".
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Even when Manually Repair is set during repair operation, the repair operation is not stopped. The setting applies
only from the next repair operation.
Even when Auto Repair is set in the rebuild wait state, the repair operation does not start. The setting applies only

from the next repair operation.
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8.4 Setting the Port

8.4.1 Expand LUN

When connecting to HP-UX, it is possible to expand the number of logical disks which can be detected from the OS in

terms of each port.

Select the Port Number from the pull-down menu on the Special screen in Figure 8-33 and then select ON or OFF from
the radio button located below to be able to set them by clicking the [Apply] button at lower right.

The Port Number is represented in terms of the “directory number - port number”.

As a result of changing this setting, the disk array may stop being accessible from OS. Careful attention needs to be

directed in changing the setting. For details, refer to the disk array user’s manual.
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8.5 Special Settings

To make special settings, refer to the following descriptions.
Cross Call and Auto Assignment (8.5.1)

Ownership (8.5.2)

|?_:’Z=]5|=_-ttin|;| Disk Array

Figure 8-35 When Selecting the [Special] Tab on the Setting Disk Array Screen
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8.5.1 Cross Call and Auto Assignment

Can set Cross Call function ON/OFF.
* Cross Call ON state
This can be set when two controllers exist. In this state, all the logical disks can be accessed from the two

controllers. The Auto Assignment function is disabled.

* (Cross Call OFF state

Refers to the disk array’s initial state. The logical disk can be accessed only from the controller which has the

Ownership.

In this case, it becomes possible to set the Auto Assignment function.

* Auto Assignment function

Enabled when two controllers are available. The purpose of this function is automatically switching to the access

to another controller when the primary controller goes down.

When the Cross Call is set to OFF, there may exist logical disks which can no longer be accessible from OS,

according to the Ownership and the connected controller. In this case, please change the Ownership.
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8.5.2 Ownership

On the LD Individual Bind/Unbind screen (Figure 8-14), LD binding/unbinding can be performed. The operation can
be performed by using the popup menu (right-click) or the buttons on the screen after selecting a logical disk or free
space of RANK.

Changes the LD Ownership.

When a logical disk exists in the selected PD group, clicking this button displays the dialog shown in the figure below,

making it possible to change the ownership.

When selecting multiple logical disks, perform operation as described below.

Select continuous logical disks:

Select an Individual logical disk:

[T 211 the LD

Select the first and the last logical disks while holding down the Shift key.

Select a logical disk while holding down the Ctrl key.

Change Ownerzhip E

Cross Call :

—Cross Call Setcting States

oN

Hunber I Type ILD Hame I Owmership I
0000k Z00000004C5176350000 ControllerO
0001k Z00000004C5176350001 ControllerO
0oozh Z00000004C5176350002 ControllerO
0003k Z00000004C5176350003 ControllerO
0007k Z00000004C5176350007 ControllerO
0002k E00O00004CEL?E2E0008 ControllerO
0005k Z00000004C5176350005 ControllerO
000ah Z00000004C5176350004 ControllerO
000bh Z00000004C517635000E ControllerO
000ch Z00000004C517635000C ControllerO
000dh Z00000004C5176350000 ControllerO

—Specify Ommership

|_ Controller (0}

|_ Controlleril)

Apply
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The display order of the numbers and logical disk names in the list can be changed. For information on the
settings, refer to “Client Start/Stop” in the “User’s Manual” or “User’s Manual (UNIX)” in accordance with the OS

in use.
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8.6 Explanation of Configuration Setting
Screen

Bind or unbind LDs or RANKSs individually in accordance with the following procedure.
On S400/S1400/S2400/S2800 disk array, refer to 7.4 “Explanation of Configuration Setting Screen”.
(1) Click “LD Bind/Unbind” from the “Configuration- [Setting Mode]” screen.

(2) RANK Binding or settings related to Spare disks are performed by selecting “RANK/Spare” with a tab (refer to
8.6.1 “RANK/Spare Screen” for details).

(3) Settings for LD bind/unbind are performed by selecting “LD” with a tab (refer to 8.6.2 “Logical Disk Screen” for
details).

When binding logical disks having the same capacity as an already bound logical disk for such a purpose as

replication, refer to Appendix D “Notes on Use for Data Replication”.
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8.6.1 RANKI/Spare Screen

(1) Description

The RANK/Spare screen, which is shown in Figure 8-37, describes the content based on its encircled numbers.

Refer to (2) “Operation” to know how to operate the screen.

8| b Individual Bind,/Unbind

RAMK./Spare | |

— Select
Disk Array Name : StorageZl00f10 PI Group Humber IDD 'I h 4'_ (A)
D [ Legernd J:R.i&NK,-’Spare J cTused) PANE (Number of Resources: 1)
BN
(oo o oo 2f o] o] oefoo]oefacfoefoefocfofd | T oo sofosfsefssfss| =)
BETTE:
Unbind > (C)
CEp ety
(B) Enpensicom e
=V
SHETE Clhiarioe .
Eind Zebuild sabulld doacc
- . Instraction. - .
Time. - o
Spare (Mumber of Besources: 1)
Spare
Ttk ditad
\ | o o

Get Disk Array Info. /l

Help |

|
I
(E) .
Figure 8-37 RANK/Spare Screen

(A) PD Group Number
The PD group for performing the RANK/Spare Bind/Unbind is specified here. The PD groups existing in the

disk array are displayed in the pull-down list; select one from among them.

The PD group refers to a management aggregate of PDs; therefore, it is impossible to form a configuration

spanning two or more PD groups. RANK/Spare Bind/Unbind shall be set within this PD group.
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(B) PD window
PDs existing in the selected PD group are displayed in terms of each DE. For details of the display, refer to the

diagram below.

PD Number

Unused PDs

/

——
oo sfufe o iff] oo

—

DE Number Used PDs

Figure 8-38 PD Window

(C) RANK window
RANKSs bound within the PD group are displayed.

For details of the display, refer to the diagram below. Total Number of RANK in

/ PD Group

BAMNE (Numbher of BResources: Z)

Physical Disks
RANK Number ad ﬂﬂﬂﬂ s Configuring RANK

> o1 dofed oo

Figure 8-39 RANK Window

(D) Spare window
Spare disks bound within the selected PD group are displayed.

For details of the display, refer to the diagram below.

Spare (Mamher of Besources: 1)

‘ 0z <« Spare Disk Number

Figure 8-40 Spare Window
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(E) Shape of selected button
PDs and RANKSs are displayed with button shapes. Select/Deselect are performed by clicking the relevant
buttons. The selected state has the concave shape, whereas the deselected state is the convex shape. These are
alternated by clicking the left button of the mouse. Clicking again on what is already selected will change it to

Deselect (or vice versa).
The states of RANKSs and unused PDs are as follows.

* Select an unused PD when a RANK is already selected. — Both the RANK and the unused PD are placed in the

selected state.

P (Legend J:RM-]K!Spare |:T_Tnuse-:1:| BANE (Numbher of Resources: Z)

oofoa o e s o g o o el o] oo o oo ool e afea
ox o5 od orfod o
L

P (Legend J:RP.I-TK,-’Spare |:T_Tnused:| BANE (Number of Resources: Z)

o0 oz o s o o 7 o o4 P oo od oo i e s
or oqod o7 oo

Figure 8-41 RANKSs and Unused PDs

* Select another unused PD when an unused PD is already selected. — Multiple unused PDs are placed in the

selected state.

P (Legend J:RAI-J'K,-"Spare J tThased)

T P e P e )
L

P (Legend J:RAI-]K,-’Spare J tUrnused)

o0 o ood o900 o oo o - P odos

L=

L=

Figure 8-42 Multiple Unused PDs
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(2) Operation
In this dialog, RANK Bind/unbind can be performed by using the popup menu of the right button or the buttons

on the screen after selecting PDs and RANKSs, etc.  The encircled alphabets on the screen are described.

BFLD Individual Bind/Unbind I

FA&NE /S pare | |

—Select
Lisk Array MName : StoragezlO0s10 PI Group Mumber Im 'I h
I (Legend J:RM-JK;’Spare J Thmuased) DANE (Mumber of RBesources: ZI

o0 o ood oo oo odod 2 oo adofododod
ol d o] o i

(" RAMNKEind... EANE
R Wi Uizl
Eapatily EEpanSi G .
< Spare Bind... ;E'PE‘Ci'f'Y
Spatelntind ZEpARSLIEn
HE |3 S I ShrIGhi Ty
o Spare Clhiarioge Pebuild Srare
\{  Efianne Rebuid Tires.. Bind P b grar
Time. . Instruataor. - -

nselect, ..
/ Properties. .. Fm—— Spare (Mumker of Pesources: Z)
/ I S | IEEE

/ ‘ | o
(A)
(B) Get Disk Array Info. | Close I Help
f
(€)

Popup Menu

Figure 8-43 RANK/Spare Tab Screen Menu and Buttons

(A) Unselect
Deselects the selected RANKSs, unused PDs or Spares.
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(B) Properties
The properties of selected RANKSs, unused PDs and Spares are displayed as shown below.

RANK Properties

RAHK
[ oon-oom

BATD Type : BAIDE (44P)

BANE Capacity : 133.1 GBE
142,971,764 726 Bytes

LD Bind : Bound

PD Properties E2 PD Properties E2

p p
00h-0bh O0kh-0eh

I Capacity : 33.Z GB I Capacitcy : 33.Z GE
35,742 ,810,11Z Ewytes 35,747 ,810,117 Bytes
Classification : Not Set Classification : Spare

Figure 8-44 RANK/PD/Spare Properties
(C) [Get Disk Array Info.]

This button is used to read the current values which are set in the disk array. In the event of communication

errors or some changes in the disk array, this button can be used to update the information.
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(1) Description

The LD screen is shown in Figure 8-45.

how to manipulate the screen, refer to (2) “Operation”.

m',j LD Individual Bind/Unbind

Ra&ME/Spare LD

Chapter 8 Disk Array Configuration Setting (S100/S1100/S1200/S1300/S2100/S2200/S2300)
i

The encircled alphabets in the screen are described below. To know

— Select
Disgk Array MName : Storagedl00 PD Group MNunber Im'l |“'|+
LD (Legend J:Bou.nd J :Frees Space) (Mumher of Rasources: Z1)
DANE 00k 0000kR 000lh 000Zkh 0003h 0004k 000Eh nluful=y
33.2 GB Z00000. . Z00000. . . [200000. . . [Z00000., . _[E00000. . .[200000. . .[Z00000. ..
RATD] (1+1) 4.7 GBE 4.7 GE 4.7 GB 4.7 GB 4.7 GBE 4.7 GB 4.7 GE
PD:00h,01h
RANE Olh 0000k 0001k 0007h 0008k 0005k 000sh 000bh
2.2 GE Z00000. - . 200000, . [E00000. . [Z00000. _ _[E00000. . (|200000. _ . [E00000. - .
BATD] (1+1) 4.7 GB 4.7 GB 4.7 GB 4.7 GB 4.7 GB 4.7 GE 4.7 GE
PL:0Zh,03h
DANE 0k 000ch 000dh 000eh 000 fh 001l0h 00llh O0lzZh
3.2 GE Z00000. . _|Z00000. . (200000, . _|200000. . . (200000, _ _|Z00000. . (200000 _ .
FAID] (1+1) 4.7 GB 4.7 GB 4.7 GB 4.7 GB 4.7 GB 4.7 GB 4.7 GB
PD:04h,05h
LIy Oeddied. - - | LDy Biidl - - | Change, Ounership. - - | Charige Format Tome. o |

(A)

Get Disk Array Info. |

Close |

Help |

Figure 8-45 LD Screen

(A) PD Group Number

The PD group for performing the LD bind/unbind is specified here.

displayed in the pull-down list; select one from among them.

The PD groups existing in the disk array are

The PD group refers to a management aggregate of PDs; therefore, it is impossible to form a configuration

spanning two or more PD groups.
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(B) LD window
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RANKSs existing in the selected PD group and the LDs bound in the RANK are displayed. For details of the

display, refer to the diagram below.

RANK Number

RANK Capacity

Logical Disks

L

/ RAIDS (4+P)| 80GR |80GE | soge | 105GB

T RANE 00k 0000k ( QO01h | 000Z2h Unusil~ Unused Area in RANK

665 GB — 20000... | 20000... {20000...

PD:00h,01h,02h,03h,05h -

RANK’s RAID Type

Physical Disks
Configuring RANK

LD Number
LD Name
LD Capacity
EANE 00k o000k 0001k )
3.7 GE zooono. .. zooooo._ . F »| Multiple RANKs
BAIDL (1+1) 4.7 GE 4.7 GB
PD: 00k, 01k
LANE Olh 0000k 000lh
33.%Z GBE F00000 . . 200000, . |2
BAIDL (141} 4.7 GE 4.7 GBE —| RANK Partition Capacity
PD:02h, 03h

Because LDs are spanning two or more PD groups, if any one of those is selected,

the RANK partitions which configure the LDs are simultaneously selected.

Figure 8-46 LD Window

Selecting a logical disk and then displaying the properties will result in outputting the detailed information.

details of the display, refer to (A) “Properties” of (2) “Operation”.
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(2) Operation
In this dialog, LD binding/unbinding can be performed. The operation can be performed by using the popup
menu (right-click) or the buttons on the screen after selecting a logical disk or free space of RANK. The

encircled alphabets in the screen are described below.

B¥| b Individual Bind/Unbind

RAME/Spae LD

— Select
Disk Array Name : Storagezl00f1Z58 Il Group Number val h
LD [ Legend J:Bound J :Free Space) (Hunber of Besources: 120)

R e e e e asetesestiel

PD: 00k, 0Lk, 02h, 03k

BANE Olh SR I 5 I ) I I - O0ech | O0edh | O0seh | O0e=fh
53.8 GB i I I L I . .| ¥&_MNET | qp00ED | gp00EE | gpO0EF
PAIDE (2+Py -+ L L L L L L4 -|15.8 GB(15.&8 CGE[15.3 GE|15.8 GH =
PD:04h,05h, 06k, 07h
DANE 0Zh LSRR 1/ B (1 BRI SRR I DS I St I Py o I ) S () (SO ) B [ Unused|
56.5 GB BB R R BB BB e ] P LD Bind. ..
PAIDS (2+P) 5...|5...]5...[5...|5 e e e o e o e 1. LD Urkind. ..
PD:08h, 0%, 0ah
Change Cwnership...
5 1 S N A A — Change Format Time. .
LI Wabirad. - - | LDy Birmd. .. | Change Owmership... | Changes Fo Properties...
X ! (A)

Get Disk Array Info. | Close | Help |

I

(B) Popup Menu

Figure 8-47 LD Individual Bind/Unbind
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(A) Properties

Select a logical disk to display its properties. A dialog box as shown below will appear.

LD Properties E
i
Nx_Zerwver
LD Humher : 0000k
08 Type : NH
LI Capacity : 3E.Z GE

35,740,712,960 Bytes

PI Group Humber: 00k

DANE Number : 00k

BATD Type : BATD1 (141

Figure 8-48 LD Properties
(B) [Get Disk Array Info.]

This button is used to read the current values which are set in the disk array. In the event of communication

errors or some changes in the disk array, this button can be used to update the information.
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Chapter 9 Configuration Setting (Common to All
Units)

This chapter describes configuration settings common to all units.

9.1 Nickname Setting

In this section, nicknames are given and settings affecting the entire disk array, etc. Can be performed with regard to

the disk array.

The Nickname screen appears by clicking the [Setting Disk Array] button of the “Configuration - [Setting Mode]”
screen. (The disk array name, port name, and logical disk name can also be changed on the main screen of the iSM
client though this section describes the method using the configuration setting screen. For the method using the main

screen, refer to the "User's Manual" or "User's Manual (UNIX)".)

The screen contains five tabs, [Nickname], [Platform], [Network], [License], and [Special]. This section describes

usage of the [Nickname] tab.

Note that some tabs may not be displayed because the support function varies depending on the disk array series. For

information on differences in supported functions between the disk array series products, refer to 6.1 “Parameters”.
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9.1.1 Setting a Disk Array Name

(1) Nickname screen
The screen below (Configuration setting menu — Setting Disk Array — Nickname) can change the disk array

name and the port name.

EﬁSetting Disk Array E

Micknarne | Platforml Networkl Licensel Speciall

—Disk Array Subsystem Information

Product ID Storage SEZ200

(A)

Serial Humber - 00000009Z92000Z1

—8etting Disk Array Name

Disk Array Name s2gs00/0021

| (B)
New Disk Array Name : | Apply

—8etting Port Name

Port Numher 2 IDDh—DDh j

Port Hame : |p0n'r_'r1:s‘r_ooz ©)

Hew Port Name : | Apply |

Get Disk Array Info. Closze Help |

Figure 9-1 Nickname Screen

(A) Disk Array Subsystem Information
Product ID: The disk array’s product ID is displayed.

Serial Number: The disk array serial number is displayed.

(B) Setting Disk Array Name
Disk Array Name: The current disk array name is displayed.

New Disk Array Name:  Refers to the field for entering the disk array name to change.

(C) Setting Port Name
Refer to 9.1.2 "Setting a Port Name".
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Enter a new name into the [New Disk Array Name] and then click the [Apply] button to output a message as

shown below to change the disk array name.
i5M ]|

[05470-00]
Setting was completed.

Figure 9-2  Setting Disk Array Name Success Screen

* All the characters must be 1-byte characters.

Unless the disk array name and the port name to enter abide by the rules below, settings cannot be made.
Number of available characters: 1 to 32 characters
Available characters: Alphabet: AtoZ (atoz)
* Upper- and lower-case characters are distinguished.
Numerals: 0to9
Underbar:
Slash: /
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9.1.2 Setting a Port Name

(1) Nickname screen

The Nickname screen, which is as shown below, can change the disk array name and the port name.

EﬁSetting Disk Array E

Micknarne | Platforml Networkl Licensel Speciall

—Disk Array Subsystem Information

Product ID ;. Storage 52300 (A)
Serial Humber 00000009Z33000Z1
—8etting Disk Array Name
S2s00/0021

Disk Array Name H
New Disk Array Name : I Apply | ( )

—8etting Port Name

Dort Number : IDDh—DDh =l

Port Name : IPDRT_TEST_DDZ (C)

New Port Name : I Apply |

Get Disk Array Info. Closze Help |

Figure 9-3 Nickname Screen

(A) Disk Array Subsystem Information
Refer to 9.1.1 "Setting a Disk Array Name".

(B) Setting Disk Array Name
Refer to 9.1.1 "Setting a Disk Array Name".

(C) Setting Port Name
Port Number: The port existing in the disk array is output to the pull-down menu. Only the port for the
host can have a name specified. The port number list shows only the port number of the
port for the host subordinate to Host Director.
The displayed format is the “director number - port number (port name)”.
Port Name Displays the current port name of the port selected for “Port Number”.

New Port Name  Refers to the field for entering the port name to change.
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Enter a new name and then click the [Apply] button with regard to the port selected from the Port Number to

output a message as shown below to change the port name.
i5M E!'

[05470-01]
Setting was completed.

Figure 9-4  Setting Port Name Success Screen

* All the characters must be 1-byte characters.

Unless the disk array name and the port name to enter abide by the rules below, settings cannot be made.
Number of available characters: 1 to 32 characters
Available characters: Alphabet: AtoZ (atoz)
* Upper- and lower-case characters are distinguished.
Numerals: 0to9
Underbar:
Slash: /

9.1.3 Renaming a Pool

The pool can be renamed on the "LD Individual Bind/Unbind" screen. Refer to 7.1.4 "Renaming a Pool".

9.1.4 Renaming a Logical Disk

The logical disk can be renamed on the "LD Individual Bind/Unbind" screen. Refer to 7.2.4 "Renaming a Logical
Disk".
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9.1.5 Nickname Batch Setting

Nickname Batch Setting refers to name batch setting (disk array name, port name, LD type/name) based on the

definition file.

(1) Execution procedure

Perform the name batch setting (disk array name, port name, LD type/name) based on the definition file in

accordance with the following procedure.

(A) Click the [Setting Nickname] button from the “Configuration- [Setting Mode]” to display the Nickname
Batch Setting dialog.

(B) When making settings based on the user definition file, select [Read from text file] and then select any file
from the dialog that opens up to read files. For information on formatting the user definition file for batch
setting, refer to (a) “Formatting the user definition file”. The settings can be made without reading the user
definition file, by entering them directly in the edit box. In that case, enter the settings in accordance with
the file format description example. Note that each line of such a description must begin with a «,”.

(C) After file reading, the data that has been read appears in the edit box. Modification, if necessary, can be
made on this screen.

The format which appears in the edit box comes with “,” at the head of the file records that are read. Make

sure to keep this because it is used as the state area for storing individual set results to be described later.

(D) If the check box for [Execute From Cursor Line] is activated, execute the setting from the cursor line in the

edit box.

Nickname Batch Setting is executed from the key information of the disk array which comes after the cursor line.

The lines above the key information of the disk array cannot identify the disk array and are therefore not executed.

(E) After content verification, click [Set disk array].

(F) Individual set results (see below) are displayed in the state area. If in error, take measures appropriate to

the displayed content.

success: Execution results are normal.

success (already): Execution results are normal (Already set to the same name)
failure (invalid): Parameter error

failure (i/o error): Access error

failure (same name): The same name exists.

failure (RPL pair): Format change of LDs for which replication pairs are set
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failure (busy): Executing other processing

failure (communication): Communication error

failure (protected): ACOS-4 resource protection error

failure (SDV): Format setting of a snapshot data volume

failure (BV/SV/LV): Format change of BV, SV, or LV

failure (RPL Port): Setting of the replication port

failure (nnh): Other error(s) (nn: Internal error code)
If “failure (communication)” or “failure (nnh)” is displayed in the batch setting process, error may have been
detected after I/O to/from the disk array is ended. Check the iSM client’s main screen to see if settings have been
made for the disk array or not.

(1) For information on the ACOS-4 resource protection error, refer to Appendix G “ACOS-4 Resource Operation
Guard”.
(2) SDV, BV, SV, and LV are volumes used for snapshots. For information about these volumes, refer to the

“Snapshot User's Manual (Function Guide)” (IS030).

(G) By clicking the [Extract Error Line] button after completing the process, only the settings in error are

extracted in the edit box.
(H) In the event of saving the definition file, select [Save As] from the dialog and then save it by specifying any

file name from the save dialog.

Output to a file can be made except the state area at the head of the record
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¥ Mickname Batch Setting x|

Bead from text file. .. |

=

Extract Error Line

Sawe As. .. |

" o

I_ Execute From Cursor Line

Figure 9-5 Nickname Batch Setting Dialog

IV-160



Chapter 9 Configuration Setting (Common to All Units)

9.2 Platform

The screen shown below (Configuration setting menu — Setting Disk Array — Platform) can be used to change the

platform settings of the port.

l?_i—-i"]szl:l:inu_:; Disk Array E3 |

Mickname Platform |Netwu:urk| Licensel Speciall

[ 411 the Port

Port Humber I Port Name | Platform I Hode I —Setting States

00h-00kh PORT_TEST_0O021 IF T

00h-01h 0244 /Port/00_01 WH Wy Cross Call - OW

01lh-00h 0Z44/Port/01_0O0 T T

0lh-0lh 0Z4d/Porcys01_0O1 LF TIIE Access : OH
Control

—Bpecify Platform

Platform I v|

Eppliny |

Get Disk Array Info. Close Help

Figure 9-6  Setting Disk Array Dialog Box (With [Platform] Tab)
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(1) Platform screen

The “Platform” pull-down menu displays a list of platforms that can be set for the disk array.

If a platform, which cannot be set for the target disk array, is specified, the system displays the following message

and prompts you to enter a registered platform.

iSM ]|

[05295]
Please specify the supparted Platform,

Figure 9-7 Message for Specification of Unsupported Platform

The initial value of the “Platform” pull-down menu is blank. If the [Apply] button is clicked in blank state, the

system displays the following message and prompts you to specify a platform.

iSM IEI|

[05296]
Flease specify the Platfarm,

Figure 9-8 Message for No Specification of Platform

Up to two characters can be entered for the “Platform” pull-down menu.
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9.3 Network

The screen shown below (Configuration setting menu — Setting Disk Array — Network) can be used to make various
network settings

|?_EEISF_I:I:inu; Disk Array

Nicknamel Platform ~ Metwark |Licen$e| Speciall

Choose the serwvice processor hnumher

Copy the network setup informatiomn——
to set up.

Copy the network setup information

serwvice processor Iﬁw of the service processor. >(4)
- -
number h

LCopy. .- . |

—Set up Disk Array TCPYIP Information
Set up IP Address of the Disk Array. Changing IP Address used for current
control path will rewrite configuration file of i8M serwer auntomatically.
e : I 17z .28 .1l . a8
>
Subnet Mask . |255 _25E . 255 . 128
Gateway Address : I 172 . g8 .11 .1lEse
—Eet up SCEI Socket
Set SCEI Socket d of the Disk 4 -
Set up 08I Socket. .. | et up ocket quard o s Dis rray @
—Set up SNMP
Set up SNME. . | Set up EMMP information of the Disk Array. (3)

After applying a setup of a [Hetwork] tab, it
i= reflected to a Disk Array. Apply

Get Disk Array Info. Claose Help |

Figure 9-9 Setting Disk Array Dialog Box ([Network] Tab)

The warning dialog box in Figure 9-10 appears when the [Apply] button is clicked after the current IP Address is
changed.

iaM

X

[25261]
& It checks whether the IP Address of the specified Disk &rray can be sek up.
If it can do, this operation continues ko perform.

Figure 9-10 Warning Dialog Box

The setting change confirmation dialog box in Figure 9-11 appears when the [Apply] button is clicked without the
current [P Address being changed in the dialog box in Figure 9-9 or when the [OK] button is clicked in the warning
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dialog box in Figure 9-10.

isM

[25231]
& network setup of a Disk Array is performed.

When a setup is Failure, it may become impossible to recognize a Disk Arrayw,

May I perform?

Figure 9-11  Setting Change Confirmation Dialog Box

iSM.

to the change by using Environment Settings on the iSM server.

Be careful that if the network setting of a disk array is changed incorrectly, the disk array becomes invisible from

After making a change of an IP address unused for a control path, you need to modify (re-set) the settings according

(1)  Setup Disk Array TCP/IP Information

Specify the IP (Internet Protocol) of the disk array. The current value is displayed before the IP Address is

changed.

(2) Setup SCSI Socket

Specify the iSM server that monitors the target disk array through the Ether path.

Set up SCSI Socket E |

Set up SCEI Socket guard of the Disk Array.

[0 ;Accept BCEI Bocket packets from any IP Address)

—'r'Accept BC2T Socket packets from these IP Address

Edit. . .

Dellete

()4

Cancel |

Figure 9-12  Set up SCSI Socket Screen
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* Accept SCSI Socket packets from any IP Address
The target disk array can be monitored by any of the iSM servers connected on the network on which the disk

array is connected.

* Accept SCSI Socket packets from these IP Address
The target disk array can be monitored by only the IP-address-registered one of the iSM servers connected on

the network on which the disk array is connected.

To specify the IP Address of an iSM server, click the [Add] button. The Add IP Address screen in Figure 9-13

appears.

IP Address addition

IP Address : 192 . 1e2 . o . 1

| OE I Cancel |

Figure 9-13 1P Address Addition Screen

To edit an IP Address, select the IP Address of an added iSM server from the list on the “Set up SCSI Socket
Screen”, and click the [Edit] button. The Edit [P Address screen in Figure 9-14 appears.

IP Address Edit Ei

ID Address : I 192 . 168 . 0 . O

| OE I Cancel |

Figure 9-14 1P Address Edit Screen

To delete an [P Address, select the IP Address of an added iSM server from the list on the “Set up SCSI Socket

Screen”, and click the [Delete] button.
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(3) Setup SNMP
Set the SNMP (Simple Network Management Protocol) information of the disk array.

Sek up SNMP [ x| |

Set up SMMP information of the Disk Array.

Community Name Ipu.hlic Trap Information. ..

—Trap Transmission Place

Edit_ .. Delete

{» ;Accept SMMP packets from any IFP Addressé

— i Aocept SMMP packets from these IP Address ——

Edd. | Bdit. . . | Delete |

OE | Cancel |

Figure 9-15 Set up SNMP Screen

¢ Community Name

Specify a community name with up to 62 characters (ASCII characters).

* Trap Information button

“Trap Information screen (Figure 9-16)” appears. Register trap information on the screen.

information item with up to 79 characters (ASCII characters).

* Trap Transmission Place

The system sends trap information to the registered IP Address.

Accept SNMP packets from any IP Address

The system accepts SNMP requests from all hosts having requests.
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Trap Information E |

—Trap

Inte

* Accept SNMP packets from these IP Address

The system accepts SNMP requests from the registered IP Address.

Sense Interwal

rval (3-60)

20 o Interval that the Disk Array monitors a

= d
=l second[s] trap factor.

—Trap

Tnit

Tnit

Unitc

Unitc

Information

LContact

Name

Location

Info

Begister the administratcor of the Disk Array,
adwinistrative department, address, etc.

Storage Manager

Begister the Disk Array name, the using host name,

et

ISZlDD

RBegister the place where the Disk Array is set up.

ITEST

In addition, register information recuired for
administration.

IZDDS.DZ.ZE

=

Trap Sense Interval:

Unit Contact:

Unit Name:

Unit Location:

Unit Info:

* Community Name
* Unit Contact

* Unit Name

* Unit Location

e Unit Info

Figure 9-16 Trap Information Screen

Set an interval at which the disk array monitors the causes of traps.

Enter administrator’s information such as the disk array’s administrator, management

department, or where to contact.

Enter the disk array name or the name of the host to be used.

Enter the location where the disk array is installed.

Enter other information necessary for management.

For the S100/S1200/S1300/S2200/S2300 disk array, set the following values with up to 40 characters.



Chapter 9 Configuration Setting (Common to All Units)

(4) Copy the network setup information
If the disk array contains more than one Service Processor, the network settings of a Service Processor can be

copied into a selected Service Processor.

Copy |

Copy the network setup information on the chosen
Service Processor.

—Object serwice processor

Copy origin: the service processor rmamber Olh

Copy place : the service processor mamber 0oh

—Object item
- Set up Disk Array TCP/IP Information

- Set up 5CEI Socket

- Set uyp SNMP

Cancel

Figure 9-17 Copy Screen
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9.4 License

The screen below is provided to unlock the license of a purchased product.

'f:j]Setting Disk Array

Nicknamel F'Iath:urml Metwork  License I Speciall

Please input "license key" which is printed on the purchase product, and
click Unlock.
The contents of the product are displayed by the Confirm dialog box.

Input 'license key':

|| = = - - Hallcak |

Get Disk Array Info. Close | Help

Figure 9-18 Setting Disk Array Dialog Box (License)

Enter the license key, which is provided with the purchased product, with 30 characters (6-6-6-6-6) in half size, and
click the [Unlock] button.

The contents of the product of which license is to be unlocked are displayed.
iSM =

[05674]
I=e of PerformanceManitor is enabled,

May I perform?

Figure 9-19 Product Contents Confirmation Screen

Click the [Yes] button to unlock the license.

If the license has been unlocked, the message in Figure 9-20 is displayed.
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i5M ]|

[25240]
The product carresponding ko the specified license key is already used.

Figure 9-20 Message Indicating that the License Has Already Unlocked

If the license for DynamicDataReplication is unlocked for the first time in the 2000 series disk array (not including

S2400), the disk array needs to be restarted. If it is upgraded, the disk array does not need to be restarted.

i5M =

[£5259]

& The reboot of a Disk Array is required to enable use of DvnamicDataReplication 1TE.
For this reason, kime should carry out ko a reboot in an uninfluential time zone ko
business.

May I perform immediately?

Figure 9-21 Disk Array Restart Message
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9.5 Setting Disk Array Time

(1) Special screen

The screen shown below (Configuration setting menu — Setting Disk Array — Special) can be used to set the

disk array time.

You can also make various settings by activating each checkbox (such as Cross Call, Spare, and Expand LUN) to
enable them and then clicking the [Apply] button at lower right. Moreover, immediately after the screen has
been displayed or after the setting has been made, current settings for the disk array are activated through radio

buttons.

For S400/51400/S2400/S2800, refer to Figure 9-23.

Ejlﬁetting Disk Array

(A)

Nicknamel F'Iatfu:nrrnl Netwnrkl License Special

—IF Cross Call

o) oN " OFF Set Cross Call

Aato Besdlopn et

T L) A H=e alternsate patll when eErol GEouEs.

o EF Iy Do) note use alternate path when errol oooubs.

—F Spare
" huto Pepair (% Mamually Repair Mode for repairing Spare
Port N or IDDh—DDh vl Mode for expanding the mmber of LDs
for selected port

" ON{Enshle) * OFF (Disahle)

| Dilol: Aezey BUbcysEEn Z003/08/30 18:03:00

Ch Time. . .
e L DateiTime

Get Log. .. | Get Disk Array Subsystem Internal Log.

Apply

Get Disk Array Info. Close Help |

Figure 9-22  Special Screen
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w Setting Disk Array

Figure 9-23  Special Screen (S400/S1400/52400/S2800)

(A) Cross Call
Refer to 8.5.1 "Cross Call and Auto Assignment".

(B) Spare
Refer to 8.3.3 "Spare Rebuilding Mode".

(C) Expand LUN
Referto 0"
Expand LUN".

(D) Change Time

Can change the disk array time.

If “Set the Date and Time of Disk Array Subsystem according to server Date&Time of Server” is selected, the
date/time of the iSM server monitoring the disk array is set. When “Set the Date and Time of Disk Array
Subsystem manually” is activated, the disk array date can be changed to arbitrary date. However, this is not

possible for automatic setting.

Moreover, for the information on Auto/Manual setting change, refer to the “User's Manual” or “User’s Manual

(UNIX)” in accordance with your OS.
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(E) GetLog
Refer to 9.6 "Getting Log in the Disk Array".

Change Dizsk Array Time m

o Set the Date and Time of Disk Array
Subsysten according to server
DatesTime of Serwver: ZO00Zs03714 15:15:34

Set the Date and Time of Disk Array
Subsysten manually
, zooz =

S 1e- =
| 2:18:45 =

Apply |

I Thursday , March 14

Change Dizk Armray Time =

‘s Set the Date and Time of Disk Array
Subsysten according to server
Datesline of Serverc EO00Z 03714 15i=l:02

o Set the Date and Time of Disk Array
Subsysten manually

I Thursday , March 14, 200z j

16 =
| s:16:45 =

Close |

Figure 9-24 Change Disk Array Time Dialog
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9.6 Getting Log in the Disk Array

Outputs the internal log data in the disk array to any file.

Click this button to output the check message as shown below.
i5M K|

[05670]
Save Disk Array Subsystem Internal Log ko Ffile?

It will take several minutes,

Cancel |

Figure 9-25 Internal Log Data Output Check Message

Here, click the [OK] button to display the output destination Save As dialog as shown below.
Specify any file name and then click the [Save] button to start saving file.

Save As m
Save i Ia DT j = EF B~

File namme: |enorlog Save

Save as lype: IBinaly[".bin] j Cancel |

v

Figure 9-26 Save As Dialog
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9.7 Getting Configuration Information

The configuration information can be acquired in either text or CSV format.

9.7.1 Getting Configuration Information in Text
Format

Acquire the configuration information in text format. To acquire the configuration information in text format, follow

the procedure described below.

(1) Operation
Clicking [Get Configuration Setting Info.] button in the Configuration [Setting Mode] menu (Figure 8-21)

displays the get configuration information confirmation dialog.
i5M |

[05E04]
It sometimes costs several minutes For getting configuration information.
Save ko file?

Figure 9-27  Get Configuration Information Confirmation Dialog

Clicking the [Yes] button in the get configuration information confirmation dialog displays the file format

selection dialog.

File Type Selection |

Select file type.

0K Cancel

Figure 9-28 File Format Selection Dialog

Check that the [Text] radio button (default) is checked in the file format selection dialog, and click the [OK]

button. The save file confirmation dialog is displayed.
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Sarve As ﬂ
Savejn:l'a DaTA j L EF Eq-
Filz narne: Save I
Save as lwpe: ITe:.:t Files [ bxt] j Cancel |
L

Figure 9-29  Save File Confirmation Dialog

Specify a file name and click the [Save] button.
The configuration information is acquired from the disk array and saved in text format. During the acquisition

of the configuration information, the following dialog is displayed.

Get Configuration Info.

Configuration info.
getting

Figure 9-30  Get Configuration Information Progress Dialog

When the information has been saved to the file, a message is displayed notifying you of the completion of the

acquisition of the configuration information.
i5M !!'

[05416]
Configuration information was gokken successFully,

Figure 9-31  Get Configuration Information Completion Message
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9.7.2 Getting Configuration Information in CSV
Format

Acquire the configuration information in CSV format. To acquire the configuration information in CSV format,

follow the procedure described below.

(1) Operation
Clicking [Get Configuration Setting Info.] button in the Configuration [Setting Mode] menu (Figure 8-21)

displays the get configuration information confirmation dialog (Figure 9-27).

Clicking the [Yes] button in the get configuration information confirmation dialog displays the file format

selection dialog (Figure 9-28).

Check the [CSV] radio button in the file format selection dialog, and click the [OK] button. The Save As dialog

is displayed.

Save As |

Save conficuration information at the following
folder.

Sawve As:

C:WProgram FilesWNECYiSMClient' data Browse. ..

Cancel |

Figure 9-32 Save As Dialog

Specify the destination folder and click the [Save] button.

The default destination folder is the DATA folder immediately below the client installation folder. Because you
will get several files of CSV information, create a folder whose name indicates the date and time and save the

files immediately below that folder.

Example: April 8,2003, 8:00 p.m.
File name: 200304082000

To change the destination folder, click the [Browse] button and use the Browse for Folder dialog.
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Browse for Folder [ 2] |

Select Folder For configuration information.

D FrontPage Express ;I
D Inkel
D Internet Explorer
=0 MEC
- =] i5M Client
D MetMeeting
D Online Services
D Outlook Exprass

=] PLUS!

D Uninstall Information
f-_7] unzipped

[

L1 TIPS

Ik I Cancel |

(|

Figure 9-33  Browse for Folder Dialog

When the [Save] button is clicked, the configuration information is acquired from the disk array and saved in
CSV format. During the acquisition of the configuration information, a message dialog (Figure 9-30) is

displayed indicating that the configuration information is being acquired.

When the information has been saved to the file, a message is displayed notifying you of the completion of the

acquisition of the configuration information

iSM

[25400]
Configuration informakion was gotten successfully,

Getting information was saved at the Following Folder.C:\Program FilesiMWECHSM ClientiDATAVZ00307 122001

Figure 9-34  Get Configuration Information Completion Message
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9.8 Replication Pair Batch Setting

Replication Batch Setting refers to setting replication, which is used for replications, collectively using the definition

file. For information on the replication functions, refer to the “Data Replication User’s Manual (Function Guide)”.

(1) Execution procedure

When Replication Batch Setting, click the [Replication Setting] button from “Configuration- [Setting Mode]” to

display the Replication Batch Setting dialog. An example of the Replication Batch Setting screen is shown in

Figure 9-35.

¥ Replication Batch Setting

Bead from text file. ..

Kl

et Disk Array Subsystenm

I_ Execute From Cursor Line

B

Extract Error Line

Sawve As_ . |

Figure 9-35 Example of Replication Batch Setting Screen

The screen above is operated in the same manner as described in 9.1.5 “Nickname Batch Setting”. However, the

detailed definitions of the file format and execution results are different.

For information on the file format, refer to Appendix F.2 “Pair Setting File”. The execution results are listed

below.

success:
success(already):
failure(already):
failure(already RV):
failure(ATgroup invalid):
failure(ATgroup not exist):

failure(ATgroup not separated):

failure(ATgroup over):

Successfully completed.

Already set.

Failed, because the volume is already registered with another ATgroup.
Failed, because this is already paired with another MV as an RV.
Failed, because the ATgroup name is invalid.

Failed, because this ATgroup does not exist.

Failed, because this ATgroup is not separated.

Failed, because no more ATgroup can be defined.
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failure(DDR license locked):
failure(DDR not supported):
failure(Disk array not exist):
failure(DR not supported):
failure(DR license locked):

failure(Freeze):
failure(invalid):

failure(LINK path):
failure(MV is dRV):
failure(MV is freeze):
failure(MV is LV):

failure(MV is monitoring stop):
failure(MV is reserved vol):
failure(MV is SDV):
failure(MV is SV):

failure(MV not exist):
failure(MV not managed):
failure(MV not pair):
failure(MV not primary vol):
failure(MV not RDR):
failure(monitoring stop):
failure(not link):

failure(not separated):
failure(not managed):
failure(Pair loop):

failure(Pair over):

failure(RDR license locked):
failure(RDR not supported):
failure(RV is BV):

failure(RV is DDR MV):
failure(RV is freeze):
failure(RV is LV):

failure(RV is monitoring stop):
failure(RV is reserved vol):
failure(RV is SDV):
failure(RV is SV):

failure(RV not exist):
failure(RV registered ATgroup):
failure(several same ATgroups):

failure(different diskarray(RV)):

failure(same name):

Failed, because the DynamicDataReplication license is not canceled.
Failed, because the DynamicDataReplication is not supported.
Failed, because the disk array does not exist.

Failed, because RemoteDataReplication/DisasterRecovery is not supported.
Failed, because the RemoteDataReplication/DisasterRecovery license is not
canceled.

Failed, because the disk array is freezing.

Failed, because the description of the batch setup file is invalid.
Failed, because all link paths between units are faulty.

Failed in paring the DDR, because the MV is already the RV of the DDR.
Failed, because the MV is freezing.

Failed, because the MV is classified as LV.

Failed, because the MV is monitoring stop.

Failed, because the MV is a reserve group.

Failed, because the MV is classified as SDV.

Failed, because the MV is classified as SV.

Failed, because the volume (MV) does not exist.

Failed, because the MV is not managed.

Failed, because the volume is not paired.

Failed, because the specified MV is not a PV (MV).

Failed, because the specified MV is not RDR-paired.

Failed, because the disk array is monitoring stop.

Failed, because the disk arrays of the MV and RV are not linked.
Failed, because the status is not separated.

Failed, because the disk array is not managed.

Failed, because the pair layer will serve as a loop.

Failed, because the MV cannot accept pair setting any more.

Failed, because the RemoteDataReplication license is not canceled.
Failed, because the RemoteDataReplication is not supported.

Failed, because the RV is classified as BV.

Failed, because the RV is already the MV of the DDR.

Failed, because the RV is freezing.

Failed, because the RV is classified as LV.

Failed, because the RV is monitoring stop.

Failed, because the RV is a reserve group.

Failed, because the RV is classified as SDV.

Failed, because the RV is classified as SV.

Failed, because the volume (RV) does not exist.

Failed, because the RV is already registered with an ATgroup.
Failed, because there are multiple ATgroups.

Failed, because the pair setting does not correspond to the RDR pair that is
already registered with the ATgroup.

Failed, because the same ATgroup name already exists.
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failure(Vol capacity unmatch):  Failed, because the volume capacity does not match.

failure(Vol not exist): Failed, because the volume does not exist.

failure(Vol not pair): Failed, because the pair is already forcibly deleted.

failure(Vol OS type unmatch): Failed, because the volume format does not match.

failure(Vol to ATgroup over): Failed, because no more volumes can be registered with the ATgroup.
failure(nnh): Other error (nnh: Internal error code)

failure(several RDR pairs): Failed, because the volumes registered with the ATgroup cannot accept new

disk array pair setting, or because a volume having multiple RDR pairs cannot

be registered with the ATgroup.

As a replication setting file, it is possible to use the file which is output by using the “Save the pair setup

information” function in “Replication Management”.
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[Chapter 10 Access Control Operations

This chapter describes Access Control operations.

10.1 Changing the Port Mode

Figure 10-1 [Setting/Reference] Tab Screen
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(1) [Change Port Mode] button

Clicking this button will display the mode of each port of the disk array on the “Change Port Mode” dialog screen,
and change to the WWN mode and Port mode becomes possible. If you want to change a port in Port mode,
which is already linked with an LD Set, into WWN mode, unlink the port from the LD Set and then change to the
WWN mode.

The port number indicates “Director Number - Port Number”.

Change Port Mode B3

Port List
Port Humherl Port Mame I Mode I -
07h-00h Z00000004CE17ETDO700 TITH
07h-01h Z00000004CE17E7DO70OL Port
0fh-00k Z00000004CEL7EYDOFOO Port
Ofh-01hk Z00000004CE17EYDOFOL
ld4h-00h Z00000004CE17EYD 1400 TN
15h-00h Z00000004CE517EYD 1500 TN
15kh-01h Z00000004CE17E7D1EOL TN
0&h-01h Biz 1 TN
Neh=M1h Rim 7 T LI
—Mode Type
¢ N Mode " Port Mode
Batch Changing Change |
Close

Figure 10-2 Change Port Mode

[Mode Type] Select a new port mode.
Ports cannot be changed from the WWN mode into Port mode in
AccessControl(WWN)-applied disk arrays. (If the change is necessary, consult the

maintenance person about it.)

* WWN Mode: Changes the port into WWN mode.
* Port Mode: Changes the port into Port mode.
[Batch Changing] Clicking this button sets all the ports into the mode selected in [Mode Type].

In this case, it is not necessary to select ports from the Port List.

[Change] Select a target port and click the [Change] button. The selected port is set into the
mode selected in [Mode Type]. Multiple ports can be selected and set if the port list
screen shows the same mode for them. In addition, a preliminary confirmation dialog

appears to confirm the previous port mode and new port mode.
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Confirm Setting E2

Change the Mode of Port

@ [05780]
The specified port i=s changed to TN mode.

—Port List

Port Mumber | Port Name Mode Before Change | Mode After
ﬂldh—DSh 200000000000000321D02 Port T

The Change Port Mode operation immediately reflects on the Disk Array. Therefore, if settings are wrong, there is
a possibility that accessing from the business server to the LD may not be possible. It is necessary to perform
operation after checking the operation state. Furthermore, stop business or the business server according to the

necessity.
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To set LD Sets, refer to the following descriptions.

Setting an LD Set (10.2.1)

Linking an LD Set and Path (10.2.2)

Changing the LD Set Name (10.2.3)

Deleting an LD Set (10.2.4)

Ejnccesstuntrnl— [Setting Mode] E

AccessControl | Setting/Reference I

—hoocessible LI List

HPRPZ400/LDSET ;I LUN

INu.'mher 03 Type ILogical Disk Nams | RAIDl Capacity[&

o000k Qo)
0lzlh Qo)

BP5430/LDSET o000k
BXZ500/LDSET H 0001k
120LG_1/LDSET

120LG_Z/LDSET
120LE_3/LDEET
DELL_REFAM/LDSET
1000-0000-C539-D7EE

EXP_0889/LDSET
-
I I R

SHRRE/TDLSESRT

Wh_NCAAS 0000 0 o
Wikn Cliemt OLZ1 0 o

| 2

DEXP_0890/LDEET
| Link Path |

New | Delete

Logical Disk

New Setting

| Add | Delete |

—Candidate LI List

[T A11 Belection

Selection IALL j

Huubex I 0% Type I Logical Disk HName | PANKE I RAIDI Capacity [GE] I Group I Purpose | 3
w 0000k WH HA NCARS 0000 00h-0Osch 0.1

W 0001k NX LEFAM 4G HIMIX ... 00h-00h 4.0 RRL

W 000Zh  NX LEFAM 4G HIUX ... 00h-00h 4.0 RPL

oK RE G _H

I_

1
1
1
1
1

W o0ddh L DEFAM 4G HPTL ... O0h-00h 4.0 BPL
w alulugy 1 REFAM 4G HPUH ... O0h-00h 4.0 BPL LI
LOA i e arir mmTmar  am rreTor e . PR o
Get Disk Array Info. | Closze I Help |

Figure 10-4

[AccessControl] Tab Screen
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10.2.1 Setting an LD Set

Clicking the [New] button on the AccessControl tab screen (Figure 10-4) will display the following dialog screen,

thereby a new LD Set can be created.

MHew LD Set |

Please input basic information of new LD Set.

Platform :IWN vI

LI Set Name :

Windows_ serwver

Cancel

Figure 10-5 New LD Set

For LD Set, specify the platform of the business server that accesses a logical disk via the LD set.

A list of specifiable platforms is displayed.

The following platforms can be specified:

Table 10-1 Platforms

Platform Description
A2 ACOS-2 system
AX AIX system
CX Solaris system
LX Linux system
NX HP-UX system
WN Windows system

Furthermore, the LD Set name can be set by using arbitrary 16 characters including alphanumeric characters, */”” and

@ 9

However, when the combination of the Platform and the LD Set name have already been set to other LD Set, new

settings are not possible.
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Only a Platform and a name are set for a newly created LD Set. For the business server to recognize logical disks,

A single LD Set is linked with each business server. Thus, the name of the business server to be connected to the
port of the disk array to be linked or the name of a business server having WWPN should be specified for the LD Set

name.

it is necessary to set actual path information through [Link Path] and also assign logical disks.

If the [New] operation fails, the error dialog screen showing the failure will be displayed.
When an operation request is in error, there is a possibility of inconsistency between the disk array setting information

and the information administrated on the iSM client. Therefore, click [Get Disk Array Info.].
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10.2.2 Linking an LD Set and Path

Selecting an LD Set and clicking the [Link Path] button on the AccessControl tab screen (Figure 10-4) will display the

following dialog screen.

Link Path Mode Selection |

Please choose the path information which links LD set.

—Path Information

MTPFH of HEA of the business server which
accesses a logic disk is set up.

The port of the Disk Array which connects
the business serwver which accesses a logic
dizk is set up.

Port Mumber

Clo=ze

Figure 10-6  Path Information Selection

The [Link Path] button is enabled only when a single LD Set is selected from the tree view located in the Accessible

LD List display area.

The linking of path information with an LD Set means the setting of the HBA’s WWPN of the business server that
actually accesses logical disks or the setting of the port (in the Port mode) of the disk array to which the business server

is connected.

The WWPN (World Wide Port Name) set for the HBA of the business server is necessary for determining whether
to permit access in the WWN mode in the [Path Link] dialog box.

The WWN (World Wide Name) consists of the WWNN (World Wide Node Name) and the WWPN (World Wide
Port Name), and is allocated to the HBA (Host Bus Adaptor; also called FC controller) as ID code information
inherent to the HBA. For information on the acquisition method, refer to the “Access Control User’s Guide” for

this disk array series.
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Link Path

[OE747]
@ The Link Path modification is set to Disk Array Subsystem.

Platform : AZ
LIr Set Mame : TEST1
Current Path Info. Path Info. Input Field

I Path info I I =
£ -1111
EEEE-EEEE-EEEE-ZZ22Z

Input WIPN of HEAR port of
Server.

Add

Beplace |
Delete |

The present path
information (WH) link count z

OF | Cancel I Help |

Figure 10-7 Linking of Path Information (WWPN)

Link Path

[0574Z]
@ The Link Path modification is set to Disk Array Subsystem.

IPlatform g Az

LD Zet Nawme : TEET1

Current Path Info. Port Number. Selection Field
Dath infa Port Humber | Port Name |ﬂ
1dh-03k (3000000000, . . Och-03h F00000000000. ..

" 0dh-00h 300000000000, . .
Deh-0Zh (3000000000 . 0dh-0Zh 300000000000, . . -
Ddh-0lk {2000000000. . . 0dh-03h 300000000000, . .

B

Hepliace |
Delete |

P ILI The present path
information{Port)link count 4

0OE | Cancel I Help |

Figure 10-8 Linking of Path Information (Port Number)
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On this dialog screen, the following operations are possible.

* Path Info Input Field
Newly added or replaced path information is entered into this area. It is necessary to enter 16 single-bit,

hexadecimal digit characters into this input field.
* Port Number Selection Field
The port number to be newly added or to be replaced is selected in this field. Only ports in port number are

displayed in the field.

* Current Path Info

Displays path information current set for the disk array and path information which has been changed by operating

each button on this dialog screen.

* [Add] button

When new path information is entered into the “Path Info Input Field”, clicking this button will add the entered path

information to the last line of the “Current Path Info” display area.

Select a target port number from “Port Number Selection Field” and click the [Add] button. The path information

of the selected port number is added to the last line of the “Current Path Info” display area.

Up to 64 pieces of path information can be set for one LD Set.

To apply settings for the disk array, click the [OK] button.

When the [Add] button is clicked, the product purchase situation is checked. If the upper limit of the Path Count
permitted for the product is reached in the Disk Array as a whole, an error dialog screen appears in this stage, which
makes the linking impossible. Furthermore, a WWPN or port number linked with another LD Set cannot be
registered dually for another LD Set. If an error message showing the situation, specify a different WWPN or port

number.

* [Replace] button

After entering new path information into “Path Info Input Field” and selecting Replace target path information from

the “Current Path Info” display area, clicking this button will replace the path information selected in the “Current

Path Info” display area with newly entered path information.
Select a target port number from “Port Number Selection Field”, select Replace target path information from the

“Current Path Info” display area, and then click the [Replace] button. The path information of the selected port

number is replaced by the path information selected from the “Current Path Info” display area.
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Only a piece of path information can be selected at a time from the “Current Path Info” display area.

To apply settings for the disk array, click the [OK] button.
* [Delete] button

Selecting Delete target path information from the “Current Path Info” display area and clicking this button will

delete the selected path information from the “Current Path Info” display area.

Only a piece of path information can be selected at a time from the “Current Path Info” display area.

To apply settings for the disk array, click the [OK] button.

¢ [OK] button

Clicking this button will display the operation confirmation message, and path information shown in the “Current

Path Info” display area will be applied to the disk array.

The WWPN of path information can be set even when the set value is different from the WWPN of the business

server HBA which actually accesses logical disks. Therefore, pay careful attention not to set a wrong value.

Application of path information immediately reflects on the Disk Array. Therefore, if setting information is wrong,
there is a possibility that accessing from the business server may not be possible. Pay careful attention to this.
Especially, when settings are wrong for deleting or replacing path information, the business server may suddenly
stop recognizing the logical disk in use. It is necessary to perform operation after checking the operation state.

Furthermore, stop business or the business server according to the necessity.

* [Cancel] button
When changes made on this dialog screen are not set for the disk array, the following dialog screen will appear and

the execution of the operation will be confirmed.

[0&743]
Link, Path modification iz not applied to the Dizk Aray Subsysten.
Cloze the window without apply the modification’?

OE. |r

Figure 10-9  Confirmation Dialog Screen 4

IV-191



Chapter 10 Access Control Operations
|

* [Help] button
Clicking this button will display the Help screen concerning the “Link Path” screen.

If the [Link Path] operation fails, the error dialog screen showing the failure will be displayed.

When an operation request is in error, there is a possibility of inconsistency between the disk array setting

information and the information administrated on the iSM client. Therefore, click [Get Disk Array Info.].
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10.2.3 Changing the LD Set Name

By clicking right-button after selecting LD Set, the pop-up menu appears allowing selection of name change of

LD Set. Selecting the menu displays the LD Set name change screen.

—hoocessible LI List

66 o == LITH | mber | 02 Type | Logical Disk Weme | patD|cap . | P
:DE_SENVEL H0000R  ODOOR 200000004CE176. . . 5 13z_3
1sunezbl 0001k 000Lh A2 200000004C5170001 1 3.2
*HATL_SERVER Wlooonzn  000zh A2 Z00000004C5170002 1 33.2
‘Lserverl 1 ‘No00Zh 0015k Z00000004C5176. . . o 17.0

:Lserverl 2

3:WEE_SENVER
[AHE 1000-5855-¢  Rename LD Set |
[P EE Lon0-sece-cEEE-EEEE

| | i

Figure 10-10 LD Set Pop-up Menu Screen

Rename LD Set

— LI Set Information

Platform o Nx

Ll et MName : WEE SERVER

—MNew LI Set Information

Platform

LI Set Name :I

0K | Cancel

Figure 10-11 Rename LD Set Screen

For LD Set, specify the platform of the business server that accesses logical disks via the LD Set. Refer to Table 10-1

“Platforms” for the platforms that can be specified.

LD Set name can be specified with 16 characters including arbitrary alphanumeric characters, “/”, and “ ”. However,

if a combination of Platform and LD Set name has been set, new setting can no longer be made.

Clicking the [OK] button displays a dialog for preliminarily confirming the change. Clicking the [OK] button again

on the dialog sets the new platform and LD set name to the disk array.
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LD Set Name Change |

[O0EEOL]
LI set name change is performed.

Please confirm.

[Chatge]
Eefore I::WEE_SERWER
After WH:AP SERVER

Figure 10-12  Preliminary Confirmation Dialog

&

When an LD Set is renamed, the disk array dynamically changes individual response control for each OS according
to the platform information. Therefore, it is necessary to perform operation after checking the operation state.

Furthermore, stop business or the business server according to the necessity.
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10.2.4 Deleting an LD Set

Select an LD Set from the tree view located in the Accessible LD List display area and then click [Delete] button to
delete the LD Set.

The following selection is available for the LD Set.

* Selection of treetop LD Set item
* Selection of single LD Set
e Selection of multiple LD Sets

Clicking the [Delete] button displays the following dialog for confirming the deletion:

Confirm Setting E2

LI Bet Delete

@ [05704]
411 the selected LD 3ets are deleted.

— LD Set List

Platform Ll et Name Path
[T cx¢ backupl 5395-9933-000E-0001

0K | Cancel I

Figure 10-13  Preliminary Confirmation Dialog

By deleting an LD Set, the LD Set, logical disk information assigned to the LD Set and path information linked to the
LD Set are deleted.

business server suddenly stops recognizing the logical disk in use. It is necessary to perform Delete operation after

Deletion of the LD Set immediately reflects on the Disk Array. Therefore, if Delete operation is wrong, the
checking the operation state. Furthermore, stop business or the business server according to the necessity
i
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If the [Delete] operation fails, the error dialog screen showing the failure will be displayed.

When an operation request is in error, there is a possibility of inconsistency between the disk array setting information and the

information administrated on the iSM client. Therefore, click [Get Disk Array Info.].
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10.3 Assigning a Logical Disk

10.3.1 Assigning a Logical Disk Newly

When setting permission of access from the business server to logical disks, select LD Sets of a desirable business
server from the tree view in the Accessible LD List display area. Then, select New Setting target logical disks from

the [Candidate LD List] display area, and click [New Setting] button.

Assignment of logical disks by using the [New Setting] button invalidates the current assignment state of logical disks

assigned to the LD Set and newly assigns the logical disks.

Clicking the [New Setting] button will display the “LD Setting” dialog screen shown below.

LD Setting E3

—Order Setting of LI

List of LI to Add

LTI Number | 0% Type | Logical Disk Name I PJLIDI Capacity [FE] I
ﬂDDDDh 0g0&h Cx E4100 0206k CX 1 0.z
ﬂtll:ll:llh 0g207h Cx E4100_0207h CX 1 0.z

|j§

Eottom |

0K | Cancel I

Figure 10-14 LD Setting

Logical disks to be modified are listed in the [Candidate LD List] display area.
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Logical disk information displayed on the “LD Setting” dialog screen is as follows:

LUN
ﬂ : LUN to which newly added, movable logical disks are assigned
Number
OS Type
Logical Disk Name
RAID

Capacity
On the “LD Setting” dialog screen, the following buttons are operable.

Moreover, one logical disk can be selected at a time to move the logical disk on this dialog screen. The logical disks

in the list can be sorted into a different order according to an item other than LUN.

[Top] Moves a selected logical disk to the top line of the logical disk group.

[Up] Moves a selected logical disk to the previous line.

[Down]  Moves a selected logical disk to the following line.

[Bottom] Moves a selected logical disk to the end line of the logical disk group.

[OK] Clicking this button displays a dialog for confirming the new settings. If the new settings delete logical
disks from the LD set, a dialog for confirming the logical disks to be deleted is displayed, and then a dialog

appears to confirm the new settings.

The setting check E

LT New Setting

[057E4]
The present LD is deleted.

Assigmment of LD is inwvalidated.

—LDEET LIST
Platform LD Set MName Path
CX backupl 9993-9933-000E-0001
—LD LIST
Nunher I 0% Type I Logical Disk Name I RAIDI Capacity [GE]
P ozon o MAE_IV1_4G_000 1 4.1

)4 | Cancel I

Figure 10-15 Preliminary Confirmation Dialog (for Logical Disks Deleted)
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The setting check E3

LD New Setting

[0E7EL]
LD is added by new order.

—~LDSET LIST
Dlacform I LD Set Name I Path I
[ c= backupl 9999-9999-000E-0001

~LD LIST
LN I Humbher | 05 T'grpel Logical Disk Namel PJI.IDI Capacity[GE]
SNO000h 0200 O WE_BV1 4G 055 1 4.1
HMooolh  0zo0lh O MAZ DVl 4G 000 1 4.1
d| |

[0):4 | Cancel I

Figure 10-16  Preliminary Confirmation Dialog (for Logical Disks Newly Assigned)

[Cancel]  Clicking this button will close the “LD Setting” dialog screen. Furthermore, the following dialog screen
will be displayed and confirmation will be made about whether to close the “LD Setting” dialog screen or

not by considering the settings invalid.

[057E2]
Claze the window withaut applying LD Mew Setting?

The logical disk display item order can be changed. For information on the settings, refer to “Client Start/Stop” in

the “User’s Manual” or “User’s Manual (UNIX)” in accordance with the OS in use.
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Application of the New Setting invalidates all of the current assignment settings for the logical disks and new

wrong, the business server suddenly stops recognizing the logical disk in use. It is necessary to perform this
operation after checking the operation state. Furthermore, stop business or the business server according to the

necessity.

assignment settings for the logical disk immediately reflect on the Disk Array. Therefore, if setting information is

If the [New Setting] operation fails, the error dialog screen showing the failure will be displayed.
When an operation request is in error, there is a possibility of inconsistency between the disk array setting information

and the information administrated on the iSM client. Therefore, click [Get Disk Array Info.].

IV-200



Chapter 10 Access Control Operations

10.3.2 Assigning an Additional Logical Disk

When setting permission of access from the business server to logical disks, select LD Sets of a desirable business
server from the tree view of the Accessible LD List display area. Then, select logical disks to be added from the

[Candidate LD List] display area, and click the [Add] button.

Logical disks will be added to all of the path information linked with the selected LD Sets. Furthermore, Logical

disks can be added to the LD Sets which are not linked with path information.
Logical disks to be added need to satisfy the following conditions.

* Logical disks must be the following disks.
Ordinary disk
Replication volume set in pairs
Volume with snapshot setting (BV)
Link-volume (LV)

Clicking the [Add] button will display the “LD Setting” dialog screen shown below.

LD Setting E3

—Order Setting of LD

List of LD to Add

LT MNumber | 0% Type | Logical Disk MName I RAIDI Capacity[GE] I

'E 0000k 0lEeh M 11z2é_01Eeh I 1 3.9 -

'! 000llh 0l1&5fh LX llze_01E5fh L 1 3.9 £

138 0l&4h 1126 _01&4h TN 1 3.9

ﬂDDDSh 015Eh T 112é_01E8h TN 1 3.9 Uy |

O | Cancel I

Figure 10-18 LD Setting

The logical disk to be newly added is displayed at the end of the logical disk group which has been assigned on the
“LD Setting” dialog screen, and LUN can be changed by button operation. However, in the states (1) and (2) stated
below, logical disks to be newly added will be displayed after the selected LUN line:

(1) The LUN selected in the Accessible LD List display area has not assigned logical disks.

(2) The number of selected logical disks coincides with the number of lines of the LUN which has not assigned

logical disks or less.
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Furthermore, when selecting multiple LUNs which have not assigned logical disks, the selected LUNs must be

sequential.

Only a newly added logical disk group can be moved on this dialog screen. Logical disks cannot be moved to the

LUN displayed as the ¥ icon. Furthermore, the LUN to which logical disks have been assigned cannot be changed.
Logical disk information displayed on the “LD Setting” dialog screen is as follows:

LUN
ﬂ : LUN to which newly added, movable logical disks are assigned
¥ : LUN whose logical disks cannot be moved

Number

OS Type

Logical Disk Name

RAID

Capacity
On the “LD Setting” dialog screen, the following buttons are operable.

[Top] Moves a selected logical disk in a newly added logical disk group to the top line of the newly added logical

disk group.

[Up] Moves a selected logical disk in a newly added logical disk group to the previous line of the newly added
logical disk group.

[Down]  Moves a selected logical disk in a newly added logical disk group to the following line of the newly added
logical disk group.

[Bottom] Moves a selected logical disk in a newly added logical disk group to the end line of the newly added logical
disk group.

[OK] Clicking this button displays a dialog for preliminarily confirming the addition:
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The setting check I
LD &add
[05761]
LD i=s added by new order.
—LDSET LIZT
Plat form LIr Set Name Path

ST 20 CAS

— LD LIST
LN MNumber | 05 Type Logical Disk Mame I RAIDI Capacit .
? oooon
'! 000lh 0705h ™ CAZS_24100_705_RPL 1 z
'! O00Zh 0706l T CAS_54100_ 705 _PRPL z
ﬂDDDSh 020ch Cx 54100_0206h CH 1 C

1| | B
0F | Cancel I

Figure 10-19  Preliminary Confirmation Dialog
[Cancel]  Clicking this button will close the “LD Setting” dialog screen. Furthermore, the following dialog screen

will be displayed and confirmation will be made about whether to close the “LD Setting” dialog screen or

not by considering the settings invalid.

[057E3]
Claze the window without applying LD Setting?

oK. |

Figure 10-20  Confirmation Dialog Screen 1

A

The logical disk display item order can be changed. For information on the settings, refer to “Client Start/Stop” in

the “User’s Manual” or “User’s Manual (UNIX)” in accordance with the OS in use.
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&

e When performing [Add], logical disks which have been assigned to an Add target LD Set cannot be doubly
added to the LD Set.
e Logical disks can be assigned to multiple LD Sets.

If the [Add] operation fails, the error dialog screen showing the failure will be displayed.

When an operation request is in error, there is a possibility of inconsistency between the disk array setting information

and the information administrated on the iSM client. Therefore, click [Get Disk Array Info.].
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10.3.3 Deassigning a Logical Disk

When setting inaccessibility from the business server to logical disks, stop the assignment.

In this case, select logical

disks or LD Sets of a desirable business server from the Accessible LD List display area, and then click the [Delete]

button.

Logical disks that can be deleted are as follows:

* Ordinary disk

* Replication volume set in pairs

* Volume with snapshot setting (BV)
* Link-volume (LV)

Clicking the [Delete] button displays the following dialog for confirming the deletion:

The setting check E

LD Delete
[057&0]
The selected LI is deleted.
—LDSET LIET
Platform LI Set MName Path

Bl cu CAS

—LDr LIST
LI Number [ 05 Type Logical Disk MName I RAIDI Capacit. .
? oooon
'E 0001k 0705h T Cas 24100 705 _RPL 1 Z
L0002k 0708R UM CAS_54100_706_RPL 1 2
l | ©
0F Cancel I

Figure 10-21

Preliminary Confirmation Dialog

When selected logical disks are assigned to multiple LD Sets, the following dialog screen is displayed and the

execution of the Delete operation to multiple LD Sets is reconfirmed.
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[05703]
The zelected LD iz aszigned to twa or mare LD Sets.
Delete the LD only from the selected LD Set?

ok £

Figure 10-22 Confirmation Dialog Screen 2

This operation deletes logical disks from the target LD Set only which has been selected through its check box.
Logical disks which have been deleted from all of the LD Sets belong to the Preserve Group.

The Delete operation deletes explicitly selected logical disks or the logical disks assigned to the explicitly selected LD

Set. Therefore, logical disks assigned to the unselected LD Set are not deleted.

Deletion of the logical disk from the LD Set immediately reflects on the Disk Array. If Delete operation is wrong,
the business server suddenly stops recognizing the logical disk in use. It is necessary to perform Delete operation

after checking the operation state. Furthermore, stop business or the business server according to the necessity.

If the [Delete] operation fails, the error dialog screen showing the failure will be displayed.

When an operation request is in error, there is a possibility of inconsistency between the disk array setting information

and the information administrated on the iSM client. Therefore, click [Get Disk Array Info.].
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10.4 Starting the Access Control

Start the Access Control on the following screen.

F};mnccessl:ontrol- [Setting Mode]

Figure 10-23  [Setting/Reference] Tab Screen
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(1) [Start Access Control] button

Clicking this button will validate Access Control settings from the business server to logical disks.

Clicking the [Start Access Control] button displays the following confirmation message:

is5M E3

[05384]

Cross Call and Access Control of Disk Array Subswstem are sek to R,
In the iSM client, once Access Control has been started,

Access Conkral cannaot be stopped.

B T 0 8 P P £ P P £ P 2 g P £ P 2
[WARNING]

B T 0 8 P P £ P P £ P 2 g P £ P 2
(Read Fallowing warning befare using)

& setup in the skake where access from an business server is

not suspended is acconpanied by the Following risks,

Moreowver, since it is accompanied by the same risk when a

setking is mistaken, sufficient cautions are required Far a

setking,

*There is a case where it becomes impossible Far a LD to
recognize suddenly from a Business Server,

*The data mismatching by being cash un-reflected on a
Business Server may ocour,

*The data in LD may be damaged.

0 B e B B R

QK

Figure 10-24  Start Access Control

In the iSM client, once Access Control has been started, Access Control cannot be stopped.  (If necessary,

consult with a maintenance engineer.)

If Access Control is already in operation, the [Start Access Control] button is inoperable.

The Start Access Control operation immediately reflects on the Disk Array. Therefore, if assignment of logical
disks to LD Sets or Link Path settings is wrong, there is a possibility that accessing from the business server to
logical disks may not be possible. It is necessary to perform operation after checking the operation state.

Furthermore, stop business or the business server according to the necessity.
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10.5 Access Control Screen

This section describes functions available when you purchase program product "AccessControl".

The Access Control is optional software.

The Access Control provides functions to set and unset information on accessibility from the business server to logical

disks.

10.5.1 Access Control Setting Screen

Clicking the [Setting Access Control] button from the Configuration - [Setting Mode] screen of the iSM client will

display the following setting screen.

'frjlocalhnst : AccessControl- [Setting Mode] [ x|

AccessControl | Setting/Referenca I

—Accessible LD List
; SHPRPZ400 /LD EET ;I LUM IHumher I 0% Type I Logical Disk Name I PJ&IDI Capacity[G
*RP5430/LDSET 0000k 000Oh TN A NCLAZ 0000 o o
1 RXZE00/1DSET MNooolk  0lzlk  Wm Hidm_Cliemt_0121 o ]
:120LG_L/LDEET

:120LG_2 /LDSET
:120LG_3/LDSET
:DELL_REFAM/LDSET
B 1000-0000-C335-D7EE
:EXP_0889/LDSET
:EXP_0890/LDSET

:.cmnmrn.n.cm'r hd
I N | i

’—Logical Disk

New Setting | Add | Delete |

MNew | Delete | Link Path |

—Candidate LI List

Selection IALL j I_ All Selection

Nunber 05 Type I Logical Disk Name I RANE I RAIDI Capacity[GE] I Group | Purpose I ﬂ

7 oooon W ¥A_NCAAS 0000 00h-0sh ] 0.1

W 0001k MX REFAM 4G HPWK_ ... 00h-00k L 4.0 EPL

W 0002k MX REFAM 4G HPWK_ ... 00h-00k L 4.0 EPL

L " , 1 40

W 0004k MX REFANM 4G HPWX ... 00h-00k L 4.0 EPL

W 000Eh MX REFAM 4C HPW ... 00h-00k L 4.0 LIL

LOA - an rmTaar 4o Trmeme Amn - o ;I
Get Disk Array Info. | Close I Help |

Figure 10-25 [AccessControl] Tab Screen

(1) Accessible LD List
Consists of a tree view showing the relation between the LD Set and the path information and a list view of the

Logical disk List assigned to the LD Set or path information.

(a) Tree view

In the tree view, LD Sets can be selected by activating their check boxes and various types of information can be
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listed in the list view by clicking tree items.

¢ In the tree view, LD Sets and path information linked with the LD Sets are displayed.
@ : Item that shows all LD Sets
@ : LD Set linked with path information
|ﬂ : LD Set unlinked with path information

The following two icons indicate abnormal settings. If these icons are displayed, it is necessary to change the
setting to the normal setting.
@ : LD Set in which a port in the WWN mode and a port in the Port mode are mixed

. : LD Set in which the assignment of logical disks is different for each path information item

* By clicking right-button after selecting LD Set, the pop-up menu appears allowing selection of name change of

LD Set. Selecting the menu displays the LD Set name change screen.

* Check boxes are displayed for the “LD Set” item that shows all LD Sets in the tree item, each LD Set name, and

path information linked with the LD Sets in the tree item.
Furthermore, a check box for path information is activated associated with a check box for the linked LD Set.
Check boxes are used for the following purposes:

e Select [Add], [New Setting] logical disks target LD Set
¢ Select [Link Path] target LD Set

¢ Select [Delete] target LD Set

e Select LD Set to [Delete] assigned logical disks

However, when selecting multiple LD Sets simultaneously to [Add]/[Delete] logical disks, the assignment states

of logical disks for all the LD Sets must coincide.
When activating the check boxes, display contents of the list view are switched as follows:

* When selecting an LD Set, the list of the logical disks assigned to the selected LD Set is displayed.

* When selecting multiple LD Sets, if the assignment states of logical disks for all the selected LD Sets are the
same, the list of logical disks is displayed.

* If the assignment states of logical disks for the selected LD Sets do not coincide, the list of the selected LD Sets
is displayed.
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(b) Listview

¢ Jtems displayed in the list of logical disks are as follows:

LUN
Order in which logical disks are recognized by the business server
LUH
—4 : LUN to which logical disks are assigned
LUH

—J : LUN to which logical disks are not assigned

Number

OS Type

Logical Disk Name

RAID

Capacity

Purpose
RPL Logical disks set in pairs only for replication
snapshot Logical disks with snapshot setting (BV)
Link-volume Logical disks set as a link-volume (LV)

RPL/snapshot  Logical disks set in pairs for replication and snapshot setting

(Blank) Ordinary disk with no special purpose settings

Port (Displayed when using a disk array to which “AccessControl (WWN)” is applied)
yes Logical disk assigned to a Port mode port
(Blank) Logical disk which is not assigned to a Port mode port

However, the port items are automatically displayed only when a Port mode port exists.

The logical disk display item order can be changed. For information on the settings, refer to “Client Start/Stop” in

the “User’s Manual” or “User’s Manual (UNIX)” in accordance with the OS in use.

When LD Sets are not selected by using check boxes in the tree view, the list view is displayed in gray
background color and LUN selection is not possible. Furthermore, when LD Sets are selected by using check
boxes, the list view is not displayed by clicking the “LD Set” item which shows all the LD Sets or by clicking an
individual LD Set.

* When clicking the “LD Set” item which shows all the LD Sets, items displayed in the list of LD Sets are as

follows:
Platform
@ : LD Set linked with path information

@ : LD Set unlinked with path information

The following two icons indicate abnormal settings. If these icons are displayed, it is necessary to change the

setting to the normal setting.
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@ : LD Set in which a port in the WWN mode and a port in the Port mode are mixed

. : LD Set in which the assignment of logical disks is different for each path information item
LD Set Name
Path Count

t || Placform I LD Zet Name I Path Cou.nt,l -
- IS 22:vest_oz06_2 iz test_0206_2 1
""" CISEY 2.4:0es0_os06_1 [sET] 24 test_0%06_L 0
U“'Dﬁ' AZ:pEEOL - pEEOL - 2
- CYS8ET) 22:peenz aE pEEDZ .
""" CIEE ox-cas Cx Caz 0
----- CISEl co<-wo1111
----- sk cx-TESTTEST £ HELLLL o
..... Dm' i test 0306 cx TEZTTEST 0
- CISET o sunezso e test_0308 0
[]Dm CH:sunfirel Cx sunezso z
F-TASF 03 i fives ;I CX sunfirel Z ;I

Figure 10-26  Accessible LD List 1

* If LD Sets which have different assignment of logical disk are checked, items displayed in the list are as
follows:
Platform
@ : LD Set linked with path information
@ : LD Set unlinked with path information
The following two icons indicate abnormal settings. If these icons are displayed, it is necessary to change the
setting to the normal setting.
@ : LD Set in which a port in the WWN mode and a port in the Port mode are mixed
. : LD Set in which the assignment of logical disks is different for each path information item

LD Set Name

Pattern

—Accessible LI List

Set e Plat form I LD Set Name IPattern I
AZ:test_0306_2 ECX test_0306 o1

Ad:test_0306_1 E‘CX sunez50 oz
AZ:pEE0L

AZ:pEE0Z
CHICAs
CH:EC1111
CH:TEST

r¥-sunfire? LI

Figure 10-27 Accessible LD List 2
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¢ If a port in the WWN mode and a port in the Port mode are mixed in a checked LD Set, the display items in the

list are as follows:

<Mixed mode list display>
Path (port numbers and names are displayed together.)

Mode

—hoocessible LI List

CJEE to sex rath Mode |
H :DE_SERVER 00k-00k (DORTL) T
csuneZ L0 00h-0lh (PORTZ) Port

MAIL_SERVER
:Lserverl_ 1l
:Lserverl Z
- WTEE _ SERVER
00h-00R (PORTL)
00h-0lh (PORTZ)

< | 10

Figure 10-28  Accessible LD List - Mixed Mode List Display

* If the assignment of logical disks for each path information (port) of a checked LD Set does not match, the

display items in the list are as follows:

<Port information list display>
Path (port numbers and names are displayed together.)

Pattern

—Accessible LD List

D LD Set Path Pattern

=-EdEl &= oon-oon (PORTD) 01
00h-00k (PORTO! 8 oon-01n (poORTL) 01
OOh-O0lkh (PORTL) Y oin-oon tpomTE) 01
0lh-00k (PORTZ) ﬁ Olh-01k (PORTE) oz

0lh-0lk {PORTZ)
£)-CIBEl 13¢: Lirax_1

e 13: Linux_2

+ D Nx:Mext

D WH:Windowsl

4| I3

Figure 10-29  Accessible LD List - Port Information List Display
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¢ If the assignment of logical disks for each path information (WWPN) of a checked LD Set does not match, the

display items in the list are as follows:

<Path information list display>
Path

Pattern

—aoccessikble LD List

CJ6E] vo set Path | partern |
.F B 1o00-B111-1111-1111 o1
1000-B111-1111-1111 B 1oo0-c111-1111-1111 o1

F 1000-C111-1111-1111 B 1o00-p111-1111-1111 ol

FB 1000-D111-1111-1111 88 1000-F111-1111-1111 oz

[FEg 1000-E111-1111-1111
B 1 Limeax_L

CIBE] 1 Linax 2

D Nx:Hextc

D WH:Windowsl

Figure 10-30  Accessible LD List - Path Information List

* When the assignment states of logical disks of the check-marked LD Sets for each path information item do not

coincide, items displayed in the list are as follows:

<Logical disk list display>

—Accessible LD List

D Set &1 | LU Number | 05 Type I Logical Disk HName I RAIDI Capacity
G- C: PISCESSLDSET o000k O000OR  UH LD_TEST_ 002 1
& Ex: REFAMSTN/LDSET MMNoooln  ooolk  WW LD _TEST 001 1
MH:1EE LM
S4000zh 0Ol4kh  CX REFAM/MIX/LL_0000 5 |
H: A400/LISET

E - HPRP;‘LDDILDSET “So00zh O0DLER O REFAM/MIX/LD_000l 3

: S0004h  0DOLER  CX REFAM/MIX/LD_000Z 3
B JE RPE430/LDIET S 000Sh 0017k CH REFAM/MIX/LD_D00Z 3
iy I BREE00/LDSET L0006k 0018k CX REFAN/MIX/LE_0004 3
B WN:DELL_REFAM/LDEET — | -
- S0007h 0019k CX REFAM/MIX/LD_0005 =
B W EXP 0890 /LDEET ﬂl‘,ooosm oolah  CX REFAM/MIX/LD_0006 [ M|
- M- BHD 1746/ TDERT ;I J | D

Figure 10-31  Accessible LD List - Logical Disk List
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An LD Set is a virtual concept that shows the aggregate of logical disks bound by the iSM. However, there is a
possibility that the assignments of logical disks for each path may not coincide due to communication failures during
setting.

Ensure consistency according to the following procedure.

Take a note of a path to which wrong logical disks are assigned (the same characters are displayed for the same
contents in the Pattern column). Next, after deleting wrong paths once from the Link Path screen, click the [Get
Disk Array Info.] button. Check that the LD Set icon is returned from Red to Blue in the Accessible LD List,
restore necessary link paths on the Link Path screen again.

Rebuilding is also possible by assigning logical disks again by using [New Setting].

¢ Display items can be sorted, but their order cannot be changed.
* LUN to which logical disks are not assigned is made blank.
* When selecting delete target logical disks, one logical disk or multiple logical disks can be simultaneously

selected.

(¢)  Various Operation Buttons

Operation buttons shown below can be used for logical disks in the Accessible LD List.

Each button is enabled under defined conditions. For details, refer to the explanation of operation.

* Logical Disk [Add] button
¢ Logical Disk [Delete] button

Furthermore, LD Set related operation buttons shown below can be used regardless of logical disk selection.
¢ LD Set [New] button
* LD Set [Delete] button

* LD Set [Link Path] button
¢ Right button after LD Set selection
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(2) Candidate LD List

This is a list view of logical disks which can be assigned to LD Sets. Selective display is possible by entering

keywords in the combo box.

(a) Listview

* Display items are as follows:

Number
OS Type
Logical Disk Name
RANK/Pool No. (The pool number is displayed only on the disk array with pool (in hexadecimal and with four
digits.)
Pool Name (displayed only on the disk array with pool.)
RAID
Capacity
Group
Preserve Logical disk assigned to an LD Set
(Blank) Logical disks in the Preserve Group
Purpose
RPL Logical disks set in pairs only for replication
snapshot Logical disks with snapshot setting (BV)

Link-volume Logical disks set as link-volume (LV)

RPL/snapshot Logical disks set in pairs for replication and snapshot setting

(Blank) Ordinary disk with no special purpose settings

Port (Displayed when using a disk array to which “AccessControl( WWN)” is applied)
yes Logical disk assigned to a port mode port
(Blank) Logical disk which is not assigned to a port mode port

However, the port items are automatically displayed only when a Port mode port exists.

The logical disk display item order can be changed. For information on the settings, refer to “Client Start/Stop” in

the “User’s Manual” or “User’s Manual (UNIX)” in accordance with the OS in use.

* Display items can be sorted, but their order cannot be changed.
* Logical disks assigned to LD Sets are also displayed.
* When selecting logical disks which are to be assigned to business, one logical disk or multiple logical disks can be

simultaneously selected.



Chapter 10 Access Control Operations

(b) Display Selection Combo Box
Using the following keywords makes it possible to narrow down the display of logical disks in the [Candidate LD

List].
Table 10-2 Display Selection of Logical Disk
Selection Information Display of Logical Disks

“LD Set Name” Displays only logical disks which have already been assigned to the LD Set

(Ex. “NX:UNIX_ Server01”)

“Platform: *” (Ex. “NX: *”) Displays only logical disks of the Platform

“oEr Displays only logical disks whose Platform has not been set

“HEh-FED (F)7 Displays only logical disks that are assigned to ports in the Port mode.

(Ex. “04h-00h (Server01)”)

“Preserve Group” Displays logical disks in the Preserve Group.
Target logical disks include logical disks with no special purpose settings,
logical disks set in pairs for replication, logical disks for snapshots (BV only
displayed. SV and SDV are not displayed), and logical disks set as
link-volume.

“ALL” Displays all logical disks in the [Candidate LD List].
(Default settings)

(c)  Various Operation Buttons

Operation buttons shown below can be used for logical disks in the [Candidate LD List].

Each button is enabled under defined conditions. For details, refer to the explanation of operation.

* Logical Disk [Add] button
* Logical Disk [New Setting] button
* All Selection check box

Furthermore, LD Set related operation buttons shown below can be used regardless of logical disk selection.
* LD Set [New] button
¢ LD Set [Delete] button

¢ LD Set [Link Path] button
* Right button after LD Set selection
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Perform individual operations for LD Sets on the following screen

@Iucalhust : AccessControl- [Setting Mode]

AccessCaontrol | Setting/Beference I

—Accessible LD List

M :HPRP2400/LDSET ;I LUN INu.mber 028 Type | Logical Disk Name I RELIDI Capacity [
Wi RP5430/LDSET SNo000h 0000k WM i NCAAS 0000 o o
HA: BAZE00/LDEET MMooolk  0lzlh WH ¥iln Client 0121 a a
WH:120LG_1/LDEET
WH:120LG_Z/LDSET
WH:120LG_3/LDSET
WH:DELL_REFAM/LDSET
Eg 1o00-0000-C939-D7EE
WH: EXP_0883/LDEET
WH: EXP_0830/LDEET
-
T - SHREESTTEET I_’I—I {I I _’I

— LD Set Logical Disk

Newr | Delete | Link Path | Mew Setting | Add | Delete |

—Candidate LI List

Selection IALL j I- 411 Belection
Nunber I 05 Type I Logical Disk Name | PANE | RAIDI Capacity [GE] I Group I Purpose I 3
W 000oh  WH A NCAAZ 0000 00h-0eh 0 0.1
7 oooin mx PEFAM 4G HPFIR{ ... 00h-00h 1 4.0 BPL
W a00zh NX REFAM 4G HPMI< ...  00h-00h 1 4.0 RPL
550 L 4.0
w o004k NX REFAM 4C HPMI{ ...  00h-00h 1 4.0 RPL
W O00Eh  NX DEFAM 4C HIME{ ... 00k-00h 1 4.0 RPL
Get Disk Array Info. | Close I Help |

Figure 10-32 [AccessControl] Tab Screen

(3) [Get Disk Array Info.] button
Clicking this button will re-acquire information from the disk array necessary for operations on the AccessControl

screen.

Normally, it is not necessary to use this button to re-acquire information from the disk array. If operations for
the disk array on this screen fail, causing inconsistency between the disk array setting information and the

information administrated on the iSM client and making normal operation impossible, use this button.

After clicking this button and while information is being acquired from the disk array, the following dialog screen

will be displayed.

Figure 10-33 Information Being Acquired
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When canceling the acquisition of information by clicking the [Cancel] button while the information is being
acquired, or the acquisition of information fails, there is a possibility that disk array information administrated by
the iSM client may be wrong. Therefore, re-acquire information from the disk array through [Get Disk Array

Info.].

(4) [All Selection] check box

This check box is used to perform auxiliary operation to select logical disks from the [Candidate LD List] display

area.
This check box enables the auxiliary selection operation as shown below.
¢ Activate the check box

Selects all logical disks displayed in the [Candidate LD List].

¢ Deactivate the check box

Unselect logical disks currently selected and displayed in the [Candidate LD List].
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10.5.2 Access Control Start/Mode Change Screen

Items that can be set on the [Setting/Reference] tab screen are as follows:

¢ Setting Access Control

* Product Information (reference only)

Contents of each item and setting information are described below.

rfij_m.ﬂn:t:essl:u:ml:rrl:tl- [Setting Mode]

Figure 10-34 [Setting/Reference] Tab Screen

(1) “Setting Access Control” field

The following setting can be performed in this field.

* Change Port Mode
 Start Access Control
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(2) “Product Information” field

This field displays information on the AccessControl product required for setting information on accessibility to

logical disks.

¢ Purchase Product Classification: ~ Displays the type of the purchased AccessControl product.

¢ Product Use Situation: Displays the maximum number of path information links permitted for the

AccessControl product and the current number of path information links.
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10.5.3 Access Control Setting Confirmation
Screen

Starting Access Control in setting mode displays the following warning dialog box to warn the users:

isM

EEE SRS R R S
[TARMNING]

& (Fead following warning before using. )

A setting in the access state where it does not
stop from a Business Server is accompanied by
the following risks.

Moreower, since it is accompanied by the sane
rizk when a setting is mistaken, sufficient
cautions are recuired for a setting.

*There is a case where it becomes impossible
for a LD to recognize suddenly from a Business
Server.

*The data mismatching by being cash
un-reflected on a Business Server may occur.

*The data in a LD may be damaoged.
May I start a setup?

A RS S e S S

Cancel

Figure 10-35 Warning Dialog Box at Start

Clicking the [Cancel] button in the warning dialog box at start returns to the Configuration- [Setting Mode] screen

below.
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rE:—-"']l:cnnfigural:il:ln— [Setting Mode]

—Disk Array Subsysten Information
Disk Array Name : Storagez300/0Z44
Product ID : BE300 Disk Array
Serial Number : 00000009z 7300z244

—Batch Setting
More than one LD in the Disk Array Subsystem can
be bound collectiwely.

Please use it at the time of initial installation
and =o om.

LD Eind. ..

More than one LI or Disk Array Subsystem can be

Secting Nickname. . .
renamed collectivelsy.

Setting about replication can be done

Peplication Setting. .. collectively

—Individual Setting/Reference
LD can be bound or wunbound individuallsy.
LD Bind/Tnbind. _ . Pleaze use it at the time of adding disk or
changing disk conficguration.

Warious settings of Disk Array Subsystem can be
executed.

Setting Disk Array. ..

According to the AccessControl from the Business
Server, the access propriety information to the
LD can be set up.

Setting Access Control. ..

Set abomt Che Cache Partitiondreg Functiomn. This

|function car ditdde 8 cache memory doka =
segment, and can restrict Ghe) amount of cache
MEMoES GeEoupanay for ewery businese.

Setting Cache Segqment. . .

—Get Configuration
Present LD composition and present Disk Array

setting information are gotten, and it is =awved

at a file.
Help |

Get Configuration Setting Info.

Figure 10-36  Configuration- [Setting Mode] Screen

Similarly, the following dialog boxes also display a warning message when an attempt is made to perform operation:

[05317], [05318], [05319], [05325], [05326], [05327], [05373], [05384], and [05385]

iSM

[05325]
LD Set is deleted.

e b B e b S W
[*#ARMING]

ARARR AR AR RA R AR AR AR R A R AR RARER AR AR RARARREA REA A A RANA
(Read Following warning before using)

A setup in the state where access from an business server is

not suspended is accompanied by the Following risks,

Moreowver, since it is accompanied by the same risk when a

setting is mistaken, sufficient cautions are required Far a

setking,

*There is a case where it becomes impossible for a LD to
recognize suddenly From a Business Server.

*The data mismatching by being cash un-reflected on a
Business Server may occur,

*The data in LD may be damaged.

B B B B R R B R

QK |

Figure 10-37 Sample of Warning Message Display

IV-223



Chapter 10 Access Control Operations

For any operation which displays this warning dialog, a message appears to ask you whether you really want to make

setting changes to the disk array.
i5M |

@ Ope you sure?
v

Wes

Figure 10-38  Confirmation Message
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|Appendix A Specifications

A.1 Specified Number of Disk Arrays to Be
Set

At most one disk array can be set from the iSM client simultaneously (not including LD Batch Binding and Pair

Batch Setting).

A.2 Number of LD Sets Locatable in One
Disk Array

Table A-1 shows the maximum number of LD Sets locatable in one disk array.

Table A-1 Max. No. of LD Sets Locatable in One Disk Array

Disk Array Series Max. No. of LD Sets*
1000 series 128
2000 series 128
3000 series 256
4000 series 256

* Calculate the number of new LD Sets you can create by subtracting the number of LD Sets with no path

specified and the number of paths linked with LD Sets from the maximum number of LD Sets locatable.

A.3 Specified Number of Paths to Be Set for
LD Set

At most 64 paths can be set for a LD Set.
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A.4 Number of LDs Locatable in One LD Set

Table A-2 shows the maximum number of LDs and LUNSs locatable in one LD Set.

Table A-2  Specifications for LDs Locatable When Access Control Is ON

Access License . Max. No. of Specifiable
Control Required AEEEEINEI DI vy Locatable LDs LUN
ON AccessControl Port mode 1000/2000 series 1024 | 0000h to 03ffh
(WWN) (to be set by 3000/4000 series 4096 | 0000h to Offfh
maintenance
personnel)
AccessControl WWN mode 100/1000/2000 series 512 | 0000h to O1ffh
300074000 series 512 | 0000h to O1fth
Port mode, WWN 100/1000/2000/2800 512 | 0000h to 01ffh
mode series
3000/4000 series 512 | 0000h to 01ffh
Port mode for 2000 series 1024 | 0000h to 03ffth
ACOS-4 resources (101740 gerjeg 4096 | 0000h to Offfh
be set by maintenance
personnel)
OFF None None 100/1000/2000/2800 1024 | 0000h to 03ffh
series
3000/4000 series 4096 | 0000h to Offfh

Note: The number of LDs you can actually use depends on the operating system on the business server.

A.5 Notes on Binding a Pool

Although you can bind dynamic pools with up to 120 physical disks on S2400 disk array and up to 240 physical disks

on S2800 disk array, you can use up to 60 physical disks when you bind a pool.

disks, you need to expand dynamic pools by adding physical disks.

In addition, when you expand a dynamic pool, you can add up to 60 physical disks at a time.

Thus, to use 61 or more physical
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Appendix B Configuration Setting
Command

This chapter explains how to operate the configuration setup command that is performed through the Command

Line Interface (CLI) from the iSM server.

B.1 Network Relief Setting Command
(iISMnetconf)

The iSMnetconf command sets the IP Address, Subnet Mask, and Gateway Address of a target disk
array’s Service Processor, limits permission for access from the monitoring server, and refers to the
information. The iSMnetconf command operates on a host that is connected with the disk array
through FC. Make Service Processor settings for general operation through iSM client’s configuration
setting (GUI), 9.3 “Network”. Use the iSMnetconf command if monitoring via the Ether path is
disabled due to wrong operation or the like. The iSMnetconf command is installed at the same time

the “Storage Manager Volume List”, “ReplicationControl”, or “SnapControl” is installed.



Appendix B

Configuration Setting Command

B.2 Start and Stop of Network Relief

Setting Command

(1)

()

Start of the iSMnetconf command

To start the command, enter iSMnetconf in the command line. If options are omitted, the

program version and the usage are displayed as shown below.

iSMnetconf  Version x.x

Usage : iSMnetconf  {-arrayname <Array Name> | -specialfile <Special File>}
[-number <Resource Number>]
{[-ipaddress <IP Address>] | [-subnetmask <Subnet Mask>] |
[-gateway <Gateway Address>] |
[-addscsivalidaddress <Add Address>] |
[-chgscsivalidaddress <Original Address> <Change Address>] |
[-delscsivalidaddress <Delete Address>] |
[-scsiguardinvalid {on | off}]}
[-ipcheckinvalid {on | oft}] [-force]

iSMnetconf  {-arrayname < Array Name> | -specialfile <Special File>}

[-number <Resource Number>] -view

iSMnetconf  -file <File Name> [-ipcheckinvalid {on | off}] [-force]

* The above is a display sample. The actual program version is displayed for Version.

iSMnetconf command options

The following explains the functions of the iSMnetconf command and the corresponding options:

-addscsivalidaddress option: Adds the IP address of the monitoring server for which
access is permitted. The IP address added with this
option takes effect when the access restriction function
is enabled (scsiguardinvalid is off). Up to eight of
this option, including the chgscsivalidaddress and
delscsivalidaddress options, can be specified
simultaneously. The total number of IP addresses
that can be added per disk array is 8 when SCSI
Socket Valid IP addresses, SNMP Trap Transmission
IP addresses, and SNMP Valid IP addresses are all

combined.
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-arrayname option: Specifies the name of the target disk array.

Since the relationship between the disk array name and
the special file name (UNIX version) or disk number
(Windows version) is obtained from the “volume
information data”, it is necessary to confirm that the
“volume information data” has been updated to the
latest version. For information on how to update the
“volume information data”, refer to “volume list
command” in the “User’s Manual” or “User’s Manual
(UNIX)” in accordance with the OS in use.

-chgscsivalidaddress option: Changes the IP address of the monitoring server for
which access is permitted. The IP address changed
with this option takes effect when the access
restriction function is enabled (scsiguardinvalid is off).
Up to eight of this option, including the
addscsivalidaddress and delscsivalidaddress options,
can be specified simultaneously.

-delscsivalidaddress option: Deletes the IP address of the monitoring server for
which access is permitted. The IP address changed
with this option takes effect when the access
restriction function is enabled (scsiguardinvalid is off).
Up to eight of this option, including the
addscsivalidaddress and chgscsivalidaddress options,
can be specified simultaneously.

-file option: Reads the file storing the settings and sets the service
processor. The settings can be made for multiple
disk arrays simultaneously.

-force option: Forcibly makes settings even during configuration
setting by another configuration setup command.

-gateway option: Sets a Gateway Address. Specify the Gateway
Address in the input format of “aaa.bbb.ccc.ddd” (in
decimal).

-ipaddress option: Sets the IP Address of the target disk array. Specify
the IP Address in the input format of
“aaa.bbb.ccc.ddd” (in decimal).

-ipcheckinvalid option: Enables the omission of a check on if the IP Address
specified in the ipaddress option is already used by
another network equipment. The option also enables
the omission of a check conducted to see whether any
of the IP addresses specified with the ipaddress,

subnetmask, gateway, addscsivalidaddress,
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chgscsivalidaddress, and delscsivalidaddress options is

invalid.
-number option: Specifies the target Service Processor number.
-scsiguardinvalid option: Determines whether to validate/invalidate the limit for

access from monitoring servers connected through
Ether. If “off” is specified, the limit for access from
monitoring servers becomes valid, and only
monitoring servers at registered IP Addresses are
permitted to make access. If “on” is specified, the
limit for access from monitoring servers becomes
invalid, and monitoring servers at any IP Addresses
are permitted to make access. Therefore, be careful
in specifying “on” for this option.

-specialfile option: Specifies the special file name of the target disk array.
The special file name is displayed by the “volume list
command”. For details on the command, refer to the
“volume list command” explained in the “User’s
Manual” or “User’s Manual (UNIX)” in accordance
with the OS in use.

-subnetmask option: Sets a Subnet Mask. Specify the Subnet Mask in the
input format of “aaa.bbb.ccc.ddd” (in decimal). The
subnet of the disk array’s IP Address is set by
specifying this option.

-view option: Displays Service Processor information. If a Service
Processor number is specified in the “number” option,
the information of only the specified Service Processor
is displayed. If the “number” option is omitted, the

information of all the Service Processors is displayed.

(3) Termination of the iSMnetconf command

When the iSMnetconf command terminates normally, a message is displayed indicating
successful operation if a setting option is specified. If a reference option is specified, the item

for the option is displayed.
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B.2.1 Example of Displaying Options

(1) Setting of a Service Processor

The following shows the setting of the Service Processor of a target disk array.

>iSMnetconf -arrayname Storage2300 -number 00h -ipaddress 192.168.0.1 -scsiguardinvalid off

iSMnetconf 001 : Command Complete Successfully.

(2) Reference to various types of Service Processor information

The following shows reference to various types of Service Processor information of a target disk
array. If the -number option is omitted, the information of all the Service Processors in the target

disk array is displayed.

>iSMnetconf -arrayname Storage2300 -number 00h -view

--- Service Processor Information --- ... (@
Number(h) : 00
State : ready

--- Disk Array TCP/IP Information --- ... (b)
IP Address :192.168.0.1

Subnet Mask :1255.255.255.0

Gateway Address : 192.168.0.254

--- SCSI Socket Information --- ...(0)
SCSI Socket Guard Invalid  : off
SCSI Socket Valid IP Address : 192.168.0.5

--- SNMP Information --- ... (d)
Community Name : public
SNMP Trap Transmission IP Address : 192.168.0.5
:192.168.0.6
SNMP Valid :off
SNMP Valid IP Address :192.168.0.5
1 192.168.0.7
--- Trap Information --- ... (e)
Trap Sense Interval : 5 second(s)
Unit Contact : XXX, Manager Name, 8-23-xXxxx
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Unit Name : Storage2300
Unit Location : Fuchu-shi
Unit Info : Setting Date 2003/01/01

The display items are as follows:

(a) Service Processor Information

Displays the information of a target Service Processor.

Number(h): Service Processor number

State: Service Processor state

(b) Disk Array TCP/IP Information
Displays the TCP/IP information of a target disk array.

IP Address: IP Address of the disk array
Subnet Mask: Subnet Mask of the disk array
Gateway Address: Gateway Address of the disk array

(c) SCSI Socket Information

Displays the information of monitoring servers.

SCSI Socket Guard Invalid: Indicates that the limit for access from monitoring servers
connected through Ether is valid/invalid.
on: The limit for access from monitoring servers
connected through Ether becomes invalid, and
monitoring servers at any I[P Addresses are permitted
to make access.
off: The limit for access from monitoring servers
connected through Ether becomes valid, and only
monitoring servers at registered IP Addresses are
permitted to make access.
SCSI Socket Valid IP Address: IP Address of a monitoring server that is permitted to make

113

access. “---”is displayed if no IP Addresses are registered.
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(d) SNMP Information

Displays the SNMP-related information

Community Name: Displays the community name.

SNMP Trap Transmission IP Address: 1P address to which trap messages are to be

transmitted. If no IP address is registered, “---" is
displayed.
SNMP Valid: Indicates whether the SNMP request restriction is

valid or invalid.

on: The SNMP request restriction is invalid,
accepting SNMP requests from any host.

off: The SNMP request restriction is valid,
accepting SNMP requests only from registered
hosts.

SNMP Valid IP Address: IP address from which SNMP requests are accepted.
If no IP address is registered, “---” is displayed.

(e) Trap Information

Displays the trap-related information.

Trap Sense Interval: Displays the SNMP trap sense interval.
Unit Contact: Displays the management information transmitted in

the SNMP trap.

Unit Name: Displays the system name transmitted in the SNMP
trap.
Unit Location: Displays the installation location information

transmitted in the SNMP trap.
Unit Info: Displays the other information transmitted in the

SNMP trap.
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B.2.2 Setting File

(1) File header

When the following identifier line is written at the beginning of a file, that file can be identified as

the setting file of this command.

# iSMnetconf Configuration File Version x.x.

(2) Sections and items

In the setting file, specify parameters using sections and items.

* [Target Disk Array] section

Specify the disk array and service processor number to be set.  This section is always required.

array name item: Specify the disk array name.
special file item: Specify the special file name (UNIX version) or disk
number (Windows version).

number item: Specify the service processor number.

[Disk Array TCP/IP Information] section

Specify the network-related items for the disk array.

ip address item: Specify the IP address of the disk array.
subnet mask item: Specify the subnet mask of the disk array.
gateway address: Specify the gateway address of the disk array.

[SCSI Socket Information] section

Specify the items related to the restriction of access from the monitoring server.

scsi socket guard invalid item: Specify whether the restriction of access from the
monitoring server is valid or invalid.
scsi valid address item: Specify the IP address of the monitoring server for which

access is permitted.

10
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(3) Example of the setting file

An example of the setting file is shown below.

# iSMnetconf Configuration File Version x.x
[Target Disk Array]
array name = Storage2300

number = 00h

[Disk Array TCP/IP Information]
ip address = 192.168.0.1

subnet mask = 255.255.255.0
gateway address = 192.168.0.254

[SCSI Socket Information]
scsi guard invalid = off

scsi valid address = 192.168.0.5

(4) Notes

* A line beginning with “#” is treated as a comment.

* Space and horizontal tab characters are ignored.

* It is necessary to specify either the array name item or special file item in the [Target Disk

Array] section.  If neither or both of them are specified, an error occurs.

* When the target disk array has only one service processor, the number item can be omitted.

* Up to eight scsi valid address items can be specified simultaneously.

* When more than one scsi valid address item is specified, only the IP addresses that are specified

with this option are registered as IP addresses for which access is permitted.

* It is necessary to specify the sections and items in the order shown in (2) “Sections and items”.

* By repeating the sequence of sections and items, beginning with the [Target Disk Array] section,

more than one disk array can be specified as the setting target.

11
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C.1 RAID

The word RAID was first introduced in the thesis “A Case for Redundant Arrays of Inexpensive Disks”

released by professors of the University of California at Berkeley of the U.S.A. in 1987.

The initials RAID of “Redundant Arrays of Inexpensive Disks” mean literally “a set of redundant and
inexpensive disks”. However, RAID has been generally explained with “Inexpensive” replaced by
“Independent” in these days. Large-capacity hard disks were very expensive at that time, but I[/O
performance was not high enough for the costs. Disk access was a bottleneck in system performance.

RAID was created for the following purposes:

* Reducing costs by using inexpensive small-capacity disks
* Improving performance by concurrently accessing multiple disks

* Increasing reliability by adding redundant data

RAID levels 1 to 5 are defined in the thesis mentioned above. However, the table below shows the
features of RAIDO (striping), RAID1, RAIDS, RAID10, RAID50, and RAID6 only. RAIDO (striping)
has no redundancy and does not satisfy all requirements for RAID, but it is in wide use. RAID10is a
combination of RAIDO and RAID1. RAIDS50 is a combination of RAIDO and RAIDS. RAIDG6 can

keep redundancy by its double-parity feature even if one physical disk becomes faulty.

Each RAID number is used simply to sort out data division methods or repair methods, and the RAID

numbers do not indicate any priority.

12
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Required .
AP Redundancy || Number of Decreas_e n Advantage Disadvantage
Level PDs Capacity
1 or . Inaccessible when even a
:| None more ‘13 None Quick access single disk fails
High reliability
Dual 2 50% || No performance Costly
configuration deterioration in reduced
state
Equival Parity data read required
. *4 quiva e?nt Concurrent processing for for writing
Parity 3 or more to capacity . o
of 1 disk multiple R/W commands Performance deterioration
in reduced state
Equivalent . It is necessary to read
) «s || to capacity The most reliable parity when writing data.
Double parity || 6 or more of 2/6 or (redundancy secured on a o
. failure of one physical disk) | [he accessibility to data
2/10 disks drops on degradation.
Quick access
Dual 4or oo High reliability Costl
configuration || more " ¢ No performance y
deterioration in reduced
state
i Concurrent processing for [tis necessary to read
) o Equivalent : P & parity when writing data.
Parity 10 or more”’ ||to capacity ||multiple R/W commands T ibility to dat
of 1/5 disks . € accessioiln O data
Quick access drops on degradation.
*1: 100/1000/2000 series disk array: 1, 3, 5, 10, or 15 disks
*2:100/1000/2000 series disk array: 4, 6, 8, 10, 12, or 14 disks
*3:  S400/S1400/S2400/S2800 disk array: Not available for configuration
*4:  S400/S1400/S2400/S2800 disk array: 5 disks
*5: S400/S1400/S2400/S2800 disk array: 6 or more disks (4+PQ) and 10 or more (8+PQ)
*6:  S400/S1400/S2400/S2800 disk array: 4, 8, or 16 disks
*7: S400/S1400/S2400/S2800 disk array: 10 or 20 disks
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(1) RAIDO

Data Sent from Host \
B

' ‘ [ Stripe1 [ Stripe2 [ Stripe3 | Stripe4 | Stripe5 |

ﬁﬁﬁ&

Stripe1 Stripe2 | Stripe3 | .
Stripe4 Stripe5 |

Striping Size

— e

K Physical Disk1 2 3 ji‘

This method slices data (send from the host) in a striping size and distributes the data to the

physical disks of the RAID.

If processing is performed concurrently for the physical disks of the RAID, the data transfer time
is reduced to 1/(number of PDs) and data can be accessed quickly. Since RAIDO has no
redundant data, 100% of the disk capacity is available. However, data cannot be accessed when

even a single disk fails.

<Advantage>
* Quick access

* Highest availability of the disk capacity

<Disadvantage>
* RAIDO has no redundant data. Thus, it is inaccessible when even a single disk fails.

* Since more than one physical disk is used, reliability becomes 1/number of PDs.

Since RAIDO has no redundancy, all the data is lost when even a single disk fails. iSM does not

recommend RAIDO. Use another RAID configuration.
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(2) RAID1
Data Sent from Host N
- [ Block1 | Block 2 | Block 3 | Block 4 | Block 5 |
e e T
"'\-\_\_\_\—'_,_,_!" "'\-\_\_\_\—‘_'_,_r"
hBlock 14 Block 1 __j
~Block2 ~—Block2
- Block3 rBlock3_
Block4 __4 b Block4
\-\_H_\_\_‘_'___,-F’ ‘M.__\_\_'_'___,-'

K Physical Disk1 2 j;

This method writes data (sent from the host) onto two disks (or into 2 disk groups). (Mirroring)

RAIDI1 has the same data in dual configuration. Thus, even if one disk fails, the other disk
enables access to the data.

In comparison with a single disk, RAID1 achieves the equivalent performance in write operation,
and up to the double throughput as performance in read operation by accessing two disks
containing the same data.

RAID1 offers data reliability higher than any other RAIDs do, but redundant data takes up 50% of
the disk capacity.

<Advantage>
* High reliability
* No performance deterioration when a single disk fails

* Performance in read operation can be up to twice as high as the throughput of a single disk.

<Disadvantage>

* Redundant data takes up a half of the disk capacity.
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(3) RAID5

Data Sent from Host \

M) [Siripet [ Stripe2 | Stripe3 [ Striped [StripeN| - ]
Parity Generation

. i v
T el T
.. Stripe1 _41_ Stripe2 | {1 Parity(1,2),
Stripe3 | .4 +..Parity(3,4) | Striped
Parity(N,N+1)i{ .. StripeN StripeN+1 ]

Striping Size

— e e -

Kk Physical Disk1 2 3 j;

This method slices data (sent from the host) in certain striping size and distributes the data to the

physical disks of the RAID. It also distributes the parity data to the disks.

Since RAIDS distributes parity data to multiple disks, it enables concurrent processing at disk
access. Thus, RAIDS is suitable for processing which often makes random access to small files
in size of several kilobytes.

Even if one of the disks fails, access can be made to the parity data. However, performance in

read operation lowers in this case.

<Advantage>
* Concurrent processing by using distributed parity data

* Availability of processing which often makes random access
<Disadvantage>

* If one of the physical disks constituting logical disks fails, performance in read operation

lowers.
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(4) RAID6

\

Data Sent from Host
A

Stripe 1 | Stripe 2 | Stripe 3 | Stripe4 | Stripe 5 [ stripe6 | stripen | .. |

Parity 1 Generation Parity 2 Generation

Stripe 1 i
T

Striping Size

Stripe 3
Parity 1 (5, 6)

& Physical Disk 1 2 3 4 J

This method slices data sent from the host in certain striping size and distributes the slices into the
physical disks of the RAID. While doing that, it generates two parity data per block and

distributes the respective parities into the disks.

RAID6 supports double parity, therefore it secures redundancy even if one disk becomes faulty
and also ensures accessibility even if two disks become faulty. However, the capability for

reading data degrades in case of a disk failure.

In addition to that, RAIDG distributes parity data to multiple disks, it enables concurrent
processing for access to the disks. Thus, RAID6 is suitable for random access to small files in

size of several kilobytes.

<Advantage>

* Redundancy secured if one physical disk becomes faulty, and high reliability and availability if
two disks become faulty.

* Concurrent processing by using distributed parities

* Suitable for random access

<Disadvantage>

* [f two physical disks used for the logical disks fail, the capability for reading data degrades.

17



Appendix C RAID

(5) RAID10

Data Sent from Host

‘ [EBISEKA_Block2 | Block3 | Block4 | Block5 |
L AL T A A T
"'H_\_\_\—'_'_,_F" -\"'\_\_\_\—'_'_,_F"
~BIGek# . IBIGEK1 - |._Block? [~ Block2
—Block3!  }~_Block3 { |~ Blockd | Blockd.
Block5 Block5
k\% Physical Disk 1 2 3

L

This method slices data (sent from the host) and distributes (RAIDO) the data to pairs of mirrored
disks (RAID1).

Since RAID10 distributes data to multiple disks, it enables concurrent processing and makes

quick access. In addition, it has the same data in dual configuration. Even if one of the disks
fails, the other disk enables access to the data.

Reliability is about 1/n (n: number of paired sets of RAID1 disks) of RAID1 consisting of two
disks. Reliability is lower than that of a single RAID1, but it is still high enough.
<Advantage>

* High reliability

* Quick access

* No performance deterioration when a single disk fails

<Disadvantage>

* Redundant data takes up a half of the disk capacity.
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(6) RAID50

N

Data Sent from Host
A

N

| Stripe 1 | Stripe 2 | Stripe 3 | Stripe 4 | Stripe 5 | Stripe 6 | Stripe 7 | Stripe 8 | Stripe9 | Stripe 10 | Stripe N | |

Parity Generation Parity Generation

— T R e — v
e |
Stripe 1 Stripe 2 Parity (1, 2) Stripe 3 Stripe 4 Parity (3, 4)
Stripe 5 Parity (5, 6) Stripe 6 Stripe 7 Parity (7, 8) Stripe 8 ?
M~ | ~—————| [ =—" e [ ~—7——
Parity (9, 10) Stripe 10 Parity (N, N+1 Stripe N Stripe N+1 _Btriping Size

~— I I S~ AN A

& Physical Disk 1 2 3 4 5 6 j

This method, based on RAIDO, slices data sent from the host and distributes the slices into

multiple sets of RAIDS physical disks.

Since RAIDS50 distributes data to multiple sets of RAIDS disks, it enables further concurrent

processing and provides quicker access.

<Advantage>
* Concurrent processing for multiple R/W commands

* Quick access
<Disadvantage>

* If one of the physical disks constituting logical disks fails, performance in read operation

lowers.
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C.2 List of RANK-Configurable RAID
Types

The table below shows the number of physical disks and the number of RANKSs available by the RAID
type on the 100/1000/2000 series (not including S400/S1400/S2400).

Number of Physical Disks
RAID Disk Array 12|34 |5|6|7 89|10 |11 |12 13| 14| 15
Type
RAIDO 100/1000/2000 | O | - |O| - |O| - | -| -] -] O | - - - - |0
RAID1 series S o Y AR AU A U U R ; ; ; ; ; ;
RAIDS -|-|lolo|lo|lo|lo|lo|lolo|lO|lO|O|O|O
RAIDI10 -|-|-|lo|-|o|l-|o|l-lo| -|oOo| -|oO]| -

O: Available -: Unavailable

C.3 List of Pool-Configurable RAID
Types

The tables below show the number of physical disks and the number of pools available by the RAID
type on S400/S1400/S2400/S2800.

* Basic pool

. Number of Physical Disks
Disk Array
RAID Type 2 4 5 8 10 16 20
RAIDI S400/51400/ @) - - - - - -
RAIDS S2400/52800 _ _ o i _ i i
RAID10 - ©) - ©) - ©) -
RAID50 - - - - O - o)

O: Available -: Unavailable

* Dynamic pool

Disk Array Number of Physical Disks
RAID Type
RAID6 (4+PQ) S400/S1400/ 6 to 60
$2400/S2800 (120 or 240)*1
RAID6 (8+PQ) 10 to 60
(120 or 240)*1

*1: The maximum number of physical disks is 60 when pools are in use.

To use 61 or more physical disks, you need to add physical disks by extending dynamic pools.
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Appendix D Notes on Use for Data
Replication

D.1 Notes on Binding Logical Disks

(1) S400/S1400/S2400/S2800

S400/S1400/52400/S2800 disk array allows the user or the system engineer to bind logical disks.
1. Specify the capacity of one logical disk in units of 1 GB*1.
2. Now you can select a recommended capacity (already used in the 3000/4000 series disk array)
from a pull-down list.
The table below shows the recommended capacities. (A logical disk’s capacity smaller than

0.1 GB*1 is shown rounded*2 on the configuration setting summary display.):

View on iSM  Logical disk capacity (including control region)

2.0GB 2128 MB
4.1GB 4256 MB
8.3 GB 8512 MB
16.6 GB 17024 MB
33.2GB 34048 MB
66.4 GB 68096 MB
1329 GB 136190 MB
162.0 GB 165984 MB
265.9 GB 272384 MB
531.9 GB 544768 MB
1063.9 GB 1089536 MB

3. On S400/S1400/S2400/S2800 disk array, you can bind logical disks of the same capacity
regardless of pool type and RAID configuration. (On the 100/1000/2000 series disk array
(not including S400/S1400/S2400), capacities of logical disks you can use are different
depending on the RAID configuration.)

4. The real capacity of each logical disk includes additional 2 MB region for disk control, which
makes it available for the user. On S400/S1400/S2400/S2800, binding a pool may cause the

capacity assigned to a pool (pool used capacity) to exceed the capacity of the logical disks.

*1: iSM handles 1024 KB as 1 MB.
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|

*2: When the total capacity of logical disks is less than 0.1 GB, it is represented as 0.1 GB.

(2) S series (not including $S400/S1400/S2400/S2800 and 3000/4000 series)

The user or the system engineer can bind logical disks of the disk arrays (except for
S400/51400/S2400/S2800 and 3000/4000 series). The capacities of logical disks to be bound
vary depending on the RAID configuration.

If you want to bind logical disks which are to be used with DataReplication, the disks to be paired
must have the same capacity. If having purchased or planning to purchase the products such as
DataReplication, keep in mind that the following assists in easily updating the system

configuration later:

* Binding logical disks having the same capacity
¢ Selecting RAID configuration in which logical disks having the same capacity are easy to be

bound

iSM can also bind logical disks through the CLI (Command Line Interface). However use of
GUI is recommended. This appendix mainly explains how to bind logical disks through the GUI.
If use of DataReplication is not for binding logical disks, read the description of “RV”"! as

“logical disks having the same capacity” in the explanation below.

A logical disk’s capacity smaller than 0.1GB™ is shown rounded on the configuration setting

summary display~. Note that different capacities may appear to be identical.
*1: RV (Replication Volume) is a copy volume in using DataReplication.

*2:1SM processes data with 1MB = 1024KB.
*3: When the total capacity of logical disks is less than 0.1 GB, it is represented as 0.1 GB.
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D.2 Recommended RAID
Configuration

Table D-1 shows RAID configurations recommended if you want to get logical disks to have the same

capacity when using DataReplication.

Table D-1 Recommended Combinations of RAID Configurations

RV | RAIDI RAIDS RAIDS RAIDS RAIDS
MV (1+1)"! (4+P)"! (6+P)"! (8+P)"! (2+P)?
RAIDI(1+1) O] O] - O] (O]
RAID5(4+P) ™ ® ® - ® ®
RAIDS5(6+P) - - ®

RAID5(8+P) 7 ® ® - ®

RAIDS(2+P) 2 ® ® - ®

*1: Can be specified through both Batch Setting and Individual Setting.
*2: Can be specified through only Individual Setting.

[How to read the table]

The table shows RAID configurations in which RV having the same capacity as for MV can be
bound. The symbols in the table are as follows:
®: RV can be bound.
—: RV (=alogical disk having the same capacity as for MV) may not be bound if the RAID
configurations of RV and MV are different.

[Supplementary information]

If operating logical disks in a configuration other than the above, bind the logical disks in
combination of RAIDs in which RV can be bound. Refer to D.3 “Capacity Except Recommended
RAID Configuration” for details.
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D.3 Capacity Except Recommended
RAID Configuration

D.3.1 Concept of Logical Disk Bind
Capacity

IEEEEEEEEEEEEEEEEEEEEEEEEEEEEENEENEENEEEEEEEEEEEEEEEEENEEEEENEEEEEEEEND
This section explains disk array specifications and software specifications, according to which the
capacities of logical disks of this disk array series are to be determined. The section mainly explains
the capacities of logical disks which are to be bound in a non-recommended RAID configuration. Use

“Individual Setting” of Configuration Setting (GUI) to bind logical disks in a non-recommended RAID

configuration.

(1) Disk array specifications

This disk array series requires that the capacity of a logical disk of the RAID type (RAIDO,

RAID10, or RAIDS) using the striping feature is a multiple of “striping size x number of data

disks*”.

The striping size for of this disk array series is defined as 128KB. Thus, “128KB x number of

data disks” is the capacity unit of logical disks to be bound, as shown in Figure D-1.

a1 2EEE
Y
—| 128KB x Number
= — of Data Disks
1 2 n
e e

Physical Disks
Figure D-1 Capacity Unit in Binding

A data disk is a physical disk, which is used to save data in RAID configuration. The
number of data disks is 1 in configuration of RAID1(1+1); it is 4 in configuration of
RAID5(4+P). In other words, if a RAID configuration is expressed as RAID5(n+P) or
RAID10(n+n), “n” is equal to the number of data disks.
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(2) Specifications common to Configuration Settings (GUI and CLI)
Configuration Settings (GUI and CLI) process logical disk capacities in megabytes. According
to “(1) Disk array specifications” and common specifications in combination, the capacity unit of
logical disks to be bound is the lowest common multiple of “128KB x number of data disks” and

“IMB (= 1024KB)” as shown in Table D-2.

Table D-2  Capacity Unit of Logical Disks to be Bound

Number of Data Disks 2131415 6 | 7 8 9 10 11 12 13 14 15

Capacity Unit (MB) 13153 (7]1]9 5 11 3 13 7 15

If RAID such as RAID1, which does not use the striping feature, is in use, data is processed in
megabytes. Thus, the capacity unit is “1”. If a capacity is specified, the system recognizes it as
the capacity that the user can use. In this case, logical disks are bound in the specified capacity

+ 2MB (disk management area).

(3) Specifications specific to Configuration Setting (GUI)
Configuration Setting (GUI) specifies a capacity in units of 0.1GB. The capacity is calculated

with 0.1GB = 1024MB/10. In this case, obtain the capacity as follows:

* With Capacity Specification (Individual Setting):
Specified capacity x 1024 — (Decimal places rounded up)’! — (+2MB)™? — (Alignment)” —
Capacity of LD to be bound

* With Disk Count Specification (Individual Setting):
Free space in RANK/specified number of data disks — (Decimal places rounded up) —

(Alignment)"® — Capacity of LD to be bound

*1: The value with decimal places being rounded up ensures that the specified capacity is
allocated from the free space in a selected RANK. If the RANK does not contain free
space large enough, logical disks cannot be bound.

*2: A disk management area is added.

*3: Alignment means obtaining a multiple (an outer value for Capacity Specification, and an
inner value for Disk Count Specification) of the capacity (in megabytes) calculated from

Table D-2.
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(4) Examples of obtaining capacities of LD to be bound through Individual Setting of Configuration
Setting (GUI)
The following are examples of capacities obtained by specifying a capacity or the number of data
disks when logical disks are bound. Refer to D.3.3 “Method of Specifying Configuration

Setting” for details on “Capacity Specification” and “Disk Count Specification”.

Examples 1: Binding with Capacity Specification
1. Capacity obtained when logical disks are bound with 1.1GB specified for RAIDS (4+P):
1.1GB x 1024 = 1126.4MB — (Decimal place rounded up) — 1127MB — (+2MB)"! —
1129MB —> (Alignment) — 1129MB
2. Capacity obtained when logical disks are bound with 1.1GB specified for RAIDS5 (3+P):
1.1GB x 1024 = 1126.4MB — (Decimal place rounded up) — 1127MB — (+2MB)"! —

1129MB —> (Alignment) — 1131MB

*1: Logical disks are bound in the user-specified capacity + 2MB as the disk array

management area.

Examples 2: Binding with Disk Count Specification

1. Capacity obtained when three logical disks are bound with 266.7GB as the capacity of
RAID5 (4+P):
266.7GB x 1024/3 = 91033.6MB — (Decimal place rounded down) — 91033MB —
(Alignment)”' — 91033MB™

2. Capacity obtained when three logical disks are bound with 200GB as the capacity of
RAID5 (3+P):
200GB x 1024/3 = 68266.66MB — (Decimal places rounded down) — 68266MB —

(Alignment)”' — 68265MB™

*1: The capacity unit is aligned according to Table D-2. In RAIDS, (13+P) is the
greatest, and the maximum value (MB as the capacity unit) is 13MB.
*2: The capacity of the bound logical disks includes 2MB as the disk array management

area.
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&

Note that the logical disk capacity displayed by the iSM is that available to the

user, not the total capacity including the disk array management area.
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D.3.2 Detailed Combination of RAID

Configuration

This disk array series defines that the capacity unit of logical disks to be bound depends on the RAID

configuration. Therefore, RV may not be bound in RAID configuration different from that of MV.

Table D-3 shows the combinations of RAID configurations in which RV having the same capacity as

for MV can be bound.
Table D-3  Correspondence between the Numbers of MV and RV Data Disks in Each RAID Configuration
Number of RV Data Disks*

1 2 3 4 5 6 7 8 9 10 | 11 | 12 | 13 | 14 | 15

1 © | ©® | A © | A A Al O | A A A A A A A

2 © | ® | A © | A A Al O | A A A A A A A

3 O| O] ©|O|A|O©|A|O]|A A A O] A A A

2 4 © | ® ]| A © | A A Al O | A A A A A A A
Al 5 |olo[alole[alalo[ale[alalalala
gl 6 [ol]o]|e|ofale[afofalalalelalala
A 7 OO |A|O|A|A|@®@|O|A|A|A|A]|A|®]|A
S| 8 [ele[aloalalalelalalalalalala
S 9 OO | OO | A|O|A|O|O@]|A[A]JO|A]A A
g 10 OO | A|O|® | A Al O | A O] A A A A A
g 11 OO | A|O ]| A A Al O | A A ® A A A A
Z 12 O|O|®©®|O|A|O©|A|O]|A A A O] A A A
13 OO | A|O ]| A A Al O | A A A A O] A A

14 OO | A|O ]| A Al ®@]|O| A A A A A O] A

15 O]J]O0O |0 |0 |@ O |A|O]JA]JO|A|JO | A A]|O®

*: The number of data disks is the number of physical disks, which are used to save data in RAID

configuration. The number of data disks is 1 in configuration of RAID1(1+1); it is 4 in
configuration of RAID5(4+P). In other words, if RAID is expressed as RAIDO(n), RAID5(n+P),
or RAID10(n+n), “n” is equal to the number of data disks shown in Table D-3.

[How to read the table]

The table shows RAID configurations (depending on the number of data disks in actual operation) in

which RV having the same capacity as for MV can be bound. The symbols in the table are as follows:

©:
O:

RV can be bound.

Configuration Setting (GUI) may be unable to bind RV depending on the MV capacity. In this
case, use Configuration Setting (CLI) to bind RV.

Both Configuration Setting (GUI) and Configuration Setting (CLI) may be unable to bind RV
depending on the MV capacity.

Examples:

1.

With MV bound in configuration of RAID5(4+P)

Configuration Setting (GUI) can bind RV in configuration of RAID1, RAID5(2+P, 4+P, 8+P),
RAID10(2+2, 4+4), or RAIDO(1).

With MV bound in configuration of RAID5(6+P)

Configuration Setting (GUI) can bind RV in configuration of RAID0(3), RAID5(3+P, 6+P,
12+P), or RAID10(3+3, 6+6). Configuration Setting (CLI) can bind RV in configuration of
RAIDI, RAID5(2+P, 4+P, 8+P), or RAID10(2+2, 4+4).
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D.3.3 Method of Specifying Configuration
Setting

There are two methods (Batch Setting and Individual Setting) for binding logical disks through
Configuration Setting (GUI). Each method includes another three specification methods “Disk Count
Specification”, “Capacity Specification”, and “Disk Count and Capacity Specification”. There are six
specification methods in total.

As arule, bind RV by the same specification method as when binding MV. Table D-4 shows the

combinations of specification methods.

Table D-4 Combinations of Specification Methods

RV Batch Setting Individual Setting
Disk Count Capacity Disk Count Disk Count Capacity Disk Count
MV Specification | Specification | and Capacity | Specification | Specification | and Capacity
Specification Specification
Disk Count
. . o x X X x x
Specification
Batch CEEyy x o) o) x o) o
. Specification
Setting =
Disk Count
and Capacity X ©) O X O O
Specification
Disk Count
. . X X X O X X
Specification
e e x o o x o o
. Specification
Setting =
Disk Count
and Capacity X ©) O X O o
Specification
[How to read the table]

The table shows the combinations of specification methods that can bind RV having the same capacity
as for MV. The symbols in the table are as follows:
O: RV can be bound.

x: RV cannot be bound.
If there is difference between capacities obtained by the combinations of specification methods in Table

D-4, the capacity of a logical disk varies depending on the specification method. Table D-5 shows the

capacities of bound logical disks for each specification method.

29



Appendix D Notes on Use for Data Replication

Table D-5 Bound LD Capacity by Specification Method

I\S/Ie(:tt}llr;% Specification Method How to Obtain Capacity C?}iftlty

Disk Count Specification Divide the recommended maximum IMB
capacity*2, which is within the RANK

Batgh capacity, by the number of data disks.

Setting Capacity Specification ! Specified capacity 0.1GB™
Disk Count and Capacity Specification™ | Specified capacity 0.1GB™
Disk Count Specification Divide the RANK capacity by the number of | 1MB

Individual data disks.

Setting Capacity Specification™ Specified capacity 0.1GB™
Disk Count and Capacity Specification”" | Specified capacity 0.1GB™

*1: For “Disk Count and Capacity Specification”, Capacity has a higher priority than Disk Count.
Thus, the capacity of the bound logical disk is the same as when it is obtained by “Capacity
Specification”.

*2: Recommended capacity = 2128MB xn(n=1, 2, 3, ...)

If the RANK capacity is 266.7GB (= 273100.8MB), the recommended capacity is 2128MB x 128 =
272384MB.

*3: A capacity must be specified in units of 0.1GB (0.1GB = 1024MB/10).

Examples 1: Binding with Capacity Specification

1. Capacity obtained when logical disks are bound with 1.1GB specified for RAIDS (4+P):
Both Batch Setting and Individual Setting can bind logical disks of the same capacity.
1.1GB x 1024 = 1126.4MB — (Decimal place rounded up) — 1127MB — (+2MB)* —
1129MB — (Alignment) — 1129MB

2. Capacity obtained when logical disks are bound with 1.1GB specified for RAID5 (3+P):
Only Individual Setting can bind logical disks in configuration of RAIDS5 (3+P).
1.1GB x 1024 = 1126.4MB — (Decimal place rounded up) — 1127MB — (+2MB)* —
1129MB — (Alignment) — 1131MB

*: Logical disks are bound in the user-specified capacity + 2MB as the disk array management area.

Examples 2: Binding with Disk Count Specification

1. Capacity obtained when three logical disks are bound with 266.7GB as the RANK capacity of
RAIDS (4+P): Batch Setting and Individual Setting bind the logical disks of different capacities.
(With Batch Setting)
266.7GB x 1024 =273100.8MB > 2128MBxn — 2128MBx 128 — 272384MB —
272384MB/3 = 90794.66MB — (Decimal places rounded down) — 90794MB — (Alignment)
— 90794MB*
(With Individual Setting)
266.7GB x 1024/3 = 91033.6MB — (Decimal place rounded down) — 91033MB —
(Alignment) — 91033MB*
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2.  Capacity obtained when three logical disks are bound with 200GB as the capacity of RAIDS
(3+P): Only Individual Setting can bind logical disks in configuration of RAIDS (3+P).
200GB x 1024/3 = 68266.66MB — (Decimal places rounded down) — 68266MB —
(Alignment) »>68265MB*

*: The capacity of the bound logical disks includes 2MB as the disk array management area.

Examples 3) Binding with Disk Count and Capacity Specification
1. Capacity obtained when logical disks are bound with 1.1GB specified for RAIDS (4+P):
Both Batch Setting and Individual Setting can bind three logical disks of the same capacity.
1.1GB x 1024 = 1126.4MB — (Decimal place rounded up) — 1127MB — (+2MB)* —
1129MB — (Alignment) — 1129MB

2. Capacity obtained when logical disks are bound with 1.1GB specified for RAIDS (3+P):
Only Individual Setting can bind logical disks in configuration of RAIDS (3+P). Three logical
disks of the same capacity can be bound.
1.1GB x 1024 = 1126.4MB — (Decimal place rounded up) — 1127MB — (+2MB)* —
1129MB — (Alignment) — 1131MB

*. Logical disks are bound in the user-specified capacity + 2MB as the disk array management

area.
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Appendix E _Logical Disk Used Capacity

The list below shows the difference between the pool used capacity and the logical disk capacity on the
100/1000/2000 series disk array (not including S400/S1400/S2400):

Disk Array Series Name | Logical Disk Capacity Pool/RANK Used Capacity
100/1000/2000 User available capacity + 2 MB + o | Equal to disk capacity
400/1400/2400/2800 User available capacity + 2 MB Specified capacity + 2 MB + o

The relation (formula for calculating the relation) between the pool used capacity and the associated logical disk

capacity depends on the pool type:

O

2

Dynamic pool

The minimum unit of assigning an area in a dynamic pool is 256 MB, and the 2-MB control
region is secured in another place. Therefore, when the number of disks is 128 or less, the
amount of the control region secured in the pool is 256 MB, and when the number of disks is

between 129 and 256, it is 512 MB.

Formula

Use the following formula to calculate the pool used capacity when the capacity of logical disks

(user available capacity) required is X (MB) and the number of logical disks is Y:

Pool used capacity = ([(X - 1)/256] + 1) x 256 x Y + ([(Y - 1)/128] + 1) x 256
(X,Y>0)

[X] is a gaussian which represents an integer below X.

Examples

When you bind one 2.0-GB logical disk, the pool used capacity required is:

([(2048 - 1)/256] + 1) x 256 x 1+ ([(1 - 1)/128] + 1) x 256 = 2048 + 256 = 2304 MB

When you bind one logical disk with the recommended capacity 2.0 GB, the pool used capacity

required is:

([(2126 - 1)/256] + 1) x 256 x 1+ ([(1 - 1)/128] + 1) x 256 = 2304 + 256 = 2560 MB
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(3) List of samples

No. of Logical Disks Capacity Pool Used Capacity

1 2.0 GB 2.25 GB (2.2 GB on iSM)

129 2.0 GB 258.50 GB (258.5 GB on iSM)
1 Recommended capacity 2.0 GB | 2.50 GB (2.5 GB on iSM)

129 Recommended capacity 2.0 GB | 290.75 GB (290.7 GB on iSM)

(4) Supplementary explanation

For the capacity of logical disks you can bind in unused space, it depends on how many logical

disks are in the pool.

For example, when you bind 127 logical disks and if there is a pool whose unused space is 2.0 GB,
you can locate one 2.0-GB logical disk in the pool, but you cannot locate two 1.0-GB logical
disks; because the control region already assigned is used for the 128 logical disks, but a 256-MB

new control region is required for 129-th and later logical disks.

2. Basic pool
A basic pool consists of multiple partitions in a RAID configuration, and the partitions are
assigned by units of 1 MB. Therefore, because the partitions need to be equally used on area
assignment to logical disks, the capacity occupied is a multiple of the number of partitions

multiplied by 1 MB.

RAIDI - 1 partition

RAIDS - 1 partition

RAID10 (4 PDs) - 2 partitions
RAIDI10 (8 PDs) - 4 partitions
RAID10 (16 PDs) - 8 partitions
RAID50 (10 PDs) - 2 partitions
RAIDS0 (20 PDs) - 4 partitions

(1) Formula

Use the following formula to calculate the pool used capacity when the logical disk capacity (user

available capacity) required is X (MB) and the number of RAID partitions is N:

Y=(X+2)modN

WhenY =0,
Pool used capacity = X + 2
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When Y >0,
Pool used capacity =X +2+N-Y

A mode N is a congruence representing the remainder of A divided by N.

(2) Examples
When you bind 1.0-GB logical disks with RAID10 (16 PDs):
Y = (1024 +2) mod 8 = 2
Pool used capacity = 1024 +2 + 8 - 2=1032 MB

When you bind 1.0-GB logical disks with RAID10 (8 PDs):
Y = (1024 +2) mod 4 =2
Pool used capacity = 1024 +2 +4 -2 =1028 MB

When you bind 1.0-GB logical disks with RAIDS (10 PDs):
Y =(1024+2)mod2=0

Pool used capacity = 1024 + 2 = 1026 MB

Note that the logical disk capacity is the same in the respective cases but the pool used capacity is

not.
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Appendix F Batch Setup File

F.1 Nickname Setting File

You can collectively set nicknames using the nickname setting file. The following shows the format

of the nickname setting file and a setting sample.
(a) Formatting the user definition file
The format for batch setting the disk array name, LD type/name and the port name from the user

definition file is described below.

The user definition file contains a line starting with “#” or *“;” to be handled as a comment line.

[User definition file format for batch setup]

# Comment line

rmon name list  (A)

[array] (B)

Target disk array name and new disk array name (C), (D)
[1d] (E)

nnnnh, new LD type and new LD name F)

[port] (G)

mmh-ssh, and new port name (H)

[array] (B)

(A) Key information (File identification info)

Describes “rmon name list” as the key information indicating that the following parameter is

the name setting file.

(B) Key information (Disk array)
Describes key information for specifying the name of the target disk array. The
information following the [array] key is valid for the disk array name specified by the [array]

key until the next [array] key appears.
Only one disk array name can be set by using one [array] key. To set multiple disk array
names, an [array] key is required for each disk array name. If multiple disk array names

are specified by using one [array] key, only the first disk array name is valid.

When an invalid disk array name is specified, the settings are invalid until the next [array]
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key.

(C) Target disk array Name
Describes the disk array name (up to 32 alphanumeric characters) targeted by the following

parameter, to continue from the key information [array].

(D) New disk array Name
Describes the disk array name to set following the target disk array + ‘, (comma)’ when
executing the disk array name setting. It is unnecessary to specify this when the disk array

name is not to be set (i.e., when changing only the LD type/name or the port name).
Describing a name in excess of 32 characters for the disk array name will end in error.

(E) Key information (LD)
Describes [1d] as the key information indicating that the following parameter is the setup
information for LDs. (The information following [1d] is valid until the next [array] or [1d]

appears.)

(F) New LD Type/Name
Sets the format and LD names for the LDs in the target disk array ((c) above) described
before describing this parameter. Describes “nnnnh (nnnn: LD number in four
hexadecimal digits)” as the ID information of the target LDs. Describes the newly set

format (refer to Table 15-1), “, (comma)” and LD name to continue from “, (comma)”.
Describing a name in excess of 24 characters for the LD name will end in error.

When making settings for other LDs in the same disk array, describe the information to be

set in the same format on the succeeding line.

On the ACOS-4 system, make sure that the LD identifier name matches the LD name on the host.

AEEEEEEEEENENEENNENENY

(G) Key information (port)
Describes [port] as the key information indicating that the following parameter is the setup
information related to ports. (The information following [port] is valid until [array] or [1d]

appears.)
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(H) New Port Name
Sets the names for the ports in the target disk array ((C) above) described before describing
this parameter. Describes “mmh-ssh (mm: director number in two hexadecimal digits; ss:
port number in two hexadecimal digits)” as the ID information of the ports. Describes the

newly set port name to continue from “, (comma)”.

Describing a name in excess of 32 characters for the new port name will end in error.
When making settings for other ports in the same disk array, describe the information to be

set in the same format on the succeeding line.

[An example of the user definition file for batch setting in initial introduction]

rmon name list

[array]

3000000000000003,Array001 Set the disk array name of
3000000000000003 to ArrayOO01.
The following indicate the name
settings for this disk array.

[1d]

0000h, WN, DBmaster001 Set the format of the LD number
0000h to WN, and the LD name to
DBmaster001.

The same applies to the following.
0001h,WN, DBmaster002
0002h,NX, DBmaster003
0003h,NX, DBmaster004
0004h,NX, DBmaster005
0005h, WN, DBmaster006
0006h,WN, DBmaster007
0007h,NX, DBmaster008

[port]

04h-00h, DBServer01l Set the port name of the port
number 04-001 to DBServerOl.

04h-01h, DBServer02 The same applies to the following.

06h-00h, DBServer03
06h-01h, DBServer04
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[An example of the user definition file for batch setting after start of operation]

rmon name list

[array]

Array001 Indicates that the disk array to be set
is Array001.

[1d]

0000h,WN, DBtest001 Set the format of the LD number to 0000h

to WN, and the LD name to DBtest001l.
The same applies to the following.
0011h,NX, DBtest002
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Pair Setting File

A pair setting file enables you to pair logical disks collectively and register AT-groups collectively.

The following shows the format of the pair setting file and a setting sample.

(1) Pair setting file format

(M
2
3)
“)
®)

(6)
(N

A pair setting file is a text file (*.txt, *.csv) in ASCII character format.
Data from a semicolon (;) or sharp (#) to the end of the line is processed as comments.
Uppercase and lowercase characters are distinguished. Be careful in writing characters.
Write “Pair Name List” in the first line except comment lines.
In the lines following “Pair Name List”, specify the items for pair setting in the format
below.
“MV DiskArrayName”,“MV Vol Type”,“MV Vol Name”,[“RV DiskArrayName”],“RV
Vol Type”,“RV Vol Name™[,]
(Items enclosed in brackets [] can be omitted.)
<SYNTAX>
MYV DiskArrayName
* Specify the name of the disk array to which Master Volume (MV) belongs.
* The disk array name can be specified with up to 32 characters.
MYV Vol Type
* Specify the type of Master Volume.
MV Vol Name
* Specify the logical disk name of Master Volume.
* The logical disk name can be specified with up to 24 characters.
RV DiskArrayName
* Specify the name of the disk array to which Replication Volume (RV) belongs.
* The disk array name can be specified with up to 32 characters.
* If omitted, the system assumes that RV belongs to the disk array of MV.
RV Vol Type
* Specify the type of Replication Volume.
RV Vol Name
* Specify the logical disk name of Replication Volume.
* The logical disk name can be specified with up to 24 characters.
To create an AT-group, write “[atcreate]”.
Specify the [atcreate] items in the following format:
“ATgroupName”,”DiskArrayName”
<SYNTAX>
ATgroupName
* Specify the name of the AT-group to be created.

* The At-group name can be specified with up to 32 characters.

39



Appendix F  Batch Setup File

®)
©

(10
()

(12)
(13)

DiskArrayName
* Specify the name of the disk array in which the AT-group is created.
* The disk array name can be specified with up to 32 characters.
To register volumes to the AT-group created, write “[atadd]”.
Specify the [atadd] items in the following format:
“ATgroupName”, “MV Vol Type”, “MV Vol Name”
<SYNTAX>
ATgroupName
* Specify the name of the AT-group to which the volume is created.
* The AT-group name can be specified with up to 32 characters.
MYV Vol Type
* Specify the format of the master volume to be registered.
MV Vol Name
* Specify the logical disk name of the master volume to be registered.
* The logical disk name can be specified with up to 24 characters.
To delete volumes already registered to an AT-group, write “[atremove]”.
Specify the [atremove] items in the same manner as [atadd].
“ATgroupName”, “MV Vol Type”, “MV Vol Name”
To delete an AT-group, write “[atdelete]”.
Specify the [atdelete] items in the following format:
“ATgroupName”
<SYNTAX>
ATgroupName
* Specify the name of the AT-group be deleted.

* The AT-group name can be specified with up to 32 characters.
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(2) Pair setting sample

Pair Name List .o (a)
;MV DiskArrayName, MV Vol Type,MV Vol. Name, RV DiskArrayName,RV Vol
Type, RV VolName ... (b)
#MV DiskArrayName, MV Vol Type,MV Vol. Name, RV DiskArrayName, RV Vol
Type, RV VolName ... (b)
DiskArrayNamel,NX,DEV001l, DiskArrayNamel,NX,DEV101l ... ()
DiskArrayNamel,NX,DEV001l, DiskArrayName?2,NX,DEV202 ... ()

DiskArrayNamel,NX,DEV002, DiskArrayName?2,NX,DEV203
DiskArrayNamel,NX,DEV003, DiskArrayName3,NX,DEV301
DiskArrayNamel,NX,DEV004, DiskArrayName3,NX,DEV302
DiskArrayNamel,NX,DEV01l1l, ,NX,DEV021

[atcreate]

—

#ATgroupName, DiskArrayName

DB atgl,DiskArrayNamel
[atadd]
#ATgroupName, OSType, ExVolName
DB_atgl,NX,DEV001
DB_atgl,NX,DEV002

[atcreate]

#ATgroupName, DiskArrayName

DB atg2,DiskArrayNamel
[atadd]
#ATgroupName, OSType, ExVolName
DB atg2,NX,DEV003
DB_atg2,NX,DEV004

Pair Name List

[atremove]
#ATgroupName, OSType, ExVolName
DB_atgl,NX,DEV001

DB_atgl,NX, DEV002

[atdelete]

#ATgroupName

DB_atgl

[atremove]
#ATgroupName, OSType, ExVolName
DB atg2,NX,DEV003
DB_atg2,NX,DEV004

[atdelete]

#ATgroupName

DB_atg2

Fo 00, R0l -y DO 0Q MOD DD OQ MO0 Q

— — e — e — e e — e e e T e — e T e Do e e e o e = —
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<Explanation>

(@

(b) A line starting with a semicolon (;) or sharp (#) in a CSV-format text file is processed as a
comment line. Use a comment line mainly as the title of an item.

(c) If pairing a single MV with multiple RVs, create a line for each pair.

(d) Ifthe disk array name of RV is omitted, the system assumes that the RV belongs to the disk
array of the MV.

(e) Declare creation of an AT-group.

(f)  Create an AT-group on the specified disk array.

(g) Declare registration of volumes to the AT-group.

(h)  Each specified volume must be a PV (Primary Volume) and set for one RDR pair. In
addition, when you register multiple volumes to an AT-group, the volumes need to be
located on the same disk array. RDR pair volumes (RVs) set for registered volumes are
also need to be located on the same disk array.

(i) Declare deletion of a volume from an AT-group.

(G)  Specify a volume registered to a specified AT-group.

(k)  Declare deletion of an AT-group.

(1) Delete all volumes registered to the AT-group you are going to delete.

(1) Use a half-size space between characters.

(2) Do not enter a space preceding or following a character string.

(3) If the file does not begin with “Pair Name List”, except for comment lines, an error (“[05254] It
is not a file for Batch Setting.””) occurs.

(4) If a character string is preceded by a space or followed by a space, an error (“[05254] It is not a
file for Batch Setting.”) is posted.

(5) Any AT-group name that does not conform to the following rules is invalid:

e Number of available characters 1 to 32 characters

* Available characters ~ Alphabet: AtoZ (atoz)

* Upper- and lower-case characters are distinguished.
Numerals: 0to9

Underbar:

Slash: /

*  All the characters must be 1-byte characters.

If the first line except the comment line does not contain this character string, an error

(“[05254] 1t is not a file for Batch Setting.”) is posted.

IR NI EEEEEEEEEEE NI NN EEEEEEI NN NN EEEEEEEEI NN EEREEEREEEEI NI Rnn R nnnnnnnd
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Appendix G ACOS-4 Resource Operation
Guard

& It is allowed only for our maintenance personnel to specify ACOS-4 resource settings. If

you need to handle ACOS-4 resources, be sure to ask our maintenance personnel first.

JEEEEEEEEENEENENEENEENR
Ssssssmsmssmsmsnsmnnnnd

To protect ACOS-4 against system destruction, the work involved in setting the resources used by ACOS-4 is
defined as tasks to be carried out by maintenance personnel. On the other hand, the open system resources are
allowed to be set by general users, giving priority to the freedom of work in such cases as changing the settings.
Note, however, that a mistake or other inappropriate operation that the general user makes when setting the Access
Control in the WWN mode or in the GUI-based Port mode, which has been supported for the disk array which
applies program product “AccessControl” beginning with Version 2.1, can result in the destruction of the ACOS-4

system.

Starting with Version 2.2, a reinforced guard function has been deployed that guards against
Access-Control-related operation’s that can lead to the destruction of the ACOS-4 system. Whenever an
operation related to the ACOS-4 resources is requested, a dialog appears indicating that the operations for the

ACOS-4 resources by general users are restricted and that a consultation with maintenance personnel is required.

isM E3

[25300]

It is going to perform operation about ACOS-4 resources,

Since the operation abouk ACOS-4 resources is spedial, a setup of a general user has been restricked.
Please consult with a mainkenance engineer, when wou carry out operation about ACD5-4 resources,

About ACOS-4 resources,

The logical disk from os bvpe Ad.

The port where the logic disk of Form os tvpe A4 was set up,
The port of a platform Ad.

LD set with which the paort of a platform A4 was set up,

LD set of a platForm A4,

Figure G-1 ACOS-4 Resource Operation Warning Dialog
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(1) ACOS-4 resources
(a) Logical disk of the “A4” type
(b) Port including any logical disk of the “A4” type
And all logical disks assigned to that port
(c) Port of the “A4” platform
And all logical disks assigned to that port
(d) LD Set including any port of the “A4” platform
And all logical disks and ports assigned to that LD Set
(e) LD Set of the “A4” platform
And all logical disks and ports assigned to that LD Set

(2) Operations related to the ACOS-4 resources

The operations related to the ACOS-4 resources are special, and general users are restricted from
performing them. If any operation related to the ACOS-4 resources is required, consult

maintenance personnel.
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(3) Functions and operations subject to the ACOS-4 resource operation

guard
Table G-1 List of Functions and Operations Subject to the ACOS-4 Resource Operation Guard (1/2)
Function Function Details Guarded Operation
Configuration Bind logical disk | Setting “A4” as the logical disk type
setting Set/change Setting “A4” as the logical disk type
logical disk type Changing the logical disk type from “A4”
Set/change port Setting “A4” as the port platform.
platform Changing the port platform type from “A4”
Access Control Create/delete LD | Creating an LD Set of the “A4” platform
Set

Deleting an LD Set of the “A4” platform

Deleting an LD Set including any port of the “A4”
platform

Change LD Set
name

Changing an LD Set of the “A4” platform

Changing the platform of the LD Set including a port
of the “A4” platform

Add logical disk
to LD Set

Adding a logical disk of the “A4” type to an LD Set

Adding a logical disk to an LD Set of the “A4”
platform

Adding a logical disk to an LD Set including a port
of the “A4” platform

Delete logical
disk from LD Set

Deleting a logical disk of the “A4” type from an LD
Set

Deleting a logical disk from an LD Set of the “A4”
platform

Deleting a logical disk from an LD Set including a
port of the “A4” platform

Connect WWPN
link to LD Set

Connecting a WWPN link to an LD Set of the “A4”
platform

Connecting a WWPN link to an LD Set including a
port of the “A4” platform

Disconnect
WWPN link from
LD Set

Disconnecting a WWPN link from an LD Set of the
“A4” platform

Disconnecting a WWPN link from an LD Set
including a port of the “A4” platform
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Table G-1 List of Functions and Operations Subject to the ACOS-4 Resource Operation Guard (2/2)

Function

Function Details

Guarded Operation

Access Control

Connect port link | Connecting a port link of the “A4” platform to an LD
to LD Set Set
Connecting a port link to an LD Set of the “A4”
platform
Connecting a port link to an LD Set including a port
of the “A4” platform
Disconnect port Disconnecting a port link of the “A4” platform from

link from LD Set

an LD Set

Disconnecting a port link from an LD Set of the “A4”
platform

Disconnecting a port link from an LD Set including a
port of the “A4” platform

Change port Changing the mode of a port of the “A4” platform
mode Changing the mode of a port assigned a logical disk
the “A4” type
Changing the mode of a port linked to an LD Set of
the “A4” platform
LD Administrator | Add logical disk | Adding a logical disk of the “A4” type to an LD Set
to LD Set

Adding a logical disk to an LD Set of the “A4”
platform

Adding a logical disk to an LD Set including a port of
the “A4” platform

Move logical
disk to preserve
group from LD
Set

Moving a logical disk of the “A4” type to a preserve
group from an LD Set

Moving a logical disk to a preserve group from an LD
Set of the “A4” platform

Moving a logical disk to a preserve group from an LD
Set including a port of the “A4” platform

Move logical
disk to reserve

Moving a logical disk of the “A4” type to a reserve
group from an LD Set

éroup from LD Moving a logical disk to a reserve group from an LD
et Set of the “A4” platform
Moving a logical disk to a reserve group from an LD
Set including a port of the “A4” platform
Configuration Set/change Setting “A4” as the logical disk type
display/state logical disk type

monitoring (iISM
client main
window)

Changing the logical disk type to “A4”

Setting/changing the type of a logical disk assigned to
a port of the “A4” platform

Changing the type of a logical disk assigned to an LD
Set of the “A4” platform
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